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We explore the relaxation dynamics of elementary spin clusters in a kinetically constrained spin
system. Inspired by experiments with Rydberg lattice gases, we focus on the situation in which
an excited spin leads to a “facilitated” excitation of a neighboring spin. We show that even weak
interactions that extend beyond nearest neighbors can have a dramatic impact on the relaxation
behavior: they generate a linear potential, which under certain conditions leads to the onset of
Bloch oscillations of spin clusters. These hinder the expansion of a cluster and more generally
the relaxation of many-body states towards equilibrium. This shows that non-ergodic behavior
in kinetically constrained systems may occur as a consequence of the interplay between reduced
connectivity of many-body states and weak interparticle interactions. We furthermore show that the
emergent Bloch oscillations identified here can be detected in experiment through measurements
of the Rydberg atom density, and discuss how spin-orbit coupling between internal and external
degrees of freedom of spin clusters can be used to control their relaxation behavior.

Introduction.— Kinetically constrained quantum sys-
tems have become an important setting for the investiga-
tion of complex dynamical many-body phenomena, both
from the theoretical and the experimental point of view.
In particular, constrained spin systems have turned out to
constitute useful models for the study of slow relaxation,
ergodicity breaking and the emergence of glassy physics
[1–16]. In terms of experimental platforms a significant
role is currently being played by Rydberg gases, in which
atoms are excited to high-lying and strongly interacting
states. This allows to implement effective quantum spin
models with highly controllable state-dependent interac-
tions that pave the way towards realizing a host of kinetic
constraints [17–28].

Kinetic constraints impose restrictions on the connectiv-
ity between many-body states that break the Hilbert space
into disconnected sectors [29–32]. Ultimately, this may
lead to the absence of thermalization and the emergence
of non-ergodic behavior. This mechanism is different to
ergodicity breaking stemming from disorder, occurring
in many-body localized systems where it is caused by
the emergence of local conservation laws [33]. Ergodic-
ity breaking (in a disorder-free setting) may also occur
when imposing externals fields: Refs. [34–42] show that
for the case of a transverse field quantum Ising model,
where an additionally applied longitudinal field leads to
the confinement of excitations. This inhibits propagation
of quasi-particles and thus prevents relaxation towards
an ergodic steady state.

In this work we investigate the dynamics of a disorder-
free, translationally invariant many-body quantum spin
system under a so-called facilitation constraint. As shown
in Fig. 1, this can be realized with Rydberg atoms held
in a lattice. We show that relaxation towards an ergodic
stationary state is inhibited by the onset of Bloch oscil-

Figure 1. Facilitated spin dynamics in a Rydberg lat-
tice. (a) Each atom is modeled as a two-level system, in
which the states |↑〉 and |↓〉 represent the (excited) Rydberg
state and the ground state, respectively. Atoms are separated
by the distance a. Ω is the Rabi frequency of the excitation
laser, which is detuned from the atomic transition by an en-
ergy ∆. VNN and VNNN are the nearest neighbor and the
next-nearest neighbour interaction strength between excited
atoms. (b) In the facilitation regime a spin next to an excited
spin is facilitated to (de)excite. This is achieved by setting
VNN + ∆ = 0. Each cluster can expand and shrink, but can
neither merge with another cluster nor split. (c) Each cluster
is parameterized by two coordinates: |c〉 (labeling the center
of mass position) and |r〉 (labeling the number of excitations).
The internal energy of a cluster of extension r is given by
Er = (r − 2)VNNN + ∆, generating a linear potential for spin
clusters.

lations of spin clusters — composite states of domain
wall quasi-particles — which are caused by an emerging
internal potential linear in the cluster size. These oscilla-
tions, which also have shown to herald non-ergodicity in
the absence of disorder in different contexts, e.g. when
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external fields are imposed [36, 38, 43, 44], can be ob-
served in the dynamics of the (Rydberg atom) density
and thus are directly accessible in experiments. We argue
that Bloch oscillations lead to an emergent “Hilbert space
fragmentation” [45–47], reminiscent of fractonic systems
[48, 49]. We furthermore show that there is a strong
(spin-orbit) coupling between the internal dynamics of
spin clusters and their external motion, which allows to
construct either confined or propagating wave packets.
Our work shows that constraints in conjunction with weak
interactions offer new mechanisms for localization that go
beyond merely breaking the Hilbert space connectivity of
many-body states.
Rydberg gas under facilitation conditions.—We

consider a one dimensional chain ofN atoms as depicted in
Fig. 1a. For each atom we employ a two-level description
in terms of a fictitious spin- 12 particle, which can be either
in the up state |↑〉 (excited Rydberg state) or in the down
state |↓〉 (ground state). Two atoms in the Rydberg state
at neighboring sites have interaction energy VNN > 0
(repulsive interactions). Including interactions up to next-
nearest neighbors (VNNN), the Hamiltonian of the system
is given by

H =

N∑
j=1

(
Ω

2
σ̂xj + ∆n̂j + VNN n̂j n̂j+1 + VNNN n̂j n̂j+2

)
,

(1)
where Ω is the Rabi frequency and ∆ is the laser de-
tuning from the atomic transition energy. The operator
σ̂x = |↑〉 〈↓|+ |↓〉 〈↑| effectuates transitions between the
ground and Rydberg state, and n̂ = |↑〉 〈↑| projects on
the Rydberg state. Periodic boundary conditions are also
adopted.

We consider so-called facilitation conditions as depicted
in Fig. 1b. This means that the detuning cancels out the
interaction between two adjacent atoms, i.e. ∆ + VNN =
0. Moreover, we assume that the next-nearest neighbor
interaction is small, i.e. |VNNN| � |∆|. Under these
conditions clusters of consecutive Rydberg excitations
expand or shrink, but cannot (dis)appear, i.e. can neither
split in two different clusters nor merge with another
cluster. Hence the total number of clusters is a conserved
quantity. Note, that this is rigorously true only when
∆→∞ [38, 50], and consequently we assume ∆ to be the
largest energy scale [51]. For a single spin cluster a typical
sequence of (near-)resonant transitions is e.g. given by
|↓↑↓↓↓ . . .〉 ⇔ |↓↑↑↓↓ . . .〉 ⇔ |↓↑↑↑↓ . . .〉 ⇔ |↓↓↑↑↓ . . .〉 ⇔
|↓↓↑↓↓ . . .〉 [31]. It is thus convenient to describe the state
of each cluster using two coordinates: the position of the
center of mass (CM) c and the number of excitations r
(see Fig. 1c). The internal energy of a cluster composed of
r excitations is then Er = r∆+(r−1)VNN+(r−2)VNNN =
∆+(r−2)VNNN, where the facilitation condition was used
in the last step.
Quasi-particle excitation spectrum.— Let us be-

gin from the situation in which a single cluster is present

in a lattice of length N (with the lattice spacing expressed
in units of a) and assume periodic boundary conditions. It
is then convenient to write the generic state of the cluster
as a tensor product of the CM coordinate and the relative
coordinate |ψ〉 = |c〉 ⊗ |r〉, where c is an index that labels
the position of the CM of the cluster and r denotes the
number of excitations. The total number of possible val-
ues of the CM coordinate is thus 2N : c ∈ { 12 , 1,

3
2 , ..., N}.

Integer values of c refer to on-site CMs, while the half-
integer values correspond to CMs located at the midpoints
between two lattice sites. The coordinate r is instead an
integer number between 1 and N − 1, since a cluster
with N excitations is not allowed. Thus, for instance,
|2〉 |3〉 = |↑↑↑↓↓ . . .〉 and

∣∣ 5
2

〉
|2〉 = |↓↑↑↓↓ . . .〉.

Given this representation, there are four possible tran-
sitions that a state |c〉 |r〉 can undertake (at rate Ω), pro-
vided that 1 < r < N−1 (when r = 1 the cluster can only
increase, when r = N − 1 the cluster can only decrease).
Possible target states are (see Fig. 1):

∣∣c+ 1
2

〉
|r + 1〉 (the

spin to the right of the rightmost excitation flips up),∣∣c− 1
2

〉
|r + 1〉 (the spin to the left of the leftmost exci-

tation flips up),
∣∣c− 1

2

〉
|r − 1〉 (the rightmost excitation

flips down),
∣∣c+ 1

2

〉
|r − 1〉 (the leftmost excitation flips

down). Note, that these transitions rules, which determine
the kinetic energy of a spin cluster, imply a spin-orbit
coupling, i.e. a coupling between the (internal) relative
coordinate of the cluster and the (external) CM dynamics.
This is because a cluster cannot shrink/expand without
changing its CM position. Taking furthermore into ac-
count the internal energy, Er, which only depends on the
cluster length r, the effective Hamiltonian describing a
single spin cluster reads

H = Ω

N∑
c= 1

2

N−2∑
r=1

[∣∣c+ 1
2

〉
〈c| ⊗

(
|r + 1〉 〈r|+ h.c.

)
+ h.c.

]

+VNNN

N∑
c= 1

2

N−1∑
r=2

(r − 2) |c〉 〈c| ⊗ |r〉 〈r| . (2)

Taking the Fourier transform of the CM coordinate
|c〉 = 1√

2N

∑
q e

iqc |q〉, where q = −2π + 2π
N k with

k = 0, 1, . . . , 2N − 1, simplifies the Hamiltonian to
H =

∑
qHq |q〉 〈q|, with

Hq = 2Ω cos

(
q

2

)N−2∑
r=1

(
|r + 1〉 〈r|+ h.c.

)
+VNNN

N−1∑
r=2

(r − 2) |r〉 〈r| . (3)

Note, that the CM momentum quantum number, q, takes
on values between −2π and 2π because of the 2N lattice
sites that make up the CM lattice. The Hamiltonian Hq

of each CM momentum sector can be interpreted as that
of a particle hopping with a rate Jq = 2Ω cos

(
q
2

)
through

a semi-infinite lattice, subject to a linear potential of slope
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Figure 2. Time evolution of a spin cluster. Shown is
the local Rydberg excitation density 〈n̂j〉 (t). (a) Ballistic
expansion of spin cluster. (b) Coexistence of Bloch oscillations
and ballistic expansion. (c) Bloch oscillations with period
TBloch = 2π/VNNN. The initial state is |ψ(0)〉 = |c0〉 ⊗ |r0〉
with r0 = 6 and c0 chosen appropriately for each panel.

VNNN. This potential, however, affects only "sites" with
coordinate r > 2.
Spin cluster Bloch oscillations.— Evidently, there

is a close connection between the spin cluster dynamics
and that of a hopping particle in a tilted lattice. The
latter is a classic problem in condensed matter physics
[52–57], and one of its most striking dynamical features
is the emergence of so-called Bloch oscillations. Our
situation bears some differences, though, such as the
semi-infinite lattice and the fact that spin clusters are
composite objects that have an internal and an external
structure. In the following we consider the dynamics of
a spin cluster that is initially prepared (time t = 0) in
a state with CM position c0 and contains r0 consecutive
excitations: |ψ(0)〉 = |c0〉 ⊗ |r0〉 (note, that c0 and r0
have to be compatible, e.g. when r0 is odd, c0 has to be
integer). This state evolves according to

|ψ(t)〉 = e−iHt |ψ(0)〉 =
1√
2N

∑
q

eiqc0 |q〉 ⊗ e−iHqt |r0〉 .

(4)
In Fig. 2 we show the site-resolved Rydberg excitation
density — a quantity which can be experimentally mea-
sured [19] — for a spin cluster of initial size r0 = 6. In the
absence of next-nearest neighbor interactions this cluster
expands linearly in time and the density shows the ex-
pected light cone structure. For large VNNN, however, we
see unambiguously Bloch oscillations of the spin cluster
size, whose period is given by TBloch = 2π/VNNN. At
intermediate values of VNNN we observe that Bloch oscil-
lations and ballistic expansion coexist. The reason for
this behavior is the composite nature of the spin domain
excitation together with the fact that the tilted lattice is
actually semi-infinite. As can be seen from Hamiltonian
(3) each q-component is governed by a different "hopping
rate" Jq. For a given hopping rate the amplitude of the
Bloch oscillations is then lBloch ' Jq/VNNN. This relation,
however, holds only in case of an infinite lattice. For a
spin cluster to effectively experience such infinite lattice
its initial size r0 must be larger than lBloch, so that Bloch

Figure 3. Auto-correlation function and its Fourier
transform. (a) Auto-correlation function, Eq. (6), as a func-
tion of the next-nearest neighbor interaction strength VNNN.
The red dashed line shows the expected Bloch oscillation pe-
riod, TBloch = 2π/VNNN. Bloch oscillations become visible
through marked peaks only for sufficiently large VNNN. In the
coexistence regime some wave packet components undergo bal-
listic expansion. (b) Fourier transform of the auto-correlation
function. The red dashed line shows the expected Bloch oscil-
lation frequency.

oscillations never reach its boundary. For the parameters
chosen for Fig. 2b this is, however, true only for certain
values of the CM momentum q on which the initial state
has support. Therefore, these components perform Bloch
oscillations while the others expand ballistically. This
results in the coexistence behavior displayed in the panel.

Requiring that the initial cluster size r0 is large enough,
such that no q-component of the state experiences the
edge of the lattice, defines a lower threshold for the next-
nearest neighbor interaction:

VNNN &
2Ω

r0
. (5)

If this condition is satisfied, then perfect Bloch oscillations
as shown in Fig. 2c are observed. To quantify the onset of
Bloch oscillations and the concomitant periodic behaviour,
we define the auto-correlation function

A(t) = | 〈ψ(0)|ψ(t)〉 |2, (6)

which measures the overlap between the initial state and
the state at time t. Fig. 3a shows that there is a grad-
ual passage from a regime of ballistic expansion to one
with Bloch oscillations with an intermediate coexistence
regime, indicated with the blue shaded area. As expected,
one observes pronounced time-periodic behavior for suffi-
ciently large values of VNNN, with high-amplitude revivals
at the Bloch period TBloch = 2π/VNNN. Decreasing the
next-nearest neighbor interaction strength reduces the
amplitude of these revivals, which is due to certain CM
momentum components evolving ballistically. This be-
havior is also reflected in the Fourier transform of the
auto-correlation function shown in Fig. 3b, which dis-
plays a clear peak at the Bloch frequency (and higher
harmonics) up to a threshold value of VNNN.
Spin-orbit coupling of spin clusters.— So far we

have analyzed the evolution of an initial state that is
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Figure 4. Band structure and auto-correlation function.
(a) Band structure given by the Hamiltonian Hq. Due to
the presence of the linear potential introduced by the next-
nearest neighbor interaction, the bands are locally flat and
non-degenerate at q = ±π. (b) Projection of the state |r0 = 6〉
on the eigenstates of Hq, for different q. The overlap is larger
for the low-energy eigenstates, and at q = ±π the state |r0 = 6〉
is an eigenstate. (c) Auto-correlation function for an initial
state centered on q0 = 0. At t = 0 it has the value 1 and then
decays rapidly. No periodic behavior is visible as σ increases.
The faint features are due to finite size effects. (d) Auto-
correlation function for an initial state centered on q0 = π.
Bloch oscillations appear as σ increases. In (c) and (d) we
choose VNNN = 0.07 Ω and r0 = 6, which corresponds to the
situation shown in Fig. 2b.

composed of a single spin cluster with fixed size r0 and
CM position c0. As can be seen from Eq. (4) such
state has an equal weight (up to a phase factor) on all
q-components. This state is certainly the one that is
most naturally prepared in experiment [51]. However, to
fully investigate how the (spin-orbit) coupling between
the relative and CM motion affects the dynamics of spin
clusters, it is instructive to study initial states in which the
CM position is not fixed, but has the form of a Gaussian
wave packet of finite width σ:

|ψ(0)〉 =

(
1

N
∑
c

e−
(c−c0)2

4σ2 e−iq0c |c〉

)
⊗ |r0〉 . (7)

Here N is a normalization constant and c0 and q0 are the
average CM position and momentum. A possible protocol
for creating such state is discussed in [58]. In order to
get a first idea of what dynamical behavior to expect,
we consider the band structure of the Hamiltonian Hq

[Eq. (3)], which is depicted in Fig. 4a. One observes a
series of N − 1 bands that govern the dynamics of the
relative motion (spin cluster expansion and reduction)
as a function of the CM momentum q, which is a direct
manifestation of the coupling between those two degrees
of freedom. Note, that in case of an infinite lattice the
bands would be flat and equally spaced forming the well

known Wannier-Stark ladder [54]. In a finite lattice, the
eigenvalues of each Hamiltonian Hq are instead given by
the zeros of the q-dependent Lommel polynomial of degree
N−1 [59]. At q = 0,±π,±2π the gradient of the bands is
zero and the group velocity of a wave packet centred here
vanishes. These points are thus well-suited for an analysis
in terms of the auto-correlation function which otherwise
would decay in time simply due to the linear motion of
the wave packet. At q = ±π the hopping term in Eq.
(3) vanishes and the Hamiltonian becomes diagonal in
the |r〉 basis. This is seen in Fig. 4b which shows the
projection of the initial spin domain state |r0〉 (here with
r0 = 6) on the eigenstates of Hq. The plot also shows
that for all other values of q the state |r0〉 is not among
the eigenstates but is formed by a superposition of them.
In Figs. 4c,d we show the auto-correlation function

using the initial state (7) with q0 = 0 and q0 = π, re-
spectively, as a function of σ. Both plots are obtained
with the parameters of Fig. 2b. For σ = 0 both situations
correspond (up to a phase factor) to the one described by
the state (4), i.e. we expect to observe a coexistence be-
tween Bloch oscillations and ballistic expansion. Indeed,
here both panels show the same faint signatures of Bloch
oscillations. Upon an increase of σ these are amplified
for q0 = π and vanish for q0 = 0. When q0 = π, the
initial state has support on the values of q that minimize
the width of Bloch oscillations. Therefore the initial spin
cluster size r0 is large enough not to see the boundary
of the semi-infinite lattice. Conversely, when q0 = 0, the
width of the oscillations exceeds the initial cluster width
r0 and no Bloch oscillations appear. This result suggests
that, for any given values of VNNN and r0, it is always
possible to engineer an initial wave function sufficiently
peaked around q0 = π that undergoes a periodic dynamics.
This is a direct consequence of the spin-orbit coupling:
Bloch oscillations are dynamical features of the relative
spin cluster dynamics, but they can be controlled by the
selection of specific CM momenta q.
Absence of relaxation in the many-body

system.— Having understood the dynamics of a single
spin cluster allows to make statements on the dynam-
ics in the many-body case: a general initial state can
be decomposed into basis states containing m clusters.
These shall be labeled with the coordinates |ci〉 and |ri〉,
for i = 1, 2, . . . ,m. Such a state does not relax when
each of the individual clusters performs Bloch oscillations
without "touching" neighboring clusters. Such situation
occurs when each of the m clusters has a length of at
least r0 ' 2Ω

/
VNNN, and when the distance between any

two neighboring clusters is also at least r0. The first re-
quirement derives from Eq. (5) and ensures the emergence
of Bloch oscillations within all m clusters. The second
requirement comes from the fact that two neighboring
clusters must not meet when oscillating with amplitude
lBloch. A lower bound, Γ(N), for the number of many-
body basis states that satisfy both conditions can be
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derived from the number W (m) of ways m hard rods of
length 2r0 can be arranged in a lattice of length N . With
W (m) = [(N − 2r0m+m)!]/[(N − 2r0m)!m!] and using
that at most N/(2r0) rods can be inserted in a system

of length N , we find that Γ(N) =
∑ N

2r0
m=1W (m) ∼ CN ,

with 1 < C < 2. Thus, the number of many-body states,
whose dynamics is frozen due to spin cluster Bloch oscilla-
tions, scales exponentially with the lattice size. Therefore,
non-relaxing states are not rare in Hilbert space. This
result is closely related to the fragmentation of Hilbert
space observed in fractonic systems [48], characterized by
a restricted mobility of elementary excitations. However,
differently from fractonic models, in our system there are
no notions of charge and dipole moment conservation, and
the emergence of disconnected Hilbert subspaces results
from the restricted mobility of composite spin clusters.

Conclusions and outlook.— Observations related
to ours have been made in quantum Ising chain sys-
tems [36, 43, 44], when an applied external longitudinal
field penalises the creation of extended spin clusters. In
our case, however, confinement is created by interactions
within the spin system itself, leading to emergent Bloch
oscillations, whose dynamics is strongly dependent by the
coupling between the internal and external dynamics of
spin clusters. This shows that even weak interactions
within constrained systems can have a dramatic impact
on the ability to relax. In the future, it would be interest-
ing to develop a scattering theory that describes collisions
between two spin clusters, and to generalize the study to
kinetically constrained spin systems in two dimensions.
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