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Abstract— This study utilizes the machine learning (ML) 
technique to estimate the power loss of surface-mounted 
Permanent Magnet Synchronous Motor (PMSM) for More-
Electric Aircraft (MEA). Existing approaches do not consider 
ML methods in power loss calculation and only depend on 
empirical correction factors. The proposed ML aided model is 
proved to be more precise. Matching the analytical loss 
estimation with finite-element analysis (FEA) is the main 
research goal which includes two aspects: iron loss and 
permanent magnet (PM) loss. They are both based on 
conventional formulae but this study analyzes the limitation of 
these equations and the ML correction model can provide 
dedicated factors for the analytical motor model to make sure 
that the loss estimation is accurate in the whole motor design 
space. Average correction factor (ACF) approach is regarded as 
the comparison method to verify the excellent performance of 
the proposed ML model. 

Keywords—Machine learning (ML), artificial neural network 
(ANN), PMSM, power loss correction, more-electric aircraft 
(MEA) 

I. INTRODUCTION 

With the continual development of magnet material, 
permanent magnet (PM) machines have been widely applied 
in electrical vehicles, fans, drives, and compressors due to 
their high efficiencies [1-6]. And PM machines are commonly 
selected for electromechanical actuation in MEA concepts and 
applications [4,7]. However, the problem of designing an 
optimal PM machine is challenging because of the multi-
physics nature of its operation. Several computational models 
can account for the multi-physics operation, including the 
closed-form analytical model, lumped parameter model, 
finite-element analysis (FEA) model, combined finite-element 
and analytical model, etc. Among that, FEA models are the 
most time consuming to solve but they are most accurate. 
Therefore, time-step FEA can also be an effective tool to 
verify loss calculation based on simpler analytical loss models 
since it is impractical to verify all loss predictions with 
experiments [2]. 

On the other hand, the design of a motor usually begins 
with geometries when the motor topology has been confirmed 
[5-7]. For permanent magnet synchronous motor (PMSM), its 
weight can be given mathematically with high accuracy by 
using the selected geometry parameters and materials, as long 

as the Mean Length per Turn (MLT) in a coil is properly 
estimated. In contrast, power loss (PL) estimation is more 
difficult to do as the flux field is coupled with many factors 
and flux density varies much among back-iron, tooth, PM and 
rotor. In that case, the analytical approach is prone to lose the 
accuracy since traditionally only the flux density of typical 
points is utilized instead of considering the whole iron area. 

In [2], a classical estimation model considering both 
hysteresis and eddy-current losses was proposed; however, the 
correction factors obtained by theoretically derived formulas 
are substantial and yield inaccurate results due to missing the 
domain wall motion. Thus, this classical model was improved 
by adding an excess eddy current loss term in [3] which can 
be useful but needs many iterations for the motor initial 
design. 

This study proposes a new method for loss estimation of 
machine stator and PM realized by using machine learning 
(ML) method to bridge the gap between analytical and FEA 
models. It utilizes simple conventional equations and data-
based ML training thus no need for substantial derivations. 
More importantly, ML based correction model can give 
dedicated factors to ensure the accuracy of loss estimation in 
the whole motor design space. Noting that the proposed ML-
based approach should not be restricted to iron and PM loss in 
the motor of the MEA actuator. Based on FEM/experimental 
data collection, this approach can be also applied to the 
holistic loss estimation of the motor even the whole actuation 
system. 

II. FUNDAMENTALS OF LOSS ESTIMATION 

A. Iron Loss 

Under the no-load condition, iron losses contribute to the 
largest part of the total motor loss. To calculate it in the soft 
ferromagnetic material, the modified Steinmetz equation is 
used with two different terms, hysteresis and eddy current 
loss. The specific iron loss ratio 𝑊௜௥  (W/kg) for a certain 
material is given as [5]: 

 𝑊௜௥(𝑓, 𝐵෠) = 𝐾ℎ𝑓
ఈ𝐵෠ఉ + 𝐾௘(𝐾௦௙𝑓𝐵෠)

ଶ 

where 𝐵෠  is the peak amplitude and 𝑓 is the motor electrical 
frequency, 𝐾௦௙ is the stacking factor of the lamination sheets. 



𝐾௛ , 𝛼 , 𝛽  and 𝐾௘  are Steinmetz coefficients determined by 
fitting the loss data from manufactures for specific materials. 

The assumption of using Eq. (1) is that the stator flux density 
is a sinusoidal wave. However, in fact, the flux densities in the 
stator tooth tip and in the back-iron parts linking the stator 
base are far from sinusoidal, even approximate linear relations 
in the time domain. Moreover, as discussed, analytical models 
traditionally use the densities of typical points to estimate 
stator losses for the sake of efficient computation which 
generates another difference between analytical and FEA 
model, the magnitude, that means non-uniformed flux 
distribution on the stator. Therefore, iron-loss estimation of 
using Eq. (1) at one or several typical points is prone to have 
large errors especially for different geometry and winding 
parameters. That underlies the interest of new analytical 
approaches.  

The iron material used in this study is M235-35A steel whose 
Steinmetz coefficients can be found in Table I. 

TABLE I.  PARAMETERS OF M135-35A STEEL 

Density (𝐤𝐠/𝒎𝟑) 7600 
Lamination 

thickness (mm) 
0.35 

𝑲𝒉 0.0081294 𝜶 1.208357 

𝑲𝒆 3.442366 𝜷 1.78619 

 

B. PM Loss 

Three significant parts of motor losses are usually 
considered in the PM exited synchronous machines: iron 
losses, winding losses, and eddy current losses in PM [8]. 
However, in some optimization-oriented motor design 
models, power losses of PM are usually not accounted for 
[5,7]. Two analytical arrangements for the surface-mounted 
PM were studied to estimate the eddy current loss: one is a 
simplified rectangle model, see Fig. 1(a); the other is using a 
plate of a sector of the circular ring which is depicted in Fig. 
1(b). 

 
(a) Rectangular solid of PM [9] 

 
(b) Shape of a sector of circular ring [10] 

Fig. 1 Two arrangements for surface-mounted PM. 

In the former, a denotes the width of a PM, b is the axial 
length of PM or motor. Thus, the PM flux direction is mainly 
in the y-axis.  Both Eq. (7) and Eq. (8) in [9] were tested in 
this study with current input but it appears that they are not 
feasible for a different motor topology because [9] only 
focuses on the interior permanent magnet machines. Thus, this 
study employs the second way for PM and Eq. (2) from [10] 
is utilized to predict PM losses: 

𝑃௉ெ =
ଵ

ଵଶ
(2𝜋𝑓)ଶ𝐵෠௉ெ

ଶ 𝑏𝜎𝑅ଶ
ସ(1 − 𝑘௖

ଶ)(1 − 𝑘௖)
ଶ𝛽ଵ(1 −

௧௔௡ℎ(ఉ ௖)

ఉ௖
) 

where 𝐵෠௉ெ is the estimated peak flux density in PM, 𝜎 is the 
conductivity of PM material, 𝛽ଵ  is the half of the circular 
angle of PM (rad).  𝑅ଵ  and 𝑅ଶ  are the internal and external 
radius of the PM circular ring, 𝑐 and 𝑘௖ are defined as 

 𝑐 = ට
ଶ(ଵି௞೎

మ)(ଵି௞೎)
మ

(ଵି௞೎
మ)(ଵି଼௞೎ା௞೎

మ)ିଵଶ௞೎
మ ௟௡(௞೎)

 

 𝑘௖ =
ோభ

ோమ
 

Compared with the methods in [9], the prediction 
performance of this circular-ring method is more acceptable 
for the studied PMSMs; however, as will be shown in the case 
(Section IV), the relative errors of PM-loss predictions are still 
very big. With the help of the proposed ML correction model, 
the PM losses can be given very close to the FEA results in a 
certain motor design space. The following section will 
introduce the proposed ML model and its comparison method 
in detail. 

III. AVERAGE CORRECTION FACTOR AND PROPOSED ML 

BASED MODEL 

Before talking about the proposed ML method for loss 
correction, this study introduces the average correction factors 
(ACFs) as a conventional method for contrastive analysis. The 
basic thinking of ACF is firstly using the boundary values of 
design variables (DVs) to provide correction factors for 
analytical loss estimation of PM, tooth, back-iron, and then 
validate these factors using more sample data in a motor 
optimization problem. ACF not only provides a comparison 
method to give correction factors but verifies the performance 
of its own average operation. 

As will be shown in Section V, the ACF method is feasible 
when DVs are designed in the small ranges but will fail when 
we extend their ranges. Noting that the factors stay unchanged 
for all design points in a specific design space while ML based 
correction model can generate adaptive correction factors for 
different designs. 

A. Average Correction Factor 

The ACF operation process is depicted in Fig. 2. First, we 
assume three correction factors all equal 1 and there are n 
DVs. Second, the first sample collection is exercised by only 
using up/down boundary values for each DV (this sampling 
scheme is named as “sweep2”), i.e. that we have 2௡ design 
points to do the joint simulation (Math and FEA) and collect 
loss results in this round. After that, the initial three correction 
factors should be updated by a simple average operator using 
2 groups of 2௡ loss values: 



 𝑘௡௘௪_ଵ
௜௧௘௠ =

ଵ

ଶ೙
∑

௉௅ಷಶಲ_ೕ
೔೟೐೘

௉௅ಾಲ೅_ೕ
೔೟೐೘

ଶ೙

௝ୀଵ  

where item means three studied motor parts: PM, yoke (stator 
back-iron), and stator tooth, 𝑃𝐿ிா஺_௝

௜௧௘௠  denotes the power loss of 
FEA at the j-th design point, 𝑃𝐿ெ஺்_௝

௜௧௘௠  is the power loss of 
math model at the same point. In the next step, replace initial 
correction factors with the corresponding 𝑘௡௘௪_ଵ in the math 
model and do the second round of collection where evenly 
sample 4 values for each DV (sweep4, includes 2 boundary 
values). Further, use the same average operator to calculate 
the second new factors: 

 𝑘௡௘௪_ଶ
௜௧௘௠ =

ଵ

ସ೙
∑

௉௅ಷಶಲ_ ೕ
೔೟೐೘

௉௅ಾಲ೅_ೕ
೔೟೐೘

ସ೙

௝ୀଵ  

whose only difference with Eq. (5) is operating on 4௡  loss 
values instead of 2௡ . If all three 𝑘௡௘௪_ଶ  are close to 1 with 
small errors and the relative error of three-part loss (𝐸௥ , Eq. 
(7)) is smaller than 3%, validation is successful, otherwise, the 
validation fails. 

 𝐸௥ =
௉௅ಾಲ೅

ಲ೗೗ ି௉௅ಷಶಲ
ಲ೗೗

௉௅ಷಶಲ
ಲ೗೗  

 

Fig. 2 The methodology of Average Correction Factor 

This paper will give a 3-DV case in Section V using ACF 
and explain it in detail with different DV ranges. 

B. Proposed ML Based Correction Model 

This paper proposes a ML based correction model to give 
the correction factors (𝑘௜௧௘௠) for motor loss estimation. This 
model is implemented by establishing a forward Artificial 
Neural Network (ANN) which is a common and powerful 
learning method in ML, deep learning and artificial 
intelligence areas [11-14]. ANN is based on a nonparametric 
regression model which is a technique for supervised learning. 
The user does not need to specify the relationship between the 
predictors (input) and responses (output) since ANN can learn 
them automatically by using only several training parameters 
(i.e. weights and bias). ANN fundamentals can be found in 
Section IV. B of [13], no more details. 

As shown in Fig. 3, the analytical formulation for the 
desired correction model is constructed by using a 3-layer 

ANN. In particular, this network represents the following 
relation: 

 𝑦 = 𝐹(𝑥) ⇔ (𝑘௉ெ , 𝑘௒ை , 𝑘்ை) = 𝐹ଵ(𝐷𝑉ଵ, 𝐷𝑉ଶ ⋅⋅⋅ 𝐷𝑉௡)
 

This relation clearly shows the network mapping from 
DVs to three 𝑘௜௧௘௠ which serve as a fast, accurate, and flexible 
correction model for loss estimation. The deployment of this 
ANN tool includes normalization functions at the input (i) and 
de-normalization function at the output (o). The numbers of 
hidden layers and neurons in each layer are pre-defined by 
trial-and-error. This study only uses one hidden layer and 
twenty neurons for the sake of convenience but, as will be 
discussed in Section V, it can give excellent prediction 
performance after the ANN training.  

ANN should be trained by sample data which is obtained 
by the Matlab-MotorCAD joint simulation. This study 
suggests using the second sample collection in the last 
subsection (sweep4, 4௡  samples) where the relative errors 
(𝐸௥

௣ ) of the proposed model should be much smaller than 
ACF. 

 
Fig. 3 Proposed ANN based correction model. For 

simplicity, weights and bias terms are 
omitted from the figure. 

IV. CASE STUDY 

In this section, a PMSM case (12 slots 10 poles) is given 
with 3 DVs using both ACF and the proposed ANN tool to 
estimate the loss of PM, yoke, and tooth. The selected DVs 
are motor axial length (b), PM height (𝑑௠), and RMS current 
(I). The analytical motor sizing model is from [5] which 
comprehensively includes the geometrical and winding 
model, electromagnetic model, and thermal model, but this 
study only utilized the first two models to focus on the PL 
estimation. 

To compare the performance of two methods, two groups 
of data ranges are given to 3 DVs, as shown in Table II. Other 
parameters of the motor stay unchanged in this study 
(summarized in Table III). The following subsections will 
give the PL results using both ACF and ANN. 

TABLE II.  DATA RANGES OF 3 DESIGN VARIABLES 

 Small Large 
b (mm) [60, 70] [50, 70] 
dm (mm) [4.5, 5] [4.5, 5.5] 

I (A) [8.49, 9.19] [7.87, 9.9] 

TABLE III.  PARAMETERS OF MOTOR DESIGN CASE 



Rated speed (𝐫𝐩𝐦) 1500 
Electrical 

frequency (Hz) 
125 

Peak phase voltage 
(V) 

77.23 
No. of turns per 

phase 
120 

Wire diameter 
(mm) 

0.682 
Depth of tooth 

base (mm) 
19.67  

Depth of tooth tip 
(mm) 

1.26 
Tooth tang angle 

(Deg) 
38.38 

Air gap (mm) 1.3 
Rotor radius 

(mm) 
28.6 

Yoke Depth (mm) 6.88 PM fraction 88.19% 
Tooth tip fraction 78.83% Tooth Fraction 60.33% 

A. Small Ranges 

In this small range case, every DV varies in a small data 
space thus the motor loss will not have a large variation. Based 
on that, ACF can be a suitable way for loss correction since it 
utilizes the mean value to reflect the overall variation of PL. 
Following the afore-mentioned ACF process, this study 
exercised two rounds of joint simulation, sweep2, and sweep4. 
After that, the relative error results (𝐸௥

௣) can be obtained by 
Eq. (7) which should be compared with zero. 

Correction factors in this small-range case can be found in 
the second row of Table IV. All 3 𝑘௡௘௪_ଶ values are close to 1 
with their errors smaller than 3%. Thus, we can continue to 
sum the PL values of PM, yoke, tooth, and then get 𝐸௥

௣ results, 
depicted in Fig. 4(a). It shows that 64 error values are all in [-
3%, 3%] which means the validation of ACF is successful. 
Further, to validate the method using more data, this study 
exercised the 3rd Round of joint simulation, sweep5. The 
resulting data are shown in Fig. 4(b) which also verifies the 
fact that ACF method can get acceptable results in the small 
ranges (|𝐸௥| ≤ 3%). 

 
(a) sweep4 results of 𝐸௥ 

 
(b) sweep5 results of 𝐸௥ 

Fig. 4. Relative PL error results in small ranges 

It is noted that, to show the 4D-point results (3 DVs plus 
PL error) in one surface, the x-axis in the figures of this 
Section denotes the series number of combinations of two 
DVs, b and 𝑑௠, thus there are 16 combinations in sweep4 and 
25 for sweep5. And we have each line for a combination set 
with regards to the other DV, I. 

For the proposed ANN correction model, 64 samples 
(from sweep4) are regarded as the training data. As the sample 
number is not much, the training process only costs a few 
seconds in Matlab on a standard PC. After training, the 
network tool serves as a fast and convenient correction 
function to give the right factors (𝑘௜௧௘௠) to every design point 
of math model. The correction performance of this tool is 
depicted in Fig. 4 where the left figure demonstrates the 
excellent ANN training performance and the right figure 
shows the big gain of the ANN tool compared with ACF. 

B. Large Ranges 

Similarly, this study defined the large ranges for 3 DVs to 
check the feasibility of ACF and ANN by doing three rounds 
of joint simulations: sweep2, sweep4, and sweep5. As shown 
in the third row of Table IV, since the value of 𝑘௡௘௪_ଶ is not 
close to 1, ACF method validation fails in the large ranges. 
But this study continues to compute 𝐸௥  results of ACF to be 
compared with the proposed ANN tool. Comparison results 
are discussed as follows. 

 
(a) sweep4 results of 𝐸௥ 

 
(b) sweep5 results of 𝐸௥ 

Fig. 5. Relative PL error results in large ranges 

Fig. 5 shows the comparison results of large ranges. Most 
of 𝐸௥  values in sweep4 and sweep5 using ACF have exceeded 
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[-3%, 3%] but all absolute 𝐸௥  values using ANN are smaller 
than 1%. Results of sweep4 demonstrate excellent ANN 
training performance. Even test the ANN tool using sweep5 
data (noting that three-fifth of them are not ANN training 
data), the RMSE value of 125 points is only 0.324%. In 
contrast, the RMSE of the ACF method is around 5.45%. 

TABLE IV.  ACF RESULTS 

 𝒌𝒏𝒆𝒘_𝟏
𝑷𝑴  𝒌𝒏𝒆𝒘_𝟏

𝒀𝑶  𝒌𝒏𝒆𝒘_𝟏
𝑻𝑶  𝒌𝒏𝒆𝒘_𝟐

𝑷𝑴  𝒌𝒏𝒆𝒘_𝟐
𝒀𝑶  𝒌𝒏𝒆𝒘_𝟐

𝑻𝑶  
Small 
ranges 

0.2522 1.2133 1.2973 1.0276 1.0077 0.9979 

Large 
ranges 

0.2223 1.2072 1.2865 1.1027 1.0022 0.9921 

V. CONCLUSION 

This paper proposes a simple, convenient and dedicate 
correction model for motor loss estimation based on training 
an artificial neural network. The fundamentals of loss 
estimation used in this work are given and, average correction 
factor method is introduced as a comparison method. Lastly, 
a motor of 12S10P is discussed and the results of both methods 
are depicted to demonstrate the excellent performance of the 
proposed ANN approach. 
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