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Abstract

This paper describes a flexible testbed of a hybrid AC/DC microgrid developed for research purposes.
The experimental setup is composed of 3 AC and 6 DC distributed generator units which are emulated
by using three-legs inverters and settable output filters. The microgrid architecture allows to validate
control schemes upstream of the modulation stage of each inverter, by using real-time targets and Mat-
lab/Simulink interface. Two independent real-time communication networks can be used. The first one is
based on optical fibre technology, whereas the second one is an Ethercat communication network. Both
of them are used for instrumentation purposes and to implement the primary control level of the micro-
grid. To implement secondary control schemes into the microgrid (or higher control levels), an additional
optical fibre-based network is used, allowing to emulate scenarios with or without communication issues
such as latency, data-losses and topology changes. The built microgrid can be splitted into AC-side (3
and/or 4 wires), DC-side and interlinking-side, where both the AC and the DC side can be operated inde-
pendently, according to the required electrical topology. In this testbed, several control schemes, such as
proportional-integral, proportional-resonant or predictive controllers, have been investigated. Realised
experimental tests include load changes, plug-and-play and communication issues scenarios.

Introduction

The concept of microgrid (MG) refers to a flexible and modular power generation and distribution sys-
tem, i.e. distributed generators (DGs) are located near local loads completing an autonomous electrical
system, which can operate in either ‘grid-connected’ or ‘islanded’ mode [1]. This concept is especially
useful when combined with converter-based DG technologies, including Battery Energy Storage Systems
(BESS), and the stochasticity of Low-Voltage (LV) conventional distribution networks. MGs have three
main architectures depending on their voltage nature, which are: (i) AC, (ii) DC and (iii) hybrid AC/DC.
The latter combines the benefits of both MGs through bi-directional interlinking converters (IC). Fur-
thermore, hybrid MGs enhance reliability (as power can be transferred bidirectionally through the IC)
while reducing power conversion stages and losses (by up to 30%) [2]. For these reasons, hybrid MGs
have become a focus to conduct research at a laboratory level.



(a) Hardware of Triphase® units. (b) General topology of the implemented hybrid MG.

Fig. 1: Hardware for DGs in Microgrids Control Laboratory, University of Chile.

MG testbeds are set-ups that mimic the real behaviour of a topology in a laboratory environment. These
experimental testbeds require flexible platforms to implement embedded real-time control systems. The
embedded controllers allow developing strategies capable to preserve the stability and power quality for
different electrical or communication topologies. In the literature, there have been reported several MG
testbeds, each of them unique in its application and control features [2—8].

The purpose of this paper is to describe the components of the designed MG testbed (located at the MGs
Control Laboratory of the University of Chile [9]), explaining the main features developed for coping
with the main issues related to the operation of a hybrid MG. A brief explanation about the components
of the hybrid MG testbed is addressed. Operation tests are also included for probing the performance of
the system when emulating the behaviour of a real MG.

Hardware equipment for Distributed Generator emulation

The emulation of DGs is performed by real-time controlled power units whose manufacturer is the
company Triphase® [10], part of National Instruments (NI). Each Triphase® unit consists of invert-
ers connected in a back-to-back configuration through a DC-Link, feeded by the main grid through
an isolation transformer. Fig. 1.a shows the Triphase® units conforming the hybrid MG testbed. The
control over Triphase® units is executed by real-time targets (RTT) with a unix-based operating sys-
tem. The control scheme for each Triphase® unit is deployed on the RTT using a MATLAB/Simulink®
environment. Instrumentation and control signals of each DG are driven from/to the RTT through an
optical or Ethercat real-time network; whereas monitoring information and user triggers are sent from
the MATLAB/Simulink® interface to the RTT using a conventional local area network (LAN). This
architecture allows to deploy Hardware-in-the-loop (HIL) implementations, to emulate renewable en-
ergy resources and load profiles, and to investigate strong MG disturbances such as DGs disconnec-
tion/reconnection or losses of communication among controllers.

The testbed’s total capacity is 24.0kW (further details are shown in Table I). Fig. 1.b highlights a dia-
gram of the current topology of the complete hybrid MG where the AC-side (in blue), the DC-side (in
yellow), and the interlinking converter (in red) are displayed. It is important to notice that this topology
is configurable, and it can be modified accordingly to fulfil with the requirements of the research being
carried out by the Laboratory. For instance, Fig. 2 shows a 3-wire three-phase isolated MG, implemented
in the laboratory to an underway research. A general description of the generation units that compose
the hybrid MG and the research benefits that come with this platform are discussed in the sections that
follow.



Description DC AC IC
# of DGs 6 3 1
Nom. Voltage (V) [50—200 50 —220*

MG’s freq. (Hz) - 50— 60 -
Nom. Power (%) 2.5 3.0 3.0
Switch. freq. (kHz) 16

Comm. rate (Hz) 10 — 16000

* Phase-to-neutral RMS voltage

Fig. 2: Example of a 3-phase AC MG implemented Table I: Experimental AC/DC-MG, general param-
in the laboratory for research purpose eters

Hybrid AC/DC-microgrid Implementation
AC-microgrid

The AC-MG consists of three distributed generation units emulated by using the Triphase® units
PM15F120C and PMS5F60R, whose maximum powers are 11.5kW and 5.5kW, respectively. The
Triphase® unit PM15F120C corresponds to an AC/AC back-to-back converter composed of two in-
verters at the input and two inverters at the output, where the latter can be configured as three-legged in
order to emulate two independent generation units, or it also can be configured as a four-legged inverter,
as it is shown in Fig. 3.a. On the other hand, the Triphase® PM5F60R unit is a back-to-back converter
with three-phase input and output, which can be used to emulate a third three-phase generation unit, as
depicted in Fig. 3.d. Each unit’s output can be configured as an LC, LCC, LCL or LCLC filter, depending
on whether it operates under voltage source or current source mode, respectively.

The topology of the AC-MG is shown in Fig. 1.b, from which it is observed that the generation units
are connected using distribution lines emulated by inductances. Additionally, coupling inductances are
connected at the output of the unit filters and three-phase resistive loads are connected to the nodes
downstream to carry out load step tests.

Using the AC side, distributed control strategies for isolated MGs presented in [11-13], have been ex-
perimentally validated. Whereas the authors of [11] presented a control strategy for the regulation of
voltage and frequency using model predictive control, the authors of [12] presented a control scheme
able to realise economic dispatch and congestion management in the MG. Furthermore, the authors
of [13] proposed a strategy to share imbalances and harmonics in a four-wire droop-controlled MG.

DC-Microgrid

The DC-MG consists of six independent DC distributed generation units emulated by the Triphase®
PM15160F06 unit, whose maximum power is 30.0kW. As shown in Fig. 3.b, this unit consists of two
inverters at the input and two inverters at the output, which are connected in back-to-back configuration.
Three positive-pole continuous outputs are obtained from each output inverter, while the negative pole of
each of them is physically connected to the DC-link negative point. It should be noted that an LC, LCL,
LCC or LCLC filter can be configured at the output of each inverter, depending on the operation mode
of each converter.

The topology of the DC-MG is shown in Fig. 1.b. There, it can be seen that the units are connected
using distribution lines with resistive component and a series inductance to smooth out the variation of
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Fig. 3: Hardware configuration of Triphase® Units a) PM15F120C. b) PM15I60F06. c) PM5F42R.
d) PMSF60R.

the current. Additionally, a local resistive load is connected after the output filter of each unit to perform
connection/disconnection load tests.

Interlinking converter (IC)

The interlink converter which connects the AC-MG and the DC-MG is emulated by the Triphase®
PM5F42R unit whose maximum power is 5.5 kW. In a hybrid AC/DC MG the objective of the IC is
to control and transfer active power between the AC-side and the DC-side, as well as the possibility of
providing reactive power support on the AC-side to contribute to voltage regulation. This Triphase® unit
contains a back-to-back converter with a three-phase inverter at the input, and one three-phase inverter
at the output. From the latter, there are two continuous positive outputs, while the negative pole of each
one is connected to the negative pole of the DC-link.

Currently, this unit is configured as follows: the input inverter allows to control the DC-link voltage and
to feed-forwarding control the current/power on the AC-side of the IC, while the inverter at the output
allows to control the current/power at the DC-side of the IC. Nevertheless, this unit allows to change
the current configuration and to control the DC-link voltage with the DC-side converter. The hardware
configuration used in PM5F42R is shown in Fig. 3.c.

Besides the aforementioned application of the Triphase® PM5F42R unit as an interlinking converter, this
module can also be used as an active filter (3 or 4-wire configuration) or to control the charge/discharge
of batteries at the DC-side. Therefore, the MG implemented in the laboratory also allows to implement
an AC-MG with ESS.

Communications between the emulated distributed generation units

The system used for communications among DGs can be described considering the layers of the OSI
model. In the physical layer, the communications system is based on optical fibre. The RTTs commu-
nicate through an optic fibre ring configuration, as is depicted in Fig. 4.a. In the data-link, network and
transport layers, the manufacturer has developed its own communications protocol. In addition to the
aforementioned optical ring, a dedicated real-time network is stated among each RTT, its power module
and a local distributed power measurement (DPM) module, as it is shown in Fig. 4.b.

As for the upper layers of communication (session, presentation and application), these are done through
the Matlab/Simulink® graphical programming interface. The default topology provided by the man-
ufacturer is a master-slave configuration. Although the Triphase® units physically communicate in a
certain direction (given by the ring), the connectivity configuration of the DGs is fully customizable.
The configuration between each DG is done through the master’s program (application layer), allowing
simulation of a p2p topology where the master only acts as a bridge to send data packages to any pair of
nodes. In this same process, transport delays are added to simulate real distances and conditions in the
communication network. Locally, Triphase® models can detect connectivity with neighbours through
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Fig. 4: Communications system of MG testbed. a) Optical fibre ring among RTTs. b) Hardware config-
uration for each RTT.

communication status bits. Adaptive algorithms can also be introduced for estimating weights of com-
munication links.

Due to the flexibility on the communication network topology and configuration, several communication
issues can be easily addressed by the researchers, such as communication delays and communication
failures, e.g. time-varying topologies. The performance of the control strategies implemented in the ex-
perimental testbed can be monitored in real-time in working stations through a typical local area network
(LAN). Furthermore, the experimental hybrid MG can be connected with third party manufacturers,
custom made DGs, motor drivers or programmable loads via CAN bus and Modbus protocols.

The flexibility of the experimental platform allows the researchers to implement and analyze in real time
complex control strategies with ease, such as robust distributed model predictive control, demand side
management and finite-time control strategies.

Operation tests

In this section, experimental results for some of the test realized on the hybrid AC/DC MG are shown.
These experimental results depict independent tests for the AC and DC MGs and then, for the whole
hybrid MG. Previously reported results comprise the emulation of wind turbines via HIL [14,15], control
schemes for dealing with power quality issues in 4-wire MGs [13, 16, 17], congestion management over
AC lines in MGs [12] and, distributed predictive control in AC MGs [11, 18]. Additionally, three papers
were submitted to IEEE journals and are currently under review. The first one considers optimal dispatch
in AC MGs using distributed predictive control. The second one proposes a global distributed secondary
control strategy for hybrid AC/DC-MGs, which is evaluated considering the topology depicted in Fig. 1.b.
The third one considers a distributed predictive control strategy for hybrid AC/DC-MGs.

Congestion management and optimal dispatch in AC microgrids

In this section, the experimental dynamic performance of the Distributed Control Strategy for Optimal
Dispatch and Congestion Management described in [19] is illustrated and discussed. The MG topology
utilized on this work is composed of three converters, three local loads and three power lines (Fig. 5 I).

It can be observed from Fig. 5 Il.a and Fig. 5 IL.b that the controller is able to successfully restore
frequency and resolve congestion after each load perturbation. In specific, Fig. 5 Il.a shows how the
controller is able to restore the frequency of all DG units to their nominal value (See time-frame 2-5),
when the controller is not activated the frequency does not reach the nominal value (see time-frame 1).
Likewise, Fig. 5 IL.b illustrates that thanks to the correct performance of the controller described in [19],
the congestion is quickly eliminated by driving line currents within limits (See time-frames 3 and 5). At
time-frame 3, the step-change occurs and line 1 becomes overloaded; however, the distributed congestion
controller removes the overloading in less than 3 seconds, which is fast enough to avoid the activation
of thermal protections in distribution lines. At time-frame 3, a step-change in load is applied, resulting
in an overloading of line 1. Once again, the congestion control is able to resolve the congestion within a
few seconds, as shown in Figure 5 IL.b in time-frames 3 and 5.
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Fig. 5: I. MG experimental setup, II. Distributed congestion control response a) Frequency at each DG,
b) Current from the lines, ¢) Real power injection for each DG

Figure 5 Il.c shows the real power generated by each DG unit, at time-frame 1 the real power is shared
by the units because only the droop control is activated, also the power injected to the MG is equal in
all DG units because their characteristics are the same (see time-frame 1). At time-frames 1 and 2 the
load does not change, as it can be seen at time-frame 2 the DG units are re-dispatched considering the
operating cost of each unit. The generating cost function (C;(P;) = aiPi2 + b;P; + ¢;) of each DG unit is
assumed quadratic, the cost parameters of DG are the following [19]: DG1 (a;=0.444, b;=0.111, c¢;=0),
DG2 (a=0.264, b,=0.067, c,=0), DG3 (a3=0.5, b3=0.125, c3=0).

In order to archive the economic dispatch of the MG. The DG 2 generates more real power than the other
units because its operating cost is the lowest, while DG 3 injects less real power than the other DG units
because this is more expensive (see time-frame 2 in Fig. 5 Il.c). The same performance is shown in the
time-frame 4, where the lines are not congested. However, when a control action is required to resolve
a congestion (time-frames 2 and 5), the real power injections of DG units are redistributed in order to
remove the line overloading based on their different cost functions and participation factors. As can be
see, DG 2 generates more real power than the other units because its operating cost is the lowest (see
Figure 5II.c time-frames 3 and 5). The good performance of the proposed controller is shown with an
increment and a reduction of the load at time-frame 3 to time-frame 5.

Consensus-based Distributed Secondary Control Applied to the Hybrid Microgrid

Fig. 6 shows the behavior of the hybrid MG shown in Fig. 1.b when it is disturbed with simultaneous
load impacts at the AC and DC sides, increasing the power flow through the IC. In this test, the AC-side
secondary level is controlled using a distributed averaging proportional integral scheme, inspired by [20].
Frequency regulation and active power consensus are merged on one controller, whereas average voltage
regulation and reactive power consensus are merged on a second controller. For the DC-side, only one
secondary controller, which merges average voltage regulation and active power consensus, is required.
In this test, a full meshed communication network is used, which means that each DG in the hybrid MG
exchanges information with the other ones at the AC and DC sides.

As it is shown in Fig. 6.a and Fig. 6.b, active and reactive power consensus, as a reason of each DG
capacity, are achieved along the test. In a similar way, frequency regulation for AC-side (Fig. 6.f) and
average voltage regulation for AC and DC sides are achieved. Note that as the average voltage, instead
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of the local voltage for each DG, is regulated, a minor voltage dispersion (less than 5%) is permitted; as
shown in Fig. 6.d and Fig. 6.1.

Note that, when the load step disturbs the MG, at t = 30s, the power flow through the IC increases (from
OKW to 1.5kW), as shown in Fig. 6.c. Once active power is imported from the AC-side to the DC-side,
the IC contributes to the voltage support as well, then both, the reactive power and the voltage dispersion
at the AC-side are reduced. When the load is reduced to the initial value, at r = 60s, the MG reestablishes
the previously described power contribution per DG, preserving the power consensus among the AC and
DC generators.

Fault Tolerant Distributed Predictive Control for AC microgrids

In this section a distributed model-based predictive controller (DMPC) is used to improve the plug and
play (PnP) capability and the communication latency tolerance in an AC MG. A complete description
about the controller synthesis and complementary results are shown in [11] and [18]. The AC MG from
the previously described testbed, which is shown in Fig. 5 is used. In this case line L;3 is arbitrarily
disconnected along the whole test.

To test the PnP capability, the DG3 is disconnected from the MG (at t = 49s); disabling its secondary
controller. When the failure is cleared, a synchronization sequence is executed only on DGj, then, it is
reconnected to the MG (at t = 75s) and its secondary controller re-enabled, as it is shown in Fig. 7.

The results shown that active and reactive power are distributed between DG and DG2 when DG3 fails,
but also when it is reconnected to the MG. The adjacency matrix A(t), which represents the commu-
nication connectivity, is automatically updated, therefore the consensus terms used in each DMPC are
also adjusted. As it is expected, after DGj3 is reconnected, it does not have participation in the power
consensus until its secondary controller is enabled.

To test the latency tolerance, a delay is added over each communication path, but the estimated latency
used in each controller is preserved. The controller sampling period and the estimated delay are 7y =
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Fig. 7: Active (left-top) and reactive (left-bottom) Power responses in PnP test. Active power response

against communication latency (right).

%ij = 0.05s, and the prediction and control horizons are 10 steps ahead. Changes in latency can be caused
by issues such as the weather, interference or maintenance frequency, diminishing the communication
performance specially in rural/remote areas, where MGs are often used.

From the results, shown in Fig. 7, it is possible to state that the MG response increases its overshoot
and its settling time when the communication delay also increases; however, even, the delay is 20-times
the sampling period, the control objectives are achieved in the MG. This latency tolerance is related to
the prediction horizon, the relation between the rolling horizon scheme and the sampling period and, the
delay estimation £;; included in the optimization problem solved by each controller.

Conclusion

In this paper, a 24kW experimental hybrid AC/DC MG implemented at a laboratory environment has
been presented and discussed in detail. The main advantage of the experimental rig is the fact that the
control system of units is implemented in Matlab/Simulink environment, and therefore it is not necessary
to implement it using programming languages such as C or C++, reducing noticeable the time employed
in experimental validation. The experimental system can be configured as AC, DC or hybrid AC/DC
MG, providing a wide range of MG topologies to research purposes. Finally, some experimental tests
of the system working as a hybrid AC/DC MG were provided. Moreover, some papers published by our
research group using this experimental rig have been reported and discussed.
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