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Introduction

One of the most significant recent technological developments concerns the applica-
tion of intelligent, interactive, and highly networked machines to jobs that up to now 
have been considered safe from automation. These “intelligent machines” are character-
ized by autonomy, the ability to learn, and the ability to interact with other systems and 
with humans. They draw on new advances in technologies such as artificial intelligence 
(AI) and robotics, enabling them to undertake tasks that could previously only be com-
pleted by human workers. We define and describe intelligent machines in detail in the 
following section. Referring to what some have called the second machine age, analysts 
and commentators have forecast mass unemployment from the automation of a wide 
range of predictable, repetitive job roles (Brynjolfsson & McAfee, 2016). What sets this 
change apart from previous technological revolutions, such as the automation of factory 
work in the 19th century, is the potential of intelligent machines to affect dramatic 
changes to the demand for skill-intensive, knowledge-based workers (Loebbecke & 
Picot, 2015). However, there is considerable debate regarding the likely impacts of intelli-
gent machines on work. For example, Frey and Osborne (2017) suggest that as much as 
47% of jobs in the United States economy could be eliminated from widespread 
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implementation of machine learning and mobile robotics over the next one to two 
decades. The Bank of England published a report in 2015 suggesting that almost half of 
United Kingdom jobs (about 15 million) could be lost to automation and AI technologies. 
By contrast, Arntz et al. (2016) found that only 9% of jobs were potentially automatable in 
Organization for Economic Co-operation and Development (OECD) economies.

A valuable source of guidance for understanding these developments is current aca-
demic knowledge. Indeed, there are a considerable number of AI and robotics related 
research contributions that consider the potential impacts of these new technologies. 
However, these contributions lie in a wide range of scholarly disciplines that draw on 
contrasting research paradigms, theories, methods, and perspectives. This presents 
business leaders, policymakers, and researchers with a messy environment that lacks a 
coherent overview of the current state of knowledge, key research gaps, and how 
researchers may proceed to fill these gaps. Therefore, the purpose of this chapter is to 
report the findings from a systematic review of the currently published academic litera-
ture around the key impacts of intelligent machines on work.

In order to explore the transformational effects of intelligent machines (such as AI 
and robotics), rather than capturing technological applications that are relatively mature 
(such as those of robots in manufacturing contexts (Dorf & Kusiak, 1994; Khouja & 
Offodile, 1994), the review is focused upon service and knowledge work. Several authors 
have noted that service and knowledge work has traditionally been safe from automa-
tion (for example, compared to manufacturing) but have identified that recent intelli-
gent machine developments now threaten to erode many of these jobs (Brynjolfsson & 
McAfee, 2016; Davenport & Kirby, 2016). Unlike the manufacturing sector, the service 
sector produces intangible goods that may refer to a wide range of services in a variety of 
areas, including finance and commerce, government, transportation, health care and 
social assistance, tourism, arts, entertainment, and science. The growing size and impor-
tance of the service (and knowledge) sector, in comparison to agriculture and manufac-
turing, is a trend that has been occurring since the late 1970s in most developed 
economies. This idea links to and builds from Daniel Bell’s vision of an information/
knowledge society that was initially articulated in the early 1970s (Bell, 1973). Knowledge 
work is formally defined as work that is intellectual, creative, and non-routine and that 
involves the use and creation of knowledge (Hislop, Bosua, & Helms, 2018) and workers 
labelled as “symbolic analysts” (Reich, 1991). The knowledge sector (that partially over-
laps with the service sector) is generally associated with work involving a great deal of 
research and development activities and the creation of innovative products. In a 
broader sense, the knowledge sector may refer to professional areas such as information 
and communication, consulting, pharmacology, and education (Kuusisto & Meyer, 
2003). Thus, from an occupational perspective, this chapter considers all forms of non-
manual work, including white-collar office and administrative work, service work and 
what can be labelled knowledge work.

The chapter is organized as follows. First the notion of intelligent machines and the 
different types of technologies that may be considered under this term are discussed. 
The approach and procedures adopted to undertake the literature review are then 
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explained. The subsequent section presents the findings of the review. An overview of 
the nature of the literature sample is provided, followed by a discussion of the three main 
themes that emerged: human relations with intelligent machines; adoption and accept
ance of intelligent machines; and ethical issues associated with machine-human collab-
oration. The chapter concludes with a review of the key gaps in the existing literature 
and suggestions for future research directions.

What Are Intelligent Machines 
(Artificial Intelligence and Robotics)?

Burkhard (2013) observed that it is difficult to define intelligent machines because there 
are no universal definitions of natural (animal, especially human) intelligence. Machines 
may be better at tasks that can be described as intelligent behavior, such as being able to 
apply a wide range of languages for translating text, but the quality of the translations is 
lower than that of human translations (so far). Further, machines do not understand the 
meaning of the words they translate; they use statistical calculations to determine the 
most likely suitable alternative word (Friend, 2018). However, recent advances in tech-
nologies have meant that these machines are more likely to be undertaking tasks that 
were previously performed by humans. Advances in two main types of technology have 
largely driven these developments: artificial intelligence (including machine learning 
and cognitive computing) and robotics (including service robots, robot assisted proce-
dures, and robotic process automation). Thus, our review focuses on these two 
technologies.

Artificial Intelligence

Several authors have acknowledged that it is difficult to define AI (DeCanio, 2016). For 
example, it is possible to make a distinction between strong AI (or Artificial General 
Intelligence) and weak AI (or Artificial Narrow Intelligence; Bostrom & 
Yudkowsky, 2011). Strong AI implies a system that has superhuman intelligence and at 
present remains a fictional aspiration. Weak AI describes AI in terms of being able to 
complete specific tasks that require single human capabilities such as visual perception 
or probabilistic reasoning. In these tasks, AI can considerably outperform human capa-
bilities. However, AI remains unable to make ethical decisions or manage social situa-
tions. In other words, weak AI refers to the ability to complete the specific tasks that 
humans do rather than replicating the way humans actually think (Hengstler, Enkel, & 
Duelli, 2016).

Despite these complexities, several authors have proposed definitions of AI. AI has 
been defined as the development of computers to engage in human-like thought pro-
cesses such as learning, reasoning, and self-correction (Dilsizian & Siegel,  2014). 
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Building on the cognitive aspect, DeCanio (2016, p. 280) describes AI as a “broad suite 
of technologies that can match or surpass human capabilities, particularly those involv-
ing cognition.” Niu et al. (2016, p. 2) add that AI “aims to understand the essence of intel-
ligence and design intelligent machines that can act as human behavior.” Others have 
emphasized the superiority of human intelligence over AI. For example, the computer 
scientist Larry Tesler described human intelligence as “whatever machines haven’t done 
yet” (Friend, 2018). All these definitions highlight the role of AI in modelling human 
behavior and thought, but do not go as far as to talk about using AI technologies to build 
other smart technologies.

AI may be presented in various forms such as natural language processing, affec-
tive computing systems, virtual reality (avatars), or humanoid and non-humanoid 
robots (e.g., Luxton,  2014). Johnson (2014) introduces the term “artificial agent” 
(AA) that refers generally to computational devices performing tasks on behalf of 
humans autonomously (i.e., without immediate, direct human control or interven-
tion from humans). Some AAs are software programs (e.g., bots undertaking 
Internet searches). A more advanced example of such a system is Robotic Process 
Automation (RPA), a software solution (essentially a software license) configured to 
do administrative work previously undertaken by humans. RPA is suited to automat-
ing a process in which a human takes in many electronic data inputs, processes 
these data using rules, adds data, and then enters this new information into another 
system, such as an enterprise or customer relationship management system 
(Willcocks, Lacity, & Craig, 2015).

Robots

A traditional view of robots that would be familiar to popular culture concerns service 
robots. Those are robots that provide assistance to a human to complete a physical task, 
such as scrubbing, cleaning, sorting, packaging instruments, and sending them for ster-
ilization for dentists (Chen, 2013); helping an elderly person pour a liquid (Xu, Tu, He, 
Tan, & Fang, 2013); providing an intelligent interactive assistant for an office environ-
ment (Wang et al., 2013), or serving meals in a restaurant (Yu et al., 2012). The goal of 
these robots is to provide autonomous assistance to humans in undertaking these tasks 
but without the need for specific human guidance. By contrast, robot-assisted surgery 
concerns the use of a human controlled robot to perform surgical procedures that result 
in less invasive procedures than those undertaken by human surgeons alone. The 
robotic system (for example the Da Vinci robotic system) provides a three-dimensional 
view, hand-tremor filtering, fine dexterity, and motion scaling and are suitable for nar-
row, inaccessible operative areas (Zaghloul & Mahmoud, 2016).

Moreover, some robots involve a human-machine interaction that resembles the 
interaction between humans. These are robots that are no longer confined to factories 
but are specifically designed to interact with people in urban contexts. They are referred 
to as “social robots” (Torras, 2015). Social robots may replace receptionists or shop assis-
tants in shopping malls, interact with elderly people or clinical patients, and even act as 
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support teachers and nannies (e.g., Calo et al., 2011; Torras, 2015). Most recent develop-
ments in robotics are demonstrated by the appearance of humanoid robots. Thus, the 
notion of a “robot” is complex and heterogeneous, physical robots autonomously per-
forming single or multiple tasks such as a robot waiter, physical robotics being used to 
extend human capabilities in terms of precision and micro-control (but not acting 
autonomously, such as robot assisted surgery), or social robots providing social, emo-
tional, and informational support.

Literature Review Methods

We followed a rapid review approach outlined by Khangura et al. (2012), comprising a 
systematic literature search, screening and selection of studies, thematic synthesis of 
included studies, and production of a report. The four databases used to identify rele-
vant academic studies included: Scopus, Business Source Complete, Psychinfo, and Web of 
Science. Two types of search terms were used in combination: those related to the types 
of technology/change we were interested in examining, and those related to the effects/
impacts of these technologies/changes. The initial technology/change terms that were 
used included: artificial intelligence, smart machines, cognitive computing, automation of 
knowledge work, and automation of service work. The search was focused on these terms 
due to the focus of the review on the use of advance/contemporary developments in IT 
and computing in relation to the computerization and automation of knowledge and 
service work. These search terms were used in combination with other search terms 
related to the type of impact/effect that we were interested in examining. These impacts 
were in four broad areas: impacts on organizations, impacts on workers, impacts on 
society, and ethical implications. The search terms included innovation, business value, 
quality of working life, productivity, employment, social impact, autonomy, collaboration, 
human computer interaction, service work, knowledge work, adoption, and implementa-
tion. After exploratory searches and research, the search terms were extended to include 
robotic process automation, robot*/knowledge work, and robot*/service work. In all 
four databases all technology terms were combined individually with each impact term. 
The results from these searches were filtered to extract only peer reviewed articles or 
conference papers, published from January 2011 onwards, in English with full text avail-
able. These searches identified 1581 possible items for inclusion.

The titles and abstracts from all 1581 items were reviewed. Items were excluded if they 
were purely technical papers concerned with engineering and design issues related to 
the technologies examined, or they were not focused on the application of the selected 
technologies in the context of service and knowledge work (i.e., studies focused purely 
on manufacturing were excluded). While undertaking this reviewing of items identified 
via the primary searches, a number of secondary items were identified for inclusion in 
the study population. These were identified primarily via the abstracts and reference 
lists of the primary search items, where additional, widely cited sources were identified. 
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After these additional steps were completed, the total number of sources identified for 
review and in-depth coding was 219.

The thematic synthesis was undertaken by all of the project team, with each team 
member being allocated a roughly equal proportion of papers to read. The thematic syn-
thesis of our review involved the creation of standardized summaries for each source 
that identified the year of publication, whether it was a journal article or conference 
paper, the context of the research, technology type, level of analysis (work practice, 
organizational or societal), research method, topic areas, and key findings. For the pur-
poses of this chapter, we used the level of analysis categorization to extract items that 
focused on intelligent machines at the work practice level, resulting in a subsample of 84 
publications. (Only those cited in this chapter are included in the References section; 
the Appendix lists all 84 references). During the in-depth coding, we identified several 
topic areas related to the impacts of intelligent machines on (service or knowledge) 
work. We discussed each of these topic areas and classified them into three broad cate-
gories: human relations with intelligent machines, adoption and acceptance of intelligent 
machines, and ethical issues associated with machine-human collaboration.

Before presenting the findings, it is useful to give an overview of the analyzed sample. 
Peer reviewed papers made up 79% of the sample, conference papers constituted 19%, 
and the remaining 2% of sources were working papers. Just over half (54%) of the sources 
were based on empirical studies, with the remainder either narrative discussions of 
selected literature and conceptual papers (31%) or thought-leading articles (13%). The 
embryonic nature of knowledge on the issues examined here is further reinforced by the 
method of data used in the empirical studies: the most common empirical methods 
(35%) were a “proof of concept” experiment, with case studies and survey research 
accounting for 25% and 23%, respectively. Much of the reviewed research was under-
taken in the Sciences with Engineering and Technology (18%), Medicine, Dentistry, and 
Allied Health (15%), Computer Science (14%), and Behavioral Sciences (13%), contribut-
ing 60% of the sources. Social Sciences contributed a more modest 32% of the research 
literature, suggesting that current studies have been techno-centric in their focus and 
that a wider social-centric view is presently lacking. The following sections discuss the 
three main themes that emerged.

Changing Human Relations with 
Intelligent Machines

Human-Robot Interaction

Several studies have documented examples of humans using robots to complement and, 
in some cases, extend their abilities to complete specific social interaction tasks. The 
majority of these studies have been undertaken in health or social care settings.
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For example, Huijnen, Lexis, Jansens, and de Witte (2016) discuss the use of human-
oid robots to interact with children with autism spectrum disorders (ASD). Following a 
systematic review of the literature and focus groups with 53 ASD professionals, they 
report that a range of different humanoid robots had been found to be an effective aid 
for supporting health care professionals interviews with children with ASD, because the 
robot provides more predictable and clearly defined cues compared to human-to- 
human interaction. Huijnen et al. (2016) observe that the most common use of the robot 
was through remote-control in which an ASD professional operates the behavior of the 
robot, rather than a fully autonomous robot. Therefore, the ASD professional is needed 
to read the social situation with the child and control the robot accordingly. Interestingly, 
Huijnen et al. (2016) add that this approach also creates an additional increase in work-
load on the professional, and that often additional technical personnel are required to 
operate the robot.

Khosla et al. (2013) reported on three field trials of Matilda, a human-like affective 
communication (service and companion) robot in care homes for the elderly in 
Australia. The robot combines human communication tools (e.g., speech recognition) 
with artificial intelligence programs (e.g., emotionally intelligent, persuasive, diet sug-
gestion dialog system). They found that the robot had the potential to increase the 
capacity of care homes to provide care and also improve the well-being of the elderly. 
For example, the elderly residents were keen for Matilda to participate in group activi-
ties and play games like Bingo and Hoy with them. Normally, a care worker would be 
required to be involved with calling the numbers for these games. However, Khosla et al. 
(2013) report that the residents did not miss the care giver that would normally have led 
the game. The researchers also refer to one of the residents performing a spontaneous 
clap and dance after winning the game, as evidence of improved well-being. However, 
although a care worker is no longer needed to perform the bingo calling task, the care-
givers are free to complete additional care tasks, as well as deciding when to introduce 
and remove Matilda from the care environment and also monitoring the interaction 
between elderly residents and the robot.

A further example concerns the application of robotics to undertake particular surgi-
cal procedures. In this case, the robot assists the surgeon to complete manipulation and 
mobility tasks in a remote physical environment in correspondence to continuous con-
trol movements by the remote human (Sheridan, 2016). In a five year study of 116 children 
De Benedictis et al. (2017) found that robotic surgery (the application of the ROSA 
device, or Robotized Stereotactic Assistant) in pediatric neurosurgery improves safety 
and reduces intrusiveness of procedures. The ROSA system is composed of a compact 
robotic arm and a touch screen, mounted on a mobile trolley for surgical procedures 
involving the head of the patient. The surgeon can either supervise as the robot performs 
autonomously or directly control the surgical instrument during the procedure. The 
ROSA system combined human decision making with the accuracy of machine technol-
ogy by improving ergonomics, visualization, and the haptic ability of the surgeon. 
However, again, the example illustrates that the surgeon works alongside the robot, either 
supervising or controlling the robot, rather than being replaced by the machine.
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Human-Robot Hybrid Teams

An interesting vein of research is focusing on how workers collaborate with advanced 
robots in hybrid robot/worker teams. Schwartz, Krieger, and Zinnikus (2016) describe 
the conceptual organization of a hybrid team consisting of humans, robots, virtual char-
acters, and softbots that combine artificial intelligence and robotics. They believe that a 
key challenge in establishing such hybrid teams is establishing intuitive interfaces 
between humans that typically usually use speech, gestures and facial expressions to 
transfer information, and intelligent machines that can use data streams to communi-
cate with the system and other artificial team members. They add that the development 
of (robotic) team-competencies is also necessary to determine a suitable balance 
between autonomous behaviors of individual machines and coordinated teamwork. In 
experiments, Gombolay et al. (2015) found that when people work with robots they may 
actually allocate more work to themselves than to their robot co-worker because of their 
preferences for completing particular tasks, such as assembling compared to fetching. It 
was also found that people attribute greater value to human team members in compari-
son to robot team members. However, greater robot-autonomy positively affected the 
participants’ desire to work with the robot again.

In an experimental study, Mubin et al. (2014) investigated the role of a robot assistant 
in office meetings. They constructed a hypothetical scenario of selecting a suitable job 
candidate with human subjects acting as members of a selection panel tasked with 
achieving agreement consensus regarding the most suitable candidate. The robot assis-
tant was remotely controlled and was either dynamic and interactive (e.g., reminding 
the subjects that success would lie in sharing information), or passive (e.g., the robot 
would only interact when requested by the human subjects). Mubin et al. (2014) found 
that the human subjects preferred the more interactive robot as a partner in meetings 
compared to the passive robot, but also that the human subjects interacted with each 
other more than they did with the robot. They concluded that humans might be willing 
to engage and interact with, and even receive guidance from, a robot in the form of an 
active assistant, but not as a replacement for the human partner.

In sum, these studies provide several examples of AI and robots working in collabora-
tion to enhance the working practices of knowledge and service workers. These intelli-
gent machines appear to be assisting and augmenting existing work practices, in some 
cases replacing a small routine and repetitive task: for example, the ASD professional 
using a robot as an advanced form of ventriloquist dummy to interview child patients, 
the care worker no longer acting as bingo caller, and the surgeon being able to perform 
more precise surgical procedures. In these situations, the intelligent machine appears to 
be seen as a helpful additional aid to complete tasks in knowledge and service work. The 
intelligent machine is welcome in teams when the working circumstances allow people 
to take on a proportionate amount of work in line with their task preferences (Gombolay 
et al., 2015; Schwartz et al., 2016), and it does not add extra responsibility, such as moni-
toring the robot’s work, to the human team members.
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Adoption and Acceptance of  
Intelligent Machines

Following on from the exploration of human relations with robots, the adoption and 
acceptance of intelligent machines in practice has been researched most extensively in 
the health care and transport sectors. It has been suggested that the logistics of using 
robotic surgery, investment of time, and storage of bulky equipment may influence the 
adoption of the technologies, especially as it is deemed more expensive to run (Sananès 
et al., 2011). Sananes et al. (2011) argue that when there are operating theatres dedicated 
to robotic surgery, some of these logistical problems will no longer be an issue. In other 
cases, the technology requires less physical management. For example, Robotic Process 
Automation (RPA) is a software solution (essentially a software license) configured to 
do the work previously undertaken by humans, for example, structured tasks associated 
with validating the sale of insurance premiums, generating utility bills, creating news 
stories, paying health care insurance claims, and keeping employee records up to date 
(Willcocks et al., 2015). Other robots have rather more modest aspirations: Nielsen et al. 
(2016) found that robots being used to perform mundane tasks such as vacuuming were 
well received by managers in care home settings, mainly within the context of trying to 
modernize care of the elderly. The vacuum cleaners were viewed by managers as afford-
able and effective. However, clients held mixed views towards robot vacuum cleaning—
some not happy with quality of cleaning or the reduction of contact with staff, whilst 
others enjoyed the “on-demand” nature of vacuuming.

Trust in AI and Robots

Over and above the practical issues of adoption, a clear factor for acceptance of AI and 
robots is trust. Trust in the technology was reported as important for air traffic control-
lers’ willingness to accept increased levels of automation in two hypothetical scenarios 
(Bekier, Molesworth, & Williamson, 2011) and trust was also identified as important for 
the human acceptance of AI enabled autonomous cars (Hengstler et al., 2016). Findings 
of a study by Kolbjørnsrud et al. (2017) show that managers have mixed feelings about 
AI, and that top managers are more enthusiastic than mid/front-line managers. When 
asked if they are comfortable with AI monitoring and evaluating their work, partici-
pants’ responses again became more negative lower in the management hierarchy. 
Kolbjørnsrud et al. (2017) hint that this may be due to apprehension about the threat of 
job losses as a result of AI implementation, although the study does not explicitly 
explore what underpins these differences. It is possible to make distinctions between 
fostering trust and enhancing confidence, as suggested by Pieters’ (2011) study on cyber 
security and AI. There, system users’ trust was fostered through explanations about the 
security and processes of the system (thus requiring an opening of the “black box”), and 

0004764098.INDD   352 3/2/2020   10:43:44 AM



Dictionary: NOAD

Changing Nature of Work      353

confidence was enhanced through explanations about the validity of the decisions 
themselves (here the “black box” can remain closed).

Cultural differences to AI were also noted, with managers in emerging economies 
(e.g. India, China and Brazil) more open to the technology (Kolbjørnsrud et al., 2017). 
Some suggest that, where appropriate, unions should be involved in consultations 
regarding the implementation of AI and robots. Further, the variability of the manual 
system and work practices should be fully understood by the integrator before the auto-
mated system is implemented (Charalambous, Fletcher, & Webb, 2015). It is also advised 
that in order to enhance trust in these new technologies, more support should be given 
to employees as their roles change from being workers to becoming supervisors of auto-
mated processes (Charalambous et al., 2015).

In sum, the findings of the literature in this area suggests that to facilitate the adoption 
and acceptance of intelligent machines it is necessary to create a suitable workplace 
environment, in terms of physical configuration and design. Top managers wishing to 
adopt intelligent machines may need to convince less senior managers that the imple-
mentation of AI or robotics will lead to positive change. In particular, less senior manag-
ers are likely to be concerned about worker fears regarding the loss of tasks and 
ultimately jobs, or about role changes. For example, service workers such as cleaners 
may see the introduction of robot vacuum cleaners as a threat to their long-term job 
security or may be apprehensive regarding new role expectations of having responsibil-
ity for checking and monitoring robot vacuum cleaner performance. There may also be 
a need for managers to provide support to knowledge workers to adjust to working with 
and following decision support provided by intelligent machines, such as supporting air 
traffic controllers’ development of trust in AI decision making for choosing aircraft 
flight patterns. Again, changes in work roles and responsibilities may be a crucial area to 
be agreed regarding critical task outcomes. If the new AI system for aircraft flight con-
trol recommends an incorrect decision that the air traffic controller implements, where 
does the responsibility for this decision reside? These types of ethical issues are consid-
ered in the followings section.

Ethical Issues Associated with 
Machine-Human Collaboration

Intelligent machines are already present in many areas of our society (Friend, 2018) and 
will play an increasing role in our work and overall lives in the future. The more 
advanced intelligent machines become (e.g., more human-like androids), the more 
blurred the physical, psychological, and social boundaries between machines and 
humans will be. For example, robots will be “looking” after clinical patients, educating 
students, and making complex financial or security decisions (e.g., Luxton,  2014; 
Torras, 2015). While the experienced and anticipated benefits of these technologies for 
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individuals, organizations and societies are apparent (e.g., Calo et al., 2011; Luxton, 2014), 
rapid technological developments in this area may also posit some serious risks. For 
example, using simulations for patients with delusional or psychotic psychopathologies 
in the absence of careful monitoring may put the health of these patients at a great risk 
(Luxton, 2014). Torras (2015) warns about potential negative impacts of robot nannies 
on children’s psychological development. For instance, how could a robot achieve a bal-
ance between protecting a child from danger and restricting his/her freedom (hence, 
affecting the child’s development to become mature and autonomous)? Such progress-
ing interactions between machines and humans are psychologically complex and evoke 
some important ethical questions. Thus, a robust ethical strategy that will ensure the 
safe use of advanced technologies becomes an imperative (e.g., Luxton,  2014; 
Torras, 2015). The following paragraphs present two key emerging themes associated 
with intelligent machine-related ethical issues in a work context; safety and risks during 
human-machine relations, and responsibility and accountability for intelligent 
machines.

Safety and Risks during Human-Machine Relations

Luxton (2014) hypothesizes a number of ethical issues related to artificial intelligence 
care providers (AICPs) in mental health and in care professions (e.g., medicine, nursing, 
social work, education, and ministry) in general. Most of these refer to safety of a 
human-machine interaction. AICPs may exist in various forms and interact with users 
(e.g., patients) in different ways. For instance, AICPs may be avatars (virtual simula-
tions), social robots (either humanoid or non-humanoid), as well as non-embodied sys-
tems (e.g., audio simulations). Many current “caring” machines are designed to “read” 
emotions and behavioral signals, and even simulate emotions and empathetic under-
standing. Thus, boundaries between humans and machines may become less obvious 
and in some extreme cases lead to “Turing Deceptions” (i.e., the inability of a human to 
determine if s(he) is interacting with a machine or not). This could be a significant ethi-
cal issue, especially in situations involving vulnerable people (such as children or clini-
cal patients; Bryson, 2016). For example, Weizenbaum (Luxton, 2014) found that even 
when patients who interacted with an AI-simulated psychotherapist knew that it was 
just software, they still considered it a real therapist. A further illustration of such a situ-
ation is the case of Paro, a robotic baby seal used for therapeutic purposes with patients 
with mid- and advanced dementia (Calo et al., 2011). Paro is intended to be a replace-
ment of social interaction with people or animals and is labelled as a Class 2 medical 
device by the U.S. Food and Drug Administration. Practically, Paro is considered a type 
of non-medication anti-depressant. Calo et al. (2011) argued that despite some hypothe-
sized risks (e.g., of evoking empathetic response in patients, who are deceived by the 
robot’s appearance), Paro can be highly beneficial for the patients’ health, if used appro-
priately and competently. Hence, the related ethical issue here is not so much about 
whether, but how, to use intelligent machines.
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“Healthy” machine-user interactions can also be secured through transparent infor-
mation about a robot’s characteristics, as well through limiting an intelligent machine’s 
capabilities to a specific context (Bostrom & Yudkowsky, 2011; Bryson, 2016; Kinne & 
Stojanov, 2014). With regard to transparency of information, Bostrom and Yudkowsky 
(2011) suggest that “it will become increasingly important to develop AI algorithms that 
are not just powerful and scalable, but also transparent to inspection” (p. 1). More recent 
publications (e.g., Bryson, 2016) report the development of sets of guidelines for design-
ers and users of intelligent machines. These guidelines (also known as “Principles of 
Robotics”) emphasize the need of transparency, which Bryson explains as “…clear, gen-
erally comprehensible descriptions of their [robots] goals should be available to any 
owner, operator, or other concerned party” (Bryson, 2016, p. 205). Moreover, Kinne and 
Stojanov (2014) discuss the ethical issues associated with using Lethal Autonomous 
Weapon System (LAWS) and emphasize the importance of the specific context. For 
example, there might be situations in which an intelligent machine is superior in its ethi-
cal behavior to a human ethical judgement. Unlike humans, machines in a given context 
would not be susceptible to emotions, which can present a risk compromising ethical 
decisions. Notably, in order to be able to socially accept and properly utilize a human-
machine interaction, humans should be aware of how (and within what boundaries) to 
interact/collaborate with intelligent systems.

Responsibility and Accountability for Intelligent Machines

Luxton (2014) emphasizes the importance of competency levels of the AICPs users for 
avoiding putting patients at risk. Competency refers to both the design and ethical use 
of intelligent machines. Increased complexity of AI systems causes greater difficulty in 
the prediction and interpretation of machine behaviors and, therefore, presents higher 
risks for the humans’ safety (e.g., Friend, 2018). Also, with the evolution of intelligent 
machines the boundaries between the role of humans and machines may become less 
clear and, therefore, more difficult to manage (Bostrom & Yudkowsky,  2011; Johnson, 
2014). In addition, when large numbers of people have been involved in the design and 
use of intelligent machines, it is not always obvious who the responsible individuals are. 
Examples in this area refer to a variety of sectors including scenarios about the use of 
robotic health care assistants, autonomous vehicles, AI in banking and commerce, etc. 
(e.g., Luxton,  2014; Torras,  2015). Both scientists and practitioners have vigorously 
argued about who should take responsibility, and at what point, for the (potential) nega-
tive consequences of the applications of intelligent machines (e.g., Johnson, 2014). One 
point upon which most authors agree is that the ultimate responsibility should lie with 
the human stakeholders (i.e., machine designers, manufacturers, implementers, and 
users (e.g., Luxton, 2014).

In sum, literature suggests that the transition of intelligent machines into the domain 
of knowledge and service work, a domain that had been solely the purview of humans, 
may present a number of ethical challenges, such as avoiding the creation of Turing 
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Deceptions at the work practice level. The studies provide examples of situations where 
such problems arise with human patients anthropomorphizing AI simulated psycho-
therapists or therapy robots such as Paro. Researchers argue that it will be important to 
focus on the transparency of information in intelligent machines and whether a human 
or machine is making the decisions. This transparency also has important implications 
for responsibility and accountability debates regarding knowledge and service work. As 
knowledge and service work becomes more augmented by intelligent machines and the 
boundaries of tasks and roles blur, decisions regarding responsibility and accountability 
will become even more complex.

The previous sections have described three key themes that emerged from the litera-
ture review regarding how intelligent machines may change knowledge and service 
work. In the following section we present an agenda for research in these areas.

Agenda for Future Research

The broad review of the literature related to recent developments in intelligent machines 
and their potential impact on service and knowledge work practices grounds the follow-
ing agenda for future research. First, we discuss cross-cutting requirements for future 
multi-disciplinary, context-sensitive empirical research related to intelligent machines’ 
impacts on knowledge and service work. Second, we consider the research priorities for 
each of the three themes that emerged from the literature review.

Cross-cutting Requirements

Multi-disciplinary research. First, the emerging notion of intelligent machines is multi-
faceted. It is associated with a variety of academic subjects and complex sociotechnical 
systems. For example, our review reveals that researchers have investigated the ethical 
issues associated with AI and robots from Computer Science (Bryson,  2016), 
Engineering (Johnson, 2014), Robotics and Industrial Informatics (Torras, 2015) and 
Philosophy perspectives (Michelfelder, 2011). Hence, it can be best studied through the 
adoption of a multi-disciplinary approach that is focused upon multiple stakeholders 
(e.g., the human designers, manufacturers, and users of machines, policymakers, regu-
lators, and the intelligent machines themselves) and accounts for a wide range of person, 
social, technical, legal, and environmental factors.

Contextual focus. Although the importance of studying intelligent machines in specific 
contexts has been acknowledged, only a small number of recent studies have attempted 
to address organizational or work-specific topics (e.g., Dogan et al.,  2016; Kinne & 
Stojanov, 2014; Luxton, 2014). Most of the existing published literature refers to general 
issues associated with intelligent machines and future-oriented scenarios. Future 
research should aim to capture work-specific themes along with key general issues and, 
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thus, ensure a more in-depth knowledge of both the concept and the practical manifes-
tations of intelligent machines. For example, linking back to the theme of changing 
human relations with intelligent machines, the speculative and experimental literature 
on human-robot dynamics in hybrid teams (e.g., Schwartz et al.,  2016; Gombolay 
et al., 2015) raises questions about how humans team/co-work with intelligent machines, 
in relation to decision-making authority over scheduling decisions, for example. While 
there is an extensive body of literature of human-computer interaction, future research 
needs to examine in rich detail the nature of this dynamic, in ways which take account of 
ongoing technological developments in AI systems to communicate via increasingly 
human-like speech etc. The more human-like these systems become, the greater the 
implications for human-technology dynamics and interactions.

Empirical research. While this review has focused on empirically grounded analysis, 
the majority of the current academic literature on these issues proposes theoretical 
models or laboratory proof of concept experiments of intelligent machines rather than 
offering empirical evidence. In the future, research should move on to more empirical 
exploration of the context-specific issues. Given the complex nature of the topic, we 
recommend a mixed-method approach involving the use of both qualitative and quan-
titative research designs (e.g., experiments, real-time measurements, stakeholder sur-
veys, focus groups, case studies, system-collected usage data). For example, the theme 
on the adoption and acceptance of these technologies highlighted the importance of 
human/user trust in technology for its implementation and use to be effective. 
Arguably, something like a longitudinal, mixed-methods, case study-based approach 
has the ability to capture data on how the attitudes and trust levels of different stake-
holders (managers, IT staff, users etc.), dynamically evolve during the implementation 
and use of AI systems.

Research Priorities for the Three Themes

Investigating changing human relations with intelligent machines. It is clear from the 
literature that the nature of the relationship between humans and intelligent machines is 
changing. Studies suggest that the social aspect of human-machine interaction is an 
important mediating (and moderating) factor for the successful realization of the bene-
fits from automation. For example, the literature on the use of robots in the provision of 
care for the elderly and those in care homes (e.g., Metzler, Lewis, & Pope, 2016; Nielsen 
et al., 2016) raises questions about how the success of such technologies will be shaped 
by factors such as user attitudes, and the extent to which it is perceived that robots and 
AI are able to provide the type of emotional support and care currently provided by 
human nurses and care staff. Thus, further research that examines mediating factors of 
human-machine relations, such as user perceptions of AI to provide emotional care and 
support, would provide a useful context to interpret how quickly we are likely to 
embrace these new technologies, how to foster more positive outcomes, and how to pre-
vent or mitigate more negative ones.
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We suggest that in-depth empirical studies drawing on ethnographic methods on 
real-life case studies (rather than in experimental settings) would offer crucial insights 
into the relationships between robots and humans in the workplace, which may dis-
cover interesting examples of how intelligent machines are assimilated and/or subverted 
in practice. Being sensitive to the idea of “subversion via practice” is important, as the 
way any technology is used and appropriated is often different from how it is designed, 
with user adaptation having significant implications for technology use (Beaudry & 
Pinsonneault,  2005). Thus, with the implementation and use of any form of AI, or 
advanced robotics, account needs to be taken of this, which can only be done via in-
depth qualitative studies, which are sensitive to the micro-level subtleties of user behav-
ior and intention. Aiming to include a range of case studies from different countries, 
sectors, and organization sizes would also enable research to begin unpacking some of 
the contextual factors that have only been hinted at so far.

Investigating the adoption and acceptance of intelligent machines. Much of the 
research in this review discusses intelligent machines in terms of complementing and 
extending human capabilities rather than removing humans from work processes. The 
concept of augmentation of humans and human work in a range of ways, rather than 
wholesale replacement from robotized job automation, flows through the literature 
across a range of domains (Davenport & Kirby, 2016). However, future research needs to 
better account for the “multi-layered” nature of the work that humans carry out and 
where automation fits. For example, the case of robot assisted surgery (e.g., De 
Benedictis et al., 2017; Sananès et al., 2011) represents an important and interesting con-
text where AI and to robotics are augmenting the work of surgeons. Future research 
needs to examine, in a fine-grained way, the diverse ways in which surgical work is 
changed, where some aspects/roles/tasks may remain unchanged, and while others are 
radically transformed. To gain a more accurate understanding of these issues a large-
scale cross-country survey study on experiences with implementation, trust issues, and 
feelings of confidence might be a suitable research strategy. The inclusion of participant 
employment information with regard to contract types, level, and job role would also 
help to find out more about how users’ position in organizational hierarchies shapes 
their experiences with innovative technologies in the workplace.

Investigating intelligent machine-related ethical issues. The review highlights that 
some key ethical issues such as safety, accountability, and liability related to intelligent 
machines need further attention (e.g., Bryson,  2016; Johnson,  2014; Luxton,  2014; 
Yampolskiy & Fox, 2013). For instance, further research is needed on whether AI can or 
should be afforded moral agency or patience (Bryson,  2016); how the responsibility 
arrangements for intelligent machines will be negotiated and worded as the technology is 
being developed, tested, put into operation, and used (Johnson, 2014); who should be 
held responsible in a complex sociotechnical system with multiple human stakeholders 
(Luxton, 2014); and how, for the sake of humans’ safety, the development and testing of 
advanced AI can be confined to a highly controlled environment (e.g. via a formalized 
confinement protocol) and thus directed by the human machine designers in accordance 
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to the latest developments of machine ethics (Yampolskiy & Fox, 2013). Further, the 
current literature presents only a few examples of early attempts to create AI-related legal 
and policymaking frameworks (Bryson, 2016). Zeng (2015) highlights that current legis-
lation refers mostly to low-tech technologies, leaving advanced AI systems unregulated. 
Consequently, the legal and policymaking approaches to AI ethics are reactionary (i.e., 
triggered sporadically by accidents that occur) rather than holistic (i.e., generally preven-
tative; Ambrose, 2014). Further research that examines how legal and policy decisions are 
debated, agreed and implemented is needed to understand how different societies are 
responding to the challenges and opportunities intelligent machines present for knowl-
edge and service work. Research that compares the emerging policy responses and regu-
latory systems proposed by different national governments may provide valuable insights 
regarding ethical concerns related to the adoption of intelligent machines.

Conclusion

The evidence so far, such as it is, suggests that intelligent machines (here, AI and robots) 
are augmenting what people are doing and enabling some degree of role expansion for 
employees. Key questions are still open and require further analysis based on evidence 
of how intelligent machines are being developed and implemented in practice, and how 
workers and humans interacting with these machines experience these changes. 
However, it is important to keep in mind that workers, organizations, governments, and 
society have the power to shape the future use of these new technologies. The future is 
malleable, but it is up to us to be pro-active in shaping it.
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