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Why dignity is a troubling
concept for AI ethics
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The concept of dignity is proliferating in ethical, legal, and policy discussions of AI, yet dignity is an elusive
concept with multiple philosophical interpretations. The authors argue that the unspecific and uncritical
employment of the notion of dignity can be counterproductive for AI ethics.
Dignity is an important concept in ethics

and human rights advocacy. Not surpris-

ingly, dignity has been employed promi-

nently in recent AI regulation, institutional

declarations, and policy instruments on

machine learning. As a current example,

the term dignity appears six times in the

AI Act of the EU (Regulation (EU) 2024/

1689), a comprehensive legal framework

on AI that presents dignity both as a value

and a right, but without being explicitly

defined. It also appears in top-tier policy

documents, such as the recent UN report

‘‘Governing AI for Humanity,’’ where dig-

nity appears as an AI-related risk linked

to a long string of concerns, including

‘‘manipulation, deception, nudging,

sentencing, exploitation, discrimination,

equal treatment, prosecution, surveil-

lance, loss of human autonomy and AI-as-

sisted targeting’’.1 Similarly, dignity has

been identified in widely cited reviews as

one of the most repeated principles in AI

ethics guidelines,2,3 although it often re-

mained undefined.2

However, the use and abuse of dignity

raises deep philosophical questions

about its meaning, normative justification,

and usefulness in applied debates. The

utility of this notion was formerly chal-
This is an open a
lenged in related disciplines such as

bioethics.4,5 In previous works, some of

us debunked the employment of dignity

as a convincing argument to stop devel-

opments in human genetic technolo-

gies.6,7 In AI ethics, moreover, the

concept of dignity has been used to

defend contradictory positions—some-

thing that can arguably happen with other

ethical principles. Dignity has been used

both to defend and to oppose the devel-

opment of care robots for the elderly.8,9

Similarly, the adoption of sex robots may

recognize the dignity of the sexual life of

persons with disabilities, but it may at

the same time infringe on the dignity of

women.10 More problematically, one of

us previously denounced that dignity is

sometimes used as a mere slogan in

ethical discussions on AI.10 Given these

problems, what role (if any) should dignity

play in ethical disputes about AI?

In this article, we make a public call to

question the unspecific use of dignity

and to rethink its function in ethical, legal,

and policy discussions of AI. We begin by

clarifying the main conceptions of this

normative notion. We then briefly show

AI’s ambivalent impact regarding dignity

and object inflammatory uses that loosely
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posit AI as a threat to human dignity. We

next address another largely neglected

complexity in this debate, showing how

the term dignity is gaining traction in de-

bates about themoral status of AI entities.

Finally, we conclude by recapitulating our

arguments and offering some closing

thoughts.

The many conceptual faces of
dignity
The concept of dignity has a multifaceted

nature. Part of the problem of using this

notion in ethical discussions of AI derives

from the multiple meanings of the term. It

is therefore useful to clarify some of its

main interpretations. We shall divide

these conceptions into status dignity

and intrinsic dignity.10,11

On the one hand, status dignity de-

pends on specific roles or behaviors and

is not attributable to all people. There

are three subtypes of status dignity—

also sometimes called ‘‘aspirational dig-

nity.’’10,11 First, the historically original

sense of dignity was aristocratic and

referred to the exhibited quality of a per-

son acting in conformity with her superior

rank. Second, comportment dignity is

attributed to those people who behave
he Authors. Published by Elsevier Inc. 1
eativecommons.org/licenses/by/4.0/).
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following proper manners and certain so-

cial expectations of politeness. Third,

meritorious dignity is attributed to those

individuals who act virtuously and with a

high sense of self-worth. These three

types of status dignity conceive dignity

as a variable quality that distinguishes

people from each other.

On the other hand, intrinsic dignity is

mostly understood as an inviolable prop-

erty of humans. Here, human dignity

refers to the high level of moral value of

humans just for being humans. This

conception of dignity as an inviolable attri-

bute of human beings comes mainly from

two sources. On the one hand, the Chris-

tian tradition confers dignity to humans by

the mere fact that they are created in the

image and likeness of God. On the other

hand, the Kantian tradition has popular-

ized the concept of dignity as an inviolable

intrinsic value of any human being. Ac-

cording to Kant, dignity stems from hu-

man rational nature and moral autonomy

(the capacity to bemorally self-legislative,

i.e., to give moral rules to oneself), and

which obliges us to treat beings with dig-

nity as ends in themselves and never as

mere means. This conception of human

dignity as an inviolable worth has become

a prevalent legal concept in the wake of

the atrocities that took place during the

Second World War, underlying the justifi-

catory ground of universal human rights

and fundamental rights in several legal

frameworks.9

The impact of AI on human dignity
The concern that AI can threaten human

dignity has been widely discussed

regarding many applications, such as le-

thal autonomous weapons, sex robots,

care robots, or automated decision-mak-

ing systems. For example, the threat of AI-

based autonomous weapons systems to

human dignity has played a starring

role.12 While there are undoubtedly multi-

ple ethical reasons to argue against the

development of killer robots, it is striking

why the dignity argument has been so

prominent.

To begin with, it is often unclear to what

dimension of dignity critics are referring

when they say that AI in general—or

autonomous weapons in particular—

jeopardizes human dignity. On the one

hand, it makes little sense that AI could

endanger the human dignity of the com-

batants, conceived as an intrinsic quality
2 Patterns 6, March 14, 2025
of human beings, since, in this concep-

tion, dignity is an inviolable attribute.

Strictly speaking, this conception of dig-

nity as intrinsic worth is unconditional

and cannot be degraded. Thus, it is un-

clear how AI can menace the inviolable

dignity intrinsic to human life. More chari-

tably, however, when people denounce a

violation of human dignity, what theymost

likely mean is that someone was treated

as if they did not possess human dignity.

That is, although unconditional dignity

was still there, it was just ignored. On

the other hand, status dignity does ac-

count for degradation and humiliation,

since it depends on features that are not

attributable to all people, so it would

make more sense to say that AI may

impact dignity from this viewpoint. But,

in this second conception (which is rela-

tional and at worst hierarchical), the

harm caused by AI must be specified to

assess its impact on status dignity. All in

all, the argument that AI poses a threat

to human dignity is not self-evident and

would require more detail for a minimally

satisfactory use.

We should rethink this dignity talk for

two further reasons. Firstly, the rhetoric

of dignity often comes devoid of ethical

reasons. Since it elicits strong emotional

responses against concrete technological

uses, it becomes a common strategy with

campaigning advantages.12 Precisely, it

was this inflationary usage of dignity—as

a categorical claim to rule out concrete

technological applications—that led to

the concept of dignity being labeled as a

‘‘conversation stopper’’ that was not

conducive to rational argumentation in

bioethics.5 This is why the human dignity

argument sometimes works as a mere

slogan in AI ethics.10

Secondly, the argument is problematic

because it suffers from generality and

sometimes functions as a proxy for other

ethical reasons. When the human dignity

argument is used in debating AI, it often

surreptitiously appeals to other, more

concrete values or ethical arguments.

Frequently, evocations of human dignity

seek to protect equality between people,

non-discrimination, human autonomy, or

avoidance of undue harm.4 Other times,

dignity is invoked as a substitute for other

arguments such as the risk of objectifica-

tion (treating a person as lacking auton-

omy) or the risk of dehumanization (loss

of human presence in a particular prac-
tice).9 Thus, given that dignity sometimes

functions as a proxy for other ethical

claims, it makes sense that this normative

concept has been employed in contradic-

tory ways in AI ethics debates, as

mentioned in the introduction. And while

some have argued that this terminological

flexibility is a reason for its conceptual

adoption,9 we believe that it is more fruit-

ful for AI ethics debates to use the most

concrete arguments possible and ideally

avoid ambivalent generalizations.

The dawn ofmachine dignity debate
As if the philosophical query about human

dignity were not difficult enough, recent

contributions are probing the notion

of machine dignity or robotic dignity.

The machine dignity debate addresses

whether non-human AI-based entities

could possess the properties that underlie

the ascription of the special moral status

we call dignity. Could the increasing

agent-like nature of AI challenge the

anthropocentric framing of inviolable dig-

nity? The philosophical debate is divided.

Kr€amer argued that the term dignity is

best to be avoided in the context of robot

ethics, since it bringsmore confusion than

clarity to the debate on themoral status of

AI.13 Other authors, by contrast, have

argued that dignity can be consistently

ascribed to technological entities. J.S.

Gordon evaluated the rationalist-Kantian

notion of dignity and showed that AI could

have this kind of dignity if it achieves

certain properties. For this reason, he re-

jected those arguments that deny the

potential moral rights of robots based on

human dignity.14 Mosakas elaborates on

Gordon’s arguments and shows that the

substrate and origin of a certain entity

do not determine its dignity15; so, for

both authors, the moral status that under-

lies the concept of dignity need not be

exclusive to human beings.

These contributions show that the

debate on the dignity of AI is likely to in-

crease in the coming years. Although we

are agnostic about whether the use of

the concept of dignity enhances or hin-

ders the debate about the moral status

of AI entities, it is easy to foresee that its

use will generate misgivings. Human dig-

nity—when conceived as an intrinsic

attribute—is built on the view of human

exceptionalism, according to which hu-

man beings are essentially different

and superior to other species and
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therefore deserve special consideration

and respect. That assumption has unsur-

prisingly faced numerous criticisms. More

importantly, future research in animal

cognition and even AI may reinforce ob-

jections to the human exceptionalism

that underlies the view of dignity as an

inviolable moral status unique to our spe-

cies. Perhaps in the distant future, if we

wish to continue to use the term dignity,

we must stop attributing it only to mem-

bers of our species.

Concluding remarks
We have argued that dignity is an overly

complex concept to be used loosely in

AI ethics. Dignity is open to different con-

ceptualizations, so an unspecific use of

this notion is undesirable. Likewise, dig-

nity is sometimes used as a mere slogan

and for inflammatory purposes to oppose

certain technological developments in a

way that is not necessarily rational. In

other situations, furthermore, appeals to

dignity are used as proxies for other

ethical arguments. And debates about

the moral status of AI may increasingly

co-opt the concept, perhaps forcing us

to rethink the foundations of human

dignity.

Other reasonsmaymerit more attention

in the future. Especially, is dignity indis-

pensable for the development of a global

approach to AI ethics? While human dig-

nity is an important bedrock of the Univer-

sal Declaration of Human Rights, the

concept of dignity has clear roots inWest-

ern philosophy and Christian tradition.10

There is cultural variation in the interpreta-

tions of human dignity too.12 So, in future

contributions, the potential of dignity as a

universal category for global AI ethics

should be reconsidered.

In closing, wording choice is not an

aseptic decision in AI ethics. Progress

in ethical discussions often requires

conceptual progress. To be sure, ethical

terms are open to various conceptuali-

zations and there may be various legiti-

mate uses. But vaguely using complex
terms that have multiple nuances, such

as dignity, may do a disservice to AI

ethics.
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