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#### Abstract

Despite the striking progress in the field of quantum gases, one of their much anticipated applications-the simulation of quantum Hall states-remains elusive: all experimental approaches so far have failed in reaching a sufficiently small ratio between atom and vortex densities. In this paper we consider rotating Rydberg-dressed atoms in magnetic traps: these gases offer strong and tunable nonlocal repulsive interactions and very low densities; hence they provide an exceptional platform to reach the quantum Hall regime. Based on the Lindemann criterion and the analysis of the interplay of the length scales of the system, we show that there exists an optimal value of the dressing parameters that minimizes the ratio between the filling factor of the system and its critical value to enter the Hall regime, thus making it possible to reach this strongly correlated phase for more than 1000 atoms under realistic conditions.
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## I. INTRODUCTION

In the last decades ultracold atoms allowed for the study and quantum simulation of a plethora of quantum many-body effects [1]. Despite the impressive successes, however, one of the most anticipated applications, so far, has resisted many attempts of implementation: reaching the quantum Hall $(\mathrm{QH})$ regime.

Since the realization of Bose-Einstein condensates in the mid-1990s [2], the nucleation of quantized vortices in rotating ultracold atoms [3-5] naturally suggested the possibility of creating QH states by rotating strongly interacting gases. The dynamics of atomic clouds in the rotating frame can indeed be described in terms of Coriolis or Lorentz forces, which define in turn the appearance of a synthetic magnetic field $B$ for neutral atoms $[6,7]$.

Reaching the QH regime, however, requires strong magnetic fields: it is necessary to achieve angular velocities extremely close to the critical value set by the trapping potentials-so close that, for practical purposes, this possibility was experimentally ruled out.

Alternative approaches based on optically induced gauge potentials have been proposed and tested [8-11], but, also in this case, the simulated magnetic fields were not strong enough to access the QH regime.

[^0]In all these experiments, the interactions among the atoms were effectively contact interactions. In the last years, however, atoms with long-range interactions have been at the focus of intensive investigations, in the cases of both dipolar gases [12-15] and Rydberg-dressed atoms with strong van der Waals interactions [16-18]. Intuitively, such strong longrange repulsions favor the formation of gases with lower densities, thus making it easier to achieve the low filling factors required for QH states.

In this work, we consider ultracold bosonic gases subject to long-range repulsive interactions and synthetic gauge fields. We will show that moderate van der Waals interactions help in reaching the ratio between atomic and vortex densities required for the onset of the QH regime. We will focus on Rydberg-dressed atoms, which allows us to tune the effective value of the interactions, and we will mostly address the case of synthetic fields obtained by rotation, since for a realistic number of atoms and other parameters this technique provides better results than optically generated magnetic fields.

Our main result is that the long-range interaction between Rydberg-dressed atoms facilitates reaching lower filling factors in comparison with ground state atoms subject to the same artificial magnetic field. In particular, we show that a melting transition of the superfluid vortex lattice is favored by this interaction, and we hypothesize that this signals the onset of the QH regime, shown to appear for small filling factors in recent works [19,20].

## II. THE MAIN IDEA

When a Bose-Einstein condensate is rotating and its angular velocity, and thus the artificial magnetic field, is
progressively increased, vortices enter the superfluid and arrange themselves in denser and denser triangular lattices. For strong magnetic fields and confinement in the direction of the rotation axis, the condensate enters the so-called lowest Landau level (LLL) regime, in which the vortex size scales with the magnetic length $l_{B}=\sqrt{\hbar / B}$ [21]. The further transition from the LLL to the QH regime corresponds to the melting of the vortex lattice into a strongly correlated phase [ $6,7,22$ ], driven by the quantum fluctuations of the vortices. The critical value of $B$ for this transition can be estimated from the Lindemann criterion: the lattice melts when the ratio $l_{L} / l_{B}$ between the quantum fluctuation $l_{L}$ of the positions of the vortex cores and the intervortex distance (proportional to $l_{B}$ ) reaches a critical value $\alpha_{L}$. The main parameter to characterize these systems is the filling factor

$$
\begin{equation*}
v=n / n_{v}=2 \pi \hbar n / B \tag{1}
\end{equation*}
$$

given by the ratio between the atom and the vortex areal densities $n$ and $n_{v}$, respectively. $v$ is proportional to $\left(l_{B} / l_{L}\right)^{2}$ [7,22], such that the gas enters the QH regime for $v$ smaller than a critical value $v_{c}$. For weakly interacting bosons, the most conservative estimates give a critical filling factor $v_{c, 0} \lesssim$ 6 [5,7,23-25]. Here the subscript 0 specifies that this is the critical value for weak contact interactions. We will show below that such a critical value does not hold for interactions beyond a certain threshold.

The limit $v=v_{c, 0}$ is extremely difficult to reach for rotating gases: the centrifugal limit of the in-plane trapping poses a severe bound on the maximal angular velocity, and thus on the maximal field $B$; on the experimental side, the smallest parameters $v$ achieved $[3,4]$ are about $v \sim 300$. Much smaller filling factors ( $v \approx 1$ ) were instead reached in rotating optical microtraps, but only for a very small number of atoms, $N \approx 5$ [26].

As is evident from (1), besides increasing $B$, there is another strategy to lower $v$ : namely, to reduce the twodimensional (2D) atom density $n$. To this purpose, we consider Rydberg-dressed atoms: we will first estimate the behavior of the superfluid density as a function of the interactions and we will discuss its implications for the phase diagram of these gases. We will show that, for moderate long-range interactions, the range of parameters for which the QH regime exists is enhanced, whereas, when the interactions exceed a certain threshold, it is suppressed. Hence there exists an optimal value for the Rydberg dressing that minimizes the magnetic field needed to enter the QH regime.

## III. THE PHYSICAL SYSTEM

A rotating atomic cloud has a dynamics equivalent to charged particles in a magnetic field, as an effect of the Coriolis force [5-7]. We consider a Bose-Einstein condensate subject to a harmonic potential with trapping frequency $\Omega_{\mathrm{tr}}$ and rotating with frequency $\Omega_{\mathrm{rot}}$. As discussed in Appendix A, in the rotating frame the single-particle Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{rot}}=\frac{(-i \hbar \vec{\nabla}+\vec{A})^{2}}{2 m}+\frac{m\left(\Omega_{\mathrm{tr}}^{2}-\Omega_{\mathrm{rot}}^{2}\right) r^{2}}{2} \tag{2}
\end{equation*}
$$

Here we have introduced the vector potential $\vec{A}=$ $m \Omega_{\mathrm{rot}}(y,-x, 0)$ and $m$ is the atomic mass. The resulting
artificial magnetic field lies along $\hat{z}$ with intensity $B \equiv 2 m \Omega_{\mathrm{rot}}$, and the effective in-plane trapping potential is reduced by the centrifugal force. In particular, we define the ratio $\gamma=\Omega_{\mathrm{rot}} / \Omega_{\mathrm{tr}}<1$, such that the effective trapping frequency is $\sqrt{1-\gamma^{2}} \Omega_{\mathrm{tr}}$.

The Rydberg dressing amounts to a weak coupling between a ground state $|g\rangle$ of the chosen atoms and a Rydberg state $|e\rangle$. This coupling is obtained through laser beams propagating in the $\hat{z}$ direction such that the related Rabi frequency $\Omega=$ $|\Omega| e^{i \phi_{\Omega}}$ does not depend on the position in the xy plane. We consider an effective detuning for this coupling $2 \delta \gg \Omega$ such that, for a single atom, its lowest energy state becomes

$$
\begin{equation*}
|\tilde{g}\rangle=-e^{i \phi_{\Omega}} \sin (\theta / 2)|e\rangle+\cos (\theta / 2)|g\rangle \tag{3}
\end{equation*}
$$

where $\tan \theta=|\Omega| / \delta$ (see Appendix A). A generic Rydberg interaction $H_{\text {int }}=V\left(\overrightarrow{r_{1}}-\overrightarrow{r_{2}}\right)|e e\rangle\langle e e|$ results in a typical longrange interaction that decays like $\sin ^{4}(\theta / 2) V$ for large separations, and is characterized by a plateau $2 \delta \sin ^{4}(\theta / 2)$ for short distances,

$$
\begin{equation*}
V_{\text {Rydberg }}\left(\left|\vec{r}_{1}-\overrightarrow{r_{2}}\right|\right) \approx \frac{C_{6} \sin ^{4}(\theta / 2)}{a^{6}+\left|\overrightarrow{r_{1}}-\overrightarrow{r_{2}}\right|^{6}} \tag{4}
\end{equation*}
$$

where we introduced the Rydberg radius $a \approx\left(C_{6} / 2 \delta\right)^{1 / 6}$ and the van der Waals coefficient $C_{6}$. For the typical Rydberg state $43 S_{1 / 2}$ of ${ }^{87} \mathrm{Rb}$, the interaction is given by $C_{6} \approx h \times 2.4 \mathrm{GHz}$ $\mu \mathrm{m}^{6}$ [27] with $a \approx 2.0 \mu \mathrm{~m}$ for a mixing angle $\theta=0.05$.

## IV. DENSITY OF A 2D RYDBERG-DRESSED GAS

The effect of the strong interactions of Rydberg-dressed atoms on their density can be estimated with a variational Gross-Pitaevskii calculation. In particular, we consider the isotropic interaction in Eq. (4) and we focus on gases in the lowest Landau level (LLL) regime with strong confinement in the third direction, such that a 2D approximation holds. We combine a description of the van der Waals interactions in the spirit of [28] and the variational Ansatz introduced in [29] for the superfluid vortex lattice, defined by the many-body wave function $\psi_{s}(\vec{r})=p(\vec{r}) e^{-\frac{r^{2}}{2 s^{2}}} \sqrt{N / \pi s^{2}}$, where $r=|\vec{r}|$. This wave function is characterized by a periodic modulation $p(\vec{r})$, which defines the triangular vortex lattice, and a slowvarying Gaussian envelope of width $s$. The average density of the system is approximately set only by its long-distance behavior, thus by the Gaussian envelope. It is therefore a function of the variational parameter $s$, which is linear in the average distance from the center. By averaging over the modulation (see Appendix A), the mean-field energy results in

$$
\begin{align*}
E \approx & \frac{\hbar^{2} N}{2 m s^{2}}+\frac{N m \Omega_{\mathrm{tr}}^{2}\left(1-\gamma^{2}\right) s^{2}}{2} \\
& +\frac{N^{2}}{s^{2}}\left[\frac{b g}{4 \pi}+\int_{0}^{\infty} r d r e^{-\frac{r^{2}}{2 s^{2}}} \frac{V_{6}}{a^{6}+r^{6}}\right] \tag{5}
\end{align*}
$$

Here $g$ is the 2D contact interaction parameter and $V_{6}=$ $\sin ^{4}(\theta / 2) C_{6}$ is the effective van der Waals coupling constant. The numerical factor $b \approx 1.1596$ effectively increases the contact interaction in the LLL approximation due to the inhomogeneity introduced by the triangular vortex lattice [29] (see Appendix A).

The potential energy and the long-range interaction are estimated by separating their rapidly and slowly oscillating contributions with a procedure analogous to the so-called averaged vortex approximation [30] for $s \gg l_{B}$ : within each unit cell of the lattice, the value of the Gaussian factor, harmonic potential, and van der Waals interaction is considered approximately constant, such that the modulation averages to 1 and does not affect the final result.

By expanding the integral in Eq. (5) in series of $s^{-1}$ for $s \gg a$ and minimizing the energy, we find

$$
\begin{align*}
s & =\sqrt[4]{\frac{N m g^{\prime}+2 \pi \hbar^{2}}{2 \pi m^{2} \Omega_{\mathrm{tr}}^{2}\left(1-\gamma^{2}\right)}}  \tag{6}\\
g^{\prime} & =b g+\frac{4 \pi^{2} V_{6}}{3 \sqrt{3} a^{4}} \approx 1.16 g+7.6 \frac{V_{6}}{a^{4}} \tag{7}
\end{align*}
$$

With the introduction of the Rydberg dressing, the contact interaction $g$ must be effectively replaced by the considerably stronger interaction amplitude $g^{\prime}$, derived by the large-s expansion of the integral in Eq. (5). In the following, we use Eq. (6) to estimate the gas density. We adopt in particular $n=N /\left(4 \pi s^{2}\right)$ : $n$ scales like $1 / \sqrt{g^{\prime}}$ when the kinetic energy is negligible.

For a gas of ${ }^{87} \mathrm{Rb}$, the typical strength of the contact interaction is $g \approx h \times 23 \mathrm{~Hz} \mu \mathrm{~m}^{2}$ (for a trapping frequency along $\hat{z}$ given by $\Omega_{z}=2 \pi \mathrm{kHz}$ ). For the Rydberg state $43 S_{1 / 2}$ at mixing angle $\theta=0.05, V_{6} / a^{4} \approx h \times 61 \mathrm{~Hz} \mu \mathrm{~m}^{2}$. The ratio between the contact and Rydberg interactions is thus $\left(7.6 V_{6} / a^{4}\right) / b g \approx 18$, which implies that $n$ and $v$ decrease by a factor $f_{v} \sim 4.5$.

## V. LOW-DENSITY RYDBERG-DRESSED GASES

To understand the effect of the long-range interaction on the onset of the QH regime, let us analyze the main changes in the phase diagram of the rotating condensate (Fig. 1). For weak or no Rydberg dressing, the phase diagram can be intuitively understood from the comparison of three distinct length scales $[6,7,24]$ : the magnetic length $l_{B}$, the superfluid healing length $\xi=\hbar / \sqrt{2 m n g^{\prime}} \propto\left(g^{\prime}\right)^{-1 / 4}$, and the Lindemann length $[7,22] l_{L} \approx \sqrt{1 / \pi n} \propto\left(g^{\prime}\right)^{1 / 4}$. By increasing $B$, the system evolves from the pure superfluid phase with $l_{L} / \alpha_{L}<$ $\xi / \alpha_{\xi}<l_{B}$, to the vortex lattice phase in the LLL regime with $l_{L} / \alpha_{L}<l_{B}<\xi / \alpha_{\xi}$, to the QH phase where $l_{B}<l_{L} / \alpha_{L}<$ $\xi / \alpha_{\xi}$ (left side of Fig. 1). Here $\alpha_{\xi} \approx 0.3$ [3,31,32] is the ratio $\xi / l_{B}$ at the crossover to the LLL regime [33], whereas $\alpha_{L} \approx 0.4$ is the Lindemann parameter [7,22], corrected by the geometrical factor for triangular lattices. In particular, the relation $l_{L} / \alpha_{L}=l_{B}$ provides the estimate $v_{c, 0} \approx 14$ which, however, must be corrected to account for collective modes of the vortices [23], resulting in $v_{c, 0} \approx 8$ [7]. Even lower values, $v_{c, 0} \lesssim 6$, are suggested by numerical works [24,25]; therefore, we introduce an effective Lindemann factor $\alpha_{L}^{\prime}=\sqrt{2 / v_{c, 0}}$.

The Rydberg interaction modifies this scenario because it decreases the ratio $\xi / l_{L}$ by the factor $\mathrm{f}_{v}$. Hence, for sufficiently large mixing angles, the LLL vortex lattice phase is suppressed and additional supersolid phases may appear [34]. Therefore, for $\xi / \alpha_{\xi}<l_{L} / \alpha_{L}^{\prime}$ the usual Lindemann criterion cannot be applied for the onset of the QH phase. A new estimate of $v_{c}$, though, can be obtained by imposing $l_{B}<$


FIG. 1. Qualitative phase diagram of the Rydberg dressed gas as a function of the magnetic length $l_{B}$ and the interaction parameter $g^{\prime}$. For $l_{B} \rightarrow \infty$ (thus $B \rightarrow 0$ ), the system displays a superfluid (SF), supersolid (SS), or crystal (C) state. For interactions $g^{\prime}<g_{o}$, by decreasing $l_{B}$, the system presents first a crossover into the lowest Landau level triangular vortex lattice (LLL Tr. VL) (at $l_{B} \sim \xi / \alpha_{\xi}$ ), then a transition to the QH regime for $l_{B} \sim l_{L} / \alpha_{L}$. For $g^{\prime}>g_{o}$, instead, the LLL vortex lattice phase disappears and the QH regime is reached for lower values of the filling factor. The thin red lines are lines at constant filling factor.
$\xi / \alpha_{\xi}$, which results in

$$
\begin{equation*}
v_{c}=\frac{\pi \hbar^{2}}{m g^{\prime} \alpha_{\xi}^{2}}, \quad \text { for } \xi / \alpha_{\xi}<l_{L} / \alpha_{L}^{\prime} \tag{8}
\end{equation*}
$$

Globally, the ratio $v / \nu_{c}$ can be minimized by interactions such that $\xi / \alpha_{\xi} \approx l_{L} / \alpha_{L}^{\prime}$, hence for an optimal value $g_{o}$ of the parameter $g^{\prime}$ given by

$$
\begin{equation*}
g_{o} \equiv \frac{\pi \hbar^{2}}{m v_{c, 0} \alpha_{\xi}^{2}} \tag{9}
\end{equation*}
$$

$g_{o}$ ranges in $h \times(280-640) \mathrm{Hz} \mu \mathrm{m}^{2}$ for $v_{c, o}=14-6$. For the van der Waals interactions of the ${ }^{87} \mathrm{Rb}$ state $43 S$, the condition $\xi / \alpha_{\xi} \approx l_{L} / \alpha_{L}^{\prime}$ is met for mixing angles $\theta \approx 0.04-0.06$ (see Fig. 2). For $g^{\prime}=g_{0}$ and $B$ such that $v=v_{c, 0}$, the system lies at a critical point that separates four different phases (see Fig. 1): the triangular vortex lattice in the LLL regime, appearing for $g^{\prime}<g_{o}, B$ constant; the QH regime obtained for $g^{\prime}=g_{o}$ by increasing $B$; the superfluid vortex lattice for smaller values of $B$; and a strongly interacting phase for $g^{\prime}>g_{o}$.

The interaction amplitude $g_{o}$ lies at the edge of the regime of validity of the mean-field energy estimate: the effective scattering length results in $a_{s} \approx 0.83 \mu \mathrm{~m}$ for $\theta=0.05$ (see Appendix B), to be compared with the average interatom distance of about $0.7 \mu \mathrm{~m}$ for $\gamma=0.98$ and $\Omega_{\mathrm{tr}}=2 \pi 100 \mathrm{~Hz}$. The gas, in proximity to $g_{o}$, reaches a regime that cannot be considered any longer ultradilute and the breakdown of the mean-field approximation signals indeed that the superfluid approached an unstable point.

We also observe that for the parameters adopted in Fig. 2, in proximity to the critical point at $\theta=0.05$, the ratio of the first two Haldane pseudopotential [19,35] results $\mathcal{V}_{2} / \mathcal{V}_{0} \approx$ 0.22 , close to the critical value 0.20 identified in Ref. [36] for the transition between a triangular and a square vortex lattice


FIG. 2. Filling factor as a function of the mixing angle $\theta$ for $\delta=20 \mathrm{MHz}$ and $N=15000$. The solid lines correspond to rotating gases with $\Omega_{\mathrm{tr}}=2 \pi 100 \mathrm{~Hz}$ and different values of $\gamma$. The green dotdashed line is an estimate of $v$ for optically induced magnetic fields based on [45] obtained with counterpropagating Gaussian beams (waist $w=50 \mu \mathrm{~m}$, wavelength $\lambda=790 \mathrm{~nm}$ ) for $\Omega_{\mathrm{tr}}=2 \pi 20 \mathrm{~Hz}$. The red dashed line represents the critical filling factor assuming $v_{c, 0}=8$; its cusp determines the optimal interaction point at $\theta \approx$ 0.05 .
[37]. This suggests the onset of several phases with broken translational invariance for $g^{\prime}>g_{o}$ and it is consistent with the behavior of the system at both strong and weak magnetic fields.

Concerning strong magnetic fields and interactions ( $g^{\prime}>$ $g_{o}$ ), the healing length decreases and, with it, the extent of the QH phase. For intermediate filling factors, this gives rise to several inhomogeneous phases including stripe and bubble states [36]. In the extreme regime with low filling factors ( $v \lesssim 1$ ), it is known that a competition between QH states and Wigner crystals appears [19,20].

Concerning weak magnetic fields (upper part of Fig. 1), the system is no longer in the LLL regime and different mean-field Ansätze are required. The strong Rydberg interactions cause a spontaneous breaking of translational symmetry, corresponding to supersolid and crystal phases [34,38-40]. Mean-field analyses [38,40,41] estimate the onset of the crystal phase based on the dispersion of the superfluid roton. The roton gap closes, which signals an instability toward a crystalline phase, when the interaction energy density $u=$ $3 \sqrt{3} m n a^{2} g^{\prime} / h^{2}$ reaches a critical value $u_{c} \gtrsim 40$, corresponding to $g^{\prime}>g_{r} \approx 1600 \times 8 \pi h^{4} /\left(27 m^{4} a^{4} N \Omega_{\mathrm{tr}}^{2}\right) \approx h \times 2.5 \mathrm{kHz}$ $\mu \mathrm{m}^{2}$ (for 15000 particles with $\Omega_{\mathrm{tr}}=2 \pi \times 100 \mathrm{~Hz}$ ). Additionally, in our regime of interest ( $a^{2} n>1$ ), a supersolid phase is expected for intermediate interactions with $30 \lesssim u \lesssim$ 40 [40] (see also the recent experiments [12-15] in elongated dipolar clouds). By increasing $B$, the value of the critical interaction is nonmonotonic $[34,42]$ and it is hard to extrapolate the behavior of the system for $g^{\prime}>g_{o}$ : a probable scenario is that several phases with broken translational symmetry alternate for large interactions.

Our estimate for the melting point of the LLL vortex lattice relies on the Gross-Pitaevskii approximation of the gas density. We emphasize that the validity of these meanfield estimates of the density and energy of superfluid systems in proximity to the breaking of superfluidity has been successfully used in many different cases. An example is given by superfluid-Mott phase transitions, where the GrossPitaevskii equation provides reasonable results for the energy and Hamiltonian parameters also in the presence of

(a)

FIG. 3. Filling factor at the optimal interaction point [Eq. (11)] as a function of the atom number $N$ assuming $v_{c, 0}=8$ [panel (a)] and $v_{c, 0}=2$ [panel (b)]. The critical filling is depicted by dashed lines and the system reaches the QH regime for $v_{o}<v_{c, 0}$. For $v_{c, 0}=8$, the Rydberg-dressed gas reaches the QH regime for a large range of values of $N$ for rotation frequencies with $\gamma>0.95$. For $v_{0, c}=2$ the QH regime is reached for systems with $N \lesssim 2000$ at $\gamma=0.99$. In (b) the area on the right of the dotted black line corresponds to system with at least 200 magnetic fluxes.
strong quantum fluctuations [43]. In the case of long-range interactions, these mean-field analyses give a fair estimate of the superfluid breakdown and even a reasonable estimate of the energy beyond the transition point from superfluid to supersolid [41]. Therefore we expect Eq. (6) to capture the main physical features of the system also in proximity to the LLL vortex lattice melting.

## VI. THE OPTIMAL FILLING FACTOR

By comparing the density of atoms obtained from Eq. (6) and the artificial magnetic field, the filling factor [Eq. (1)] results in

$$
\begin{equation*}
v=\frac{N}{4 \gamma} \sqrt{\frac{2 \pi\left(1-\gamma^{2}\right) \hbar^{2}}{N m g^{\prime}+2 \pi \hbar^{2}}} \tag{10}
\end{equation*}
$$

From Eqs. (8) and (10) we derive its optimal value:

$$
\begin{equation*}
v_{o}=\frac{N}{2 \gamma} \sqrt{\frac{\left(1-\gamma^{2}\right) \alpha_{\xi}^{2}}{N \alpha_{L}^{\prime 2}+4 \alpha_{\xi}^{2}}}=\frac{N}{2 \gamma} \sqrt{\frac{\left(1-\gamma^{2}\right) \alpha_{\xi}^{2}}{2 N / v_{c, 0}+4 \alpha_{\xi}^{2}}} \tag{11}
\end{equation*}
$$

In Fig. 3(a) we display $v_{o}$ obtained from $v_{c, 0}=8[5,7,23]$. Under this assumption the QH regime is reached for $\gamma=0.95$ for clouds of $N \lesssim 5000$ atoms. Based on the previous interaction parameters, the optimal mixing angle corresponds to $\theta \approx 0.05$. Numerical studies $[24,25]$ suggest that the critical filling factor can be smaller; it is therefore useful to consider
also more restrictive values of $v_{c, 0}$ : in Fig. 3(b) we present the values of $\nu_{o}$ for $v_{c, 0}=2$. Since we aim at obtaining the QH regime for a mesoscopic gas, we included a constraint on the number $N_{V}$ of magnetic fluxes in the system: the dotted black line corresponds to the limit of 200 fluxes. From the plot we see that the QH regime is within reach for a gas of 500 atoms in a trap with $\gamma=0.97$ when the dressing is chosen close to the optimal point, at $\theta \approx 0.07$ for the considered Rydberg state $43 S$. Larger numbers of atoms are sustainable for larger $\gamma$.

To realize the considered rotating regime, the atoms must first be loaded in a magnetic trap; then, the rotation can be imparted through a deformation of the trap (see Appendix A) and $N$ can be varied through evaporative techniques [3,44]. Finally the Rydberg dressing is switched on. The decay time of the Rydberg state $43 S$ at 300 K is $\tau_{43} \approx 42 \mu$ s [27], resulting in a decay time of the dressed state $\tau \approx \tau_{43} / \sin (\theta / 2)^{2} \approx 67 \mathrm{~ms}$ for $\theta=0.05$. This must be compared with the rotation period of about 10 ms . To increase the decay time $\tau$, more excited Rydberg states can be considered, resulting in a larger $\tau_{n}$ and a smaller mixing at the optimal point.

## VII. OPTICALLY INDUCED MAGNETIC FIELDS

Our estimate of the filling factor (10) is based on artificial magnetic fields obtained through rotation. Different approaches, based on fully optical setups, have also been successfully applied for bosonic gases [8,9], for example, exploiting position-dependent Raman couplings [45]. These setups, however, are usually less convenient to reach small filling factors: $B$ is typically proportional to $(\lambda w)^{-1}$ with $\lambda \approx$ 790 nm being the Gaussian Raman lasers' wavelength and $w \sim 170 \mu \mathrm{~m}$ their waist [9]; therefore, to obtain a magnetic field approximately uniform over distances comparable with $s$, the typical value of $B$ is half of the value considered in the rotating case. Furthermore, the optical setups do not present the centrifugal reduction of the harmonic potential, such that the factor $\sqrt{1-\gamma^{2}}$ disappears from Eq. (10), thus increasing the resulting $v$ for the same $\Omega_{\mathrm{tr}}$. In Fig. 2 we compare the rotating gases with a system with optically induced fields for realistic parameters; for the optical realization we considered a lower trapping frequency to compensate for the missing centrifugal term.

## VIII. CONCLUSIONS

We have shown that a combination of Rydberg dressing and rotating traps can drastically reduce the filling factors $v$ obtained in rotating Rb gases. Even considering the worstcase scenario of a critical filling factor $v_{c, 0}=2$, our estimates show that the quantum Hall regime can be reached for 2D gases of about 1000 atoms by introducing an optimal Ryd-
berg dressing at $\theta \approx 0.07$. To increase the efficiency of this scheme, thus the number of atoms in the system, our proposal can be additionally combined with techniques for preparing many-body states with large angular momentum [46,47].
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## APPENDIX A: RYDBERG-DRESSED ATOMS IN A ROTATING FRAME AND THE GROSS-PITAEVSKII ENERGY

The system we analyze relies on the combination of three elements: a quadratic trapping potential, a rotation-induced artificial gauge potential, and the Rydberg dressing necessary to obtain strong repulsive interactions.

To realize such a system, we consider ${ }^{87} \mathrm{Rb}$ atoms and we select a $5 S$ ground state $|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle$. As discussed in $[27,48]$, such a state can be unambiguously dressed with a Rydberg excited states with the same $F$ and $m_{F}$ quantum numbers through a two-photon process via a state $5 P$. In this way, transitions to Rydberg states with $F^{\prime}=$ 1 are forbidden due to the selection rules of the excitation scheme considered. In particular, for our numerical estimates, we considered the state $|e\rangle=\left|43 S_{1 / 2}, F=2, m_{F}=2\right\rangle$, but states with larger n can be considered as well.

The states $|g\rangle$ and $|e\rangle$ share all the angular quantum numbers and, consequently, they share the same magnetic moment. This makes it suitable to trap them with the same magnetic trap, following, for example, the techniques adopted in [3,44,49] (see also [50] for different trapping schemes for Sr atoms). We considered, in particular, a time-averaged orbiting potential with an effective frequency $\Omega_{\mathrm{tr}}=2 \pi 100 \mathrm{~Hz}$. A large angular momentum can be imparted to the cloud by elliptically deforming the magnetic trap in the horizontal plane and suddenly changing the angle of the deformation [44]. The axial symmetry is then restored. The effect of the rotation on the motion of the center of mass of the atoms is to introduce an effective vector potential $\vec{A}=m \Omega_{\mathrm{rot}}(y,-x)$. In the following, we assume that the Rydberg dressing is created through lasers propagating along the rotation axis and centered with respect to the trap, such that they do not explicitly break rotational symmetry. These lasers can be turned on after the system is put in rotation and we remark that Doppler effects are negligible for realistic rotation frequencies.

In the rotating frame, the single-atom Hamiltonian reads

$$
\begin{align*}
H_{\mathrm{RF}} & =R(t)\left(H_{\mathrm{kin}}+\frac{m}{2} \Omega_{\mathrm{tr}}^{2} r^{2}+H_{\mathrm{dress}}\right) R^{\dagger}(t)-i R(t) \partial_{t} R^{\dagger}(t) \\
& =\left[\frac{-\hbar^{2} \vec{\nabla}^{2}}{2 m}-\Omega_{\mathrm{rot}} L_{z}+\frac{m \Omega_{\mathrm{tr}}^{2} r^{2}}{2}\right] \mathbb{I}+\left(\begin{array}{cc}
E_{R}-J_{r} \Omega_{\mathrm{rot}} & \Omega\left(e^{i \omega t}+e^{-i \omega t}\right) e^{i k_{l} z+i \Omega_{\mathrm{rot}} t\left(J_{r}-J_{0}\right)} \\
\Omega^{*}\left(e^{i \omega t}+e^{-i \omega t}\right) e^{-i k_{l} z-i \Omega_{\mathrm{rot} t} t\left(J_{r}-J_{0}\right)} & E_{0}-J_{0} \Omega_{\mathrm{rot}}
\end{array}\right), \tag{A1}
\end{align*}
$$

where $R(t)=e^{i \Omega_{\text {rot }} t\left(J_{z}+L_{z}\right)}$, with $L_{z}$ the orbital angular momentum of the atom center of mass and $J_{z}$ the total inner angular momentum of the atom. $\omega$ is the laser frequency, $J_{r / 0}$ are the eigenvalues of $J_{z}$ of the Rydberg and ground states, $E_{R / 0}$ are the energies of the Rydberg and ground states, and $r$ is the radial coordinate. For the states we considered $J_{r}=J_{0}$, but this is not a necessary requirement to obtain the effective Hamiltonian, and it can be relaxed for different trapping techniques. The kinetic part of the Hamiltonian can be recast in the form of a particle in the artificial gauge potential $\vec{A}$. We apply a rotating-wave approximation and we obtain

$$
\begin{align*}
H_{\mathrm{RF}}= & {\left[\frac{1}{2 m}(\vec{p}+\vec{A})^{2}+\frac{m}{2}\left(\Omega_{\mathrm{tr}}^{2}-\Omega_{\mathrm{rot}}^{2}\right) r^{2}\right] \mathbb{I} } \\
& +\left(\begin{array}{cc}
2 \delta & \Omega e^{i k_{l} z} \\
\Omega^{*} e^{-i k_{l} z} & 0
\end{array}\right) \tag{A2}
\end{align*}
$$

with the detuning $2 \delta=E_{R}-E_{0}-\omega$. Indeed, the unitary mapping $U_{\mathrm{RW}}(t)=e^{i\left[\omega t \frac{\left(\sigma_{z}+1\right)}{2}-\Omega_{\mathrm{rot}} J_{z}+E_{0} t\right]}$, needed to apply the rotating-wave approximation, completely erases the effect of the physical rotation $e^{i J_{z} \Omega_{\text {rot }} t}$ due to the inner degrees of freedom. The rotation of the spin has effects only beyond the rotating-wave approximation in the off-resonant term. The matrix on the right-hand side of Eq. (A2) defines indeed the Rydberg dressing that we adopted to obtain the state $|\tilde{g}\rangle$. In this way, within the rotating-wave approximation approximation, we can effectively consider dressed atoms in the state $|\tilde{g}\rangle$ whose dynamics is correctly described by the effective vector potential $\vec{A}$ and by the van der Waals interaction.

Based on this effective single-particle Hamiltonian, and by considering the long-range interaction in the spirit of [28], we can write the Gross-Pitaevskii energy in the following form:

$$
\begin{align*}
E= & \int d \vec{r} \psi_{s}^{\dagger}(\vec{r}) \frac{(-i \hbar \vec{\nabla}+\vec{A})^{2}}{2 m} \psi_{s}(\vec{r}) \\
& +\int d \vec{r} \frac{m \Omega_{\mathrm{tr}}^{2}\left(1-\gamma^{2}\right) r^{2}}{2}\left|\psi_{s}(\vec{r})\right|^{2} \\
& +\int d \vec{r} d \vec{r}^{\prime}\left|\psi_{s}\left(\vec{r}^{\prime}\right)\right|^{2}\left[\frac{g}{2} \delta\left(\vec{r}-\vec{r}^{\prime}\right)+\frac{V_{6}}{a^{6}+\left|\vec{r}-\vec{r}^{\prime}\right|^{6}}\right] \\
& \times\left|\psi_{s}(\vec{r})\right|^{2} . \tag{A3}
\end{align*}
$$

In the following, we show that the main effect of the vortex lattice modulation $p$ introduced in $\psi_{s}$ is to cancel the contribution of the artificial gauge potential $\vec{A}$ to the kinetic energy. Therefore the kinetic energy can be approximated by the one obtained without the gauge potential based on a nonmodulated Gaussian wave function, thus giving the first term in Eq. (5) of the main text. This will be shown based on a suitable Chern-Simons transformation [51]. The integral for the long-range interaction energy in Eq. (5) of the main text, instead, is obtained by considering the relative coordinate $\vec{r}-\vec{r}^{\prime}$ and integrating over its orientation.

Let us focus on the kinetic energy term in $H_{\mathrm{RF}}$. As we mentioned in the main text, our Ansatz for the manybody wave function corresponds to $\psi_{s}(\vec{r})=p(\vec{r}) \psi_{0}(r)$, where $\psi_{0}(r)=e^{-\frac{r^{2}}{2 s^{2}}} \sqrt{N / \pi s^{2}}$ is the normalized Gaussian envelop. We adopted a Gaussian profile for simplicity: alternative approaches based on the interpolation between Gaussian and

Thomas-Fermi profiles [52,53] would provide analogous results, with the effect of resulting in a slightly lower average density. Therefore, for the purpose of estimating the onset of the QH regime, the Gaussian Ansatz gives more restrictive estimates. The function $p(\vec{r})$ defines instead a hexagonal unit cell with area $2 \pi l_{B}^{2}$. The average value of its norm is 1 , such that the average density of the system is approximately set only by its long-distance behavior, thus by $\psi_{0}$. Since we are mostly interested in the behavior in the LLL regime, we assume the following analytical form for the periodic function $p$,

$$
\begin{equation*}
p(z)=\frac{\prod_{v \in \mathrm{VL}}\left(z-\eta_{v}\right)}{\mathcal{N}} \tag{A4}
\end{equation*}
$$

where the coordinate $z=x+i y=r e^{i \phi}$ and $\eta_{v}$ is the complex coordinate $x_{v}+i y_{v}$ of the vortex $v$ belonging to the vortex lattice. The sum is taken over all the vortices in the lattice. The normalization factor $\mathcal{N}$ is chosen such that

$$
\begin{equation*}
\frac{1}{\mathcal{A}} \int_{\mathrm{uc}} d \vec{r}|p(\vec{r})|^{2}=1 \tag{A5}
\end{equation*}
$$

where $\mathcal{A}=2 \pi \hbar / B$ is the area of the unit cell of the triangular vortex lattice in the LLL regime.

To show that the main effect of the vortex lattice modulation $p(z)$ is to cancel the artificial gauge potential in the kinetic energy term of the Gross-Pitaevskii equation we apply the following Chern-Simons transformation (see, for example, the review [54], and Ref. [55] for the application of the ChernSimons transformation to vortex systems):

$$
\begin{equation*}
\psi^{\prime}(z)=e^{-i \sum_{v \in \mathrm{VL}} \arg \left(z-\eta_{v}\right)} \psi(z) \tag{A6}
\end{equation*}
$$

The Chern-Simons phase is the inverse of the phase of $p(z)$, such that $\psi^{\prime}$ is a real-valued function. This transformation is just a phase change that leaves the density $|\psi|^{2}$ invariant, and must be treated as a gauge transformation. For the transformed wave function $\psi^{\prime}$ the kinetic energy term reads

$$
\begin{equation*}
E_{\mathrm{kin}}=\frac{1}{2 m} \int d \vec{r} \psi^{\prime \dagger}(\vec{r})(-i \hbar \vec{\nabla}+\vec{A}-\vec{a})^{2} \psi^{\prime}(\vec{r}), \tag{A7}
\end{equation*}
$$

where we introduced the Chern-Simons potential:

$$
\begin{align*}
\vec{a} & =-\hbar \vec{\nabla}\left[\sum_{v \in \mathrm{VL}} \arg \left(z-\eta_{v}\right)\right] \\
& =\hbar \sum_{v \in \mathrm{VL}} \frac{\hat{x}\left(y-y_{v}\right)-\hat{y}\left(x-x_{v}\right)}{\left(x-x_{v}\right)^{2}+\left(y-y_{v}\right)^{2}} . \tag{A8}
\end{align*}
$$

This potential corresponds to a magnetic field $b$ which vanishes everywhere, except at the positions of the vortices

$$
\begin{equation*}
\vec{b}(\vec{r})=\vec{\nabla} \times \vec{a}=2 \pi \hbar \hat{z} \sum_{v \in \mathrm{VL}} \delta\left(\vec{r}-\vec{r}_{v}\right), \tag{A9}
\end{equation*}
$$

where $\vec{r}_{v}=\left(x_{v}, y_{v}\right)$ is the position of the vortex $v$. The average value of the amplitude of the field $\vec{b}$ is thus given by the density of the vortices

$$
\begin{equation*}
\bar{b}=2 \pi \hbar B /(2 \pi \hbar)=B . \tag{A10}
\end{equation*}
$$

We conclude that, on average, the contribution of the phase of the vortices cancels the gauge potential $\vec{A}$, corresponding to the fact that each vortex carries a quantum of angular
momentum. Therefore we approximate the kinetic energy of the system by

$$
\begin{align*}
E_{\mathrm{kin}} & \approx-\frac{\hbar^{2}}{2 m} \int d \vec{r} \psi^{\prime \dagger} \vec{\nabla}^{2} \psi^{\prime} \\
& =\frac{\hbar^{2}}{2 m} \int d \vec{r}\left[|p(\vec{r})|^{2}\left(\vec{\nabla} \psi_{0}\right)^{2}-\psi_{0}^{2}|p(\vec{r})| \vec{\nabla}^{2}|p(\vec{r})|\right] \tag{A11}
\end{align*}
$$

To evaluate this expression, we apply the so-called averaged vortex approximation [30]: for a system in a strong magnetic field such that $s \gg l_{B}$ and the area of the unit cell of the vortex lattice is much smaller than the system size, we can separate the rapidly oscillating contributions proportional to $p$ from the global Gaussian contribution of $\psi_{0}$. In particular we consider that $|p|^{2}$ averages to 1 whereas $-|p| \vec{\nabla}^{2}|p|$ averages to a constant $c$ which depends on $B$ only. We finally obtain

$$
\begin{equation*}
E_{\mathrm{kin}} \approx \frac{\hbar^{2}}{2 m} \int d \vec{r}\left[\left(\vec{\nabla} \psi_{0}\right)^{2}+\psi_{0}^{2} c\right]=\frac{\hbar^{2} N}{2 m s^{2}}+c \tag{A12}
\end{equation*}
$$

The constant $c$ does not depend on the parameter $s$; therefore it can be dropped in Eq. (5) because it has no effect in the estimate (6).

A similar separation between slowly and rapidly varying contributions applies to the estimate of the trapping energy [the second term in Eq. (5)]. In this case, the rapidly oscillating modulation $|p|^{2}$ averages to 1 , thus leaving only the result related to the Gaussian envelope. Concerning the contact interaction, instead, the role of the modulation is to increase the effective interaction $g$ to $b g$ with $b=\int_{\text {u.c. }} d \vec{r}|p(\vec{r})|^{4} \approx 1.1596$. This holds in the LLL approximation, whereas for weaker magnetic fields $B$, thus smaller densities of vortices, the factor $b$ decreases to 1 in the limit $B \rightarrow 0$.

The averaged vortex approximation allows us also to show that the parameter $\alpha_{\xi}$ does not depend on the long-range Rydberg interactions. We observe indeed that $\alpha_{\xi}$ is related to the ratio $2 \alpha_{\xi}^{2}$ between the vortex core and the unit cell area at the crossover between the superfluid and LLL regimes. In the superfluid phase, $p$ does not match the analytic function (A4). Its profile $|p|$ and the size of the vortex core can be determined by minimizing the kinetic and interaction energy of the superfluid in the unit cell [32]. In the limit $s \gg l_{B}$, the core area is essentially independent of the long-range Rydberg interactions since its contribution to the energy is independent of $p$. This is because of two reasons: (i) The leading contribution of the interaction energy is provided by the product of densities in well-separated unit cells, such that these densities, effectively, average to the value provided by the slowly varying Gaussian envelope and are not affected by $p$. (ii) The residual contribution of the density-density interaction within the same cell is independent of $p$ because the interaction profile is flat at short distances and the Rydberg radius $a$ in our regime of interest is typically larger than $l_{B}$; thus this contribution results in

$$
\begin{equation*}
\int_{\mathrm{uc}} d \vec{r} d \vec{r}^{\prime}|p(\vec{r})|^{2}\left|p\left(\vec{r}^{\prime}\right)\right|^{2} V_{\mathrm{Rydberg}}\left(\vec{r}-\vec{r}^{\prime}\right) \approx V_{6} \mathcal{A}^{2} / a^{6}, \tag{A13}
\end{equation*}
$$

which is independent of $p$. Therefore, we conclude that only the short-range contact interactions influence the profile $p$, and the value $\alpha_{\xi}$ is not affected by the long-range interactions.

## APPENDIX B: SCATTERING LENGTH OF RYDBERG-DRESSED ATOMS

We estimate here the scattering length determined by the van der Waals effective interaction. Our starting point is the Lippmann-Schwinger equation for the scattering state $\chi_{\vec{k}}(\vec{r})$. For the scattering in a 3D system with isotropic interactions,

$$
\begin{equation*}
\chi_{\vec{k}}(\vec{r})=\chi_{0, k}(\vec{r})-\frac{m_{r}}{2 \pi \hbar^{2}} \int d^{3} \vec{r}^{\prime} \frac{e^{i k\left|\vec{r}-\vec{r}^{\prime}\right|}}{\left|\vec{r}-\vec{r}^{\prime}\right|} \frac{V_{6}}{a^{6}+\left|r^{\prime}\right|^{6}} \chi_{\vec{k}}\left(\vec{r}^{\prime}\right), \tag{B1}
\end{equation*}
$$

where $\chi_{0, \vec{k}}(\vec{r})=e^{i \vec{k} \vec{r}}$ is an incoming plane wave, $m_{r}=m / 2$ is the reduced mass, and we use the shorthand notation $v=$ $|\vec{v}|$ for the moduli of momentum and position vectors. In particular we express the scattering wave function $\chi_{\vec{k}}(\vec{r})$ as

$$
\begin{equation*}
\chi_{\vec{k}}(\vec{r})=e^{i \vec{k} \vec{r}}+\frac{e^{i k r}}{r} f\left(\vec{k}^{\prime}, \vec{k}\right) \tag{B2}
\end{equation*}
$$

where $\vec{k}^{\prime}=k \hat{r}$ is the outgoing wave vector and $f$ is the scattering amplitude. From the previous equations we derive

$$
\begin{align*}
& f\left(\vec{k}^{\prime}, \vec{k}\right)\left[-\frac{2 \pi \hbar^{2}}{m_{r} V_{6}}+\frac{2 \pi}{i k} \int_{0}^{\infty} d r^{\prime} \frac{1-e^{2 i k r^{\prime}}}{a^{6}+r^{\prime 6}}\right] \\
& \quad=2 \pi \int_{0}^{\infty} d r^{\prime} \frac{2 r^{\prime}}{a^{6}+r^{\prime 6}} \frac{2 \sin \left(r^{\prime}\left|\vec{k}-\vec{k}^{\prime}\right|\right)}{\left|\vec{k}-\vec{k}^{\prime}\right|} \tag{B3}
\end{align*}
$$

We consider only the isotropic $s$-wave component of the scattering amplitude by taking the angular average of the previous equation. In particular, we define

$$
\begin{equation*}
f_{0}=\frac{1}{4 \pi} \int d \Omega_{r} f\left(\vec{k}^{\prime}, \vec{k}\right) \tag{B4}
\end{equation*}
$$

where $\Omega_{r}$ is the direction of the vectors $\vec{r}$ and $\vec{k}^{\prime}$. By integrating Eq. (B3) over $\Omega_{r}$ we obtain

$$
\begin{equation*}
f_{0}=\frac{-2 \pi}{3 a^{3}}\left(\frac{\hbar^{2}}{m_{r} V_{6}}+\frac{2 \pi}{3 \sqrt{3} a^{4}}\right)^{-1} \tag{B5}
\end{equation*}
$$

Considering the $s$-wave component of the scattering matrix $S_{0}=1+2 i k f_{0}$ and taking the limit $k \rightarrow 0$ we obtain the scattering length:

$$
\begin{equation*}
a_{s}=-f_{0}=\frac{2 \pi}{3 a^{3}}\left(\frac{\hbar^{2}}{m_{r} V_{6}}+\frac{2 \pi}{3 \sqrt{3} a^{4}}\right)^{-1} \tag{B6}
\end{equation*}
$$

We observe that in the Born approximation the last term in the parentheses would be neglected and the result matches the calculation in Ref. [56]. Equation (B6) results in a scattering length of approximately $0.83 \mu \mathrm{~m}$ for the typical values of the Rydberg dressing described in the main text, in proximity to the optimal point, thus to $\theta \approx 0.05$.
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