Dissipative quantum state preparation and metastability in two-photon micromasers
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We study the preparation of coherent quantum states in a two-photon micromaser for applications
in quantum metrology. While this setting can be in principle realized in a host of physical systems,
we consider atoms interacting with the field of a cavity. We focus on the case of the interaction
described by the Jaynes-Cummings Hamiltonian, which cannot be achieved by the conventional
approach with three-level atoms coupled to the cavity field at two-photon resonance. We find that
additional levels are required in order to cancel Starks shifts emerging in the leading order. Once this
is accomplished, the dynamics of the cavity features a degenerate stationary state manifold of pure
states. We derive the analytic form of these states, and show that they include Schrédinger cat states
with a tunable mean photon number. We also confirm these states can be useful in phase estimation
protocols with their quantum Fisher information exceeding the standard limit. To account for
realistic imperfections, we consider single-photon losses from the cavity, finite lifetime of atom-levels
and higher-order corrections in the far-detuned limit, which results in metastability of formerly
stationary cavity states and long-time dynamics with a unique mixed stationary state. Despite
being mixed, this stationary state can still feature quantum Fisher Information above the standard
limit. Our work delivers a comprehensive overview of the two-photon micromasers dynamics with
particular focus on application in phase estimation and, while we consider the setup with atoms

coupled to a cavity, the results can be directly translated to optomechanical systems.

I. INTRODUCTION

There is currently an intense effort to engineer quan-
tum states in a number of platforms ranging from
atomic ensembles to nanomechanical, cavity and circuit
QED systems. The impressive experimental progress is
documented by the creation of Schrodinger cat states
with more than 100 photons, together with the so-
called compass states [1], in circuit QED [2], genera-
tion of squeezed coherent states in mechanical oscilla-
tors [3-6], and squeezed cat states using light at optical
wavelengths [7-9], travelling (itinerant) squeezed coher-
ent states in the microwave domain [10-12] and spin-
squeezed states in atomic ensembles [13]. There are
also experimental developments and theoretical propos-
als for interfacing different platforms in hybrid setups
such as coupling mechanical oscillator with passing Ryd-
berg atoms via electric charge [14] or with NV center via
magnetic field [15].

Nowadays, the generation of quantum states goes be-
yond the well-established paradigm of squeezed coher-
ent and cat states. A general paradigm of dissipative
quantum state preparation was developed in [16, 17],
and encompasses the so-called grid states [18-20], as
well as squeezed and displaced superpositions of a fi-
nite number of phonons [21, 22]. The produced quan-
tum states find applications to quantum information pro-
cessing and quantum enhanced sensing [23-25], ranging
from ultra sensitive force measurements in optomechani-
cal systems [26, 27] to probes of macroscopic-scale deco-

herence [28, 29] or dark matter detection [30].

Among possible approaches to the robust quantum
state engineering are those based on two-photon pro-
cesses. In the seminal work on two-photon micromasers
by Haroche and co-workers [31, 32] a stream of three-level
atoms passed through a microwave cavity allowing for
photon exchange between the cavity field and the atoms.
For the energy gap between the ground and the excited
(top) atom levels equal to double the frequency of the
cavity and the middle level being far-detuned, the result-
ing dynamics corresponded to a simultaneous exchange
of two photons between the atom and the cavity [31, 33—
35]. Following this work the two-photon resonance is now
exploited in stabilization of Schrédinger cat states [36],
in an ultrasensitive electro-measurements based on Ryd-
berg atoms interacting with a microwave cavity [37], in
two-photon lasing by a superconducting qubit [38], or in
dynamical protection and reservoir engineering in circuit
QED [39-41]. Despite the importance of the two-photon
interactions in generation, manipulation and exploitation
of quantum information, it has been shown that the two-
photon micromasers based on three-level systems feature
only squeezed vacuum (squeezed single photon) or a Fock
state as their stationary states [42].

In this work we demonstrate that the limited set of
two-photon micromasers stationary states is due to the
Stark shifts present in the effective two-photon dynam-
ics [31, 33-35]. We show that the Stark shifts can be re-
moved by considering a scheme with (5 + 1)-level atoms,
where four single-photon transitions are driven by the
cavity field and one transition is driven by a classical Rabi



field (see Fig. 1). This leads to the atom-cavity interac-
tion given by a two-photon Jaynes-Cummings Hamilto-
nian [43] without the spurious Stark shifts, and opens
doors to the dissipative generation of novel pure quan-
tum states.

For a pure state of incoming atoms, we derive the re-
sulting pure stationary states, which depend both on the
initial atomic state and the time-integral of the atom-
cavity coupling strength, in contrast with the 3-level
setup where the stationary state depend only on the
atomic state [42, 44, 45]. We investigate the usefulness of
the generated state in phase estimation by means of the
quantum Fisher information (QFI) [46-48] and find that
a number of states yields the QFI exceeding not only the
standard quantum limit, but also the performance of the
squeezed coherent, cat and squeezed cat states generated
by the micromaser in the weak-coupling limit. Some of
the generated states with a high QFI display a delocal-
ized Wigner function [49] and bear resemblance to the
so-called grid states [18-20].

To account for cavity imperfections and finite detun-
ing of the cavity fields from the atomic transitions, we
consider single-photon losses from the cavity and higher-
order corrections to the effective two-photon atom-cavity
interaction. In the limit of a small loss rate and large
detunings, we discuss the resulting metastability of the
pure states and their long-time dynamics leading to a
unique mixed stationary state of the cavity field [50].
In the weak-coupling regime, our results are consistent
with the recent findings for the harmonic oscillator with
two-photon driving and two-photon losses, which features
Schrodinger cat states as pure stationary states [39, 51],
but in the presence of single-photon losses, displays mix-
ing dynamics and a unique stationary state [52-54]. Im-
portantly, we find that, although the stationary states of
the cavity are no longer pure, their QFI can still feature
enhancement beyond the standard quantum limit.

The article is structured as follows. In Sec. II we fdis-
cuss the dynamics of micromaser with (5+1)-level atoms
leading to the effective two-photon dynamics in the far-
detuned regime. In Sec. III we investigate the resulting
pure stationary states of the cavity field, while in Sec. IV
we include the effects of higher-order corrections, single-
photon losses, atom decay and distribution of atom veloc-
ities. Motivated by the application in quantum metrol-
ogy, in Sec. V we characterise the dissipatively generated
states by the QFI. Finally, in Sec. VI we discuss possible
experimental platforms, and conclude in Sec. VII.

II. TWO-PHOTON MICROMASER WITH
(5+1)-LEVEL ATOMS

In this section we introduce the (5+1)-level model
of the atom-cavity interaction, and, in the far-detuned
limit, derive the effective two-photon dynamics with tun-
able Stark shifts. We further focus on the case when the
Stark shifts are cancelled, and discuss the corresponding

micromaser dynamics. This condition will prove to be
crucial for dissipative generation of novel pure quantum
states of the cavity presented in Sec. III.

A. Atom-cavity interaction

We consider (5+1)-level atoms with the levels |j) and
the energies I, j = 0,1, ...,4, a, and the cavity field with
the frequency w. The transitions |j — 1) <> |j) are cou-
pled to the cavity field with the strengths g;, 7 =1, .., 4,
and the transition |3) < |a) to the auxiliary level |a)
is driven by a classical field of frequency w. and Rabi
frequency G [see Fig. 1(a)].

We assume that the detunings A;, j = 1,..,4, and §,
defined as

J
(Bj —Eo) =jw+ Y Ay j=1,.,4, (1a)

i=1
3

(Ea— Eo) =3w+ Y Aj+wa +4, (1b)
=1

are much smaller than the corresponding energy gaps,
|Aj] < 2w for j =1,..,4, and || < 2w, cf. Fig. 1(a),
which leads to Jaynes-Cummings Hamiltonian via the
rotating wave approximation,

4 J 3
HO:ZUijAi+Jaa<6+ZAj)7 (23)
j=1 i=1 j=1

4
Hiy = azgj 0jj—1) + Goaz + Hee.,, (2b)

j=1
where o;; = |i)(j|, a and a' denote the cavity annihi-

lation and creation operators, A = 1, and we consider
the frame rotating with we 0., + wN, where N = afa +
ijljajj + 30aa (see Appendix A1). Since the total
number of excitations N is conserved by H = Hg + Hiy,
the dynamics can in principle be solved by diagonalising
H in 6-dimensional eigenspaces of N.

B. Effective two-photon interaction

In order to obtain two-photon dynamics of the atom
and the cavity, we assume two-photon resonance

Ag = —Ag = A, (3)

which leads to degeneracy of |1) and |3) in Hp, and con-
sider the levels |0), |2), |4) and |a) to be far detuned from
the one-photon transitions, i.e., |g;/A;| < 1, j=1,..,4
and |G/d] < 1. In this case Hiy in Eq. (2b) can be
treated as a perturbation of Hy in Eq. (2a) by means of
adiabatic elimination [55-57]. In Appendix A 2 we show
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FIG. 1. (a) Atomic level structure: the transitions |j — 1) < |j), j = 1,..,4 are coupled to the cavity field with the

strengths g; and detunings A;. The transition |3) <> |a) is driven by a classical field with Rabi frequency G and detuning § (see
Sec. ITA). (b) Micromaser: atoms are passing through a lossy cavity one at a time, interacting with a single-mode quantized
cavity field of frequency w (orange) and a classical Rabi field G of frequency wq (green). (c) Effective dynamics: at the
two-photon resonance Ay = —Ag, the (5+1)-level model reduces to an effective two-photon Jaynes-Cummings interaction with
the coupling strength X\ between the cavity field (depicted as a quantum harmonic oscillator) and the effective two-level atom
with ground and exited states |1) and |3) (see Sec. II B). (d) Micromaser dynamics in weak-coupling regime: the Wigner
function (15) for the cavity state is shown. The initial coherent state |a) with a = 0.6 evolves first into a DFS spanned by
the odd and even cat states (time t1), which would be stationary if not for single-photon losses from the cavity that renders
it metastable. After the first metastable regime, the macroscopic coherence dephases (time t2), leading to metastable mixture
of coherent states. This mixture then finally relaxes into a unique stationary state (time ¢ = co) via mixing dynamics. In
the second metastable regime (¢ > ¢2), the system state features a single reflection symmetry, while the final parity-symmetric
stationary state features two reflection symmetries (see Sec. II C). The parameters as in Fig. 6(b), see Sec. IV B for discussion.

that up to the second order the dynamics couples only
the levels |1) and |3) via the effective Hamiltonian

Heg = _79293 a’og) — 79293 aoys (4)
|91|2 T |g2|2 |91\2
+ [ AL a'a A AL 011

1G] | lgs? o (lgal® | lgsl
|:( S + A +a'a A4 + A 733,

where we omitted A; (011 + 033) (constant in the sub-
space of |1) and |3)). As H.g conserves the number of
excitations Neg = a'a + 017 + 3033, the corresponding
atom-cavity dynamics can be solved exactly by diago-
nalising H.g restricted to 2-dimensional Neg eigenspaces
(see Appendix C).

The second and third lines in Eq. (4) correspond to
the Stark shifts, which crucially influence the dynamics
of cavity coherences in the Fock basis (cf. [34, 58-60]).
In particular, the Stark shift are cancelled when

2 2
2 2

|9A4L _ _IgZI (5b)
2 2 2

|C(;;| _ |g3| Z |92| , (50)

in which case the Hamiltonian (4) reduces to the two-
photon Jaynes-Cummings Hamiltonian [43]

Heg = Na*o31 + N a? o3,

(6)

where A = —gag3/A is the effective two-photon coupling

strength [see Fig. 1(c)] and we omitted IHi (011 + 033)
(constant in the considered subspace of |1) and |3)).

We emphasize that (541)-level scheme in Fig. 1 is a
minimal model to cancel the Stark shifts [cf. Eq. (5)].
This is the case on which we focus on in this work, mo-
tivated by the dissipative generation of a plethora of dis-
tinct pure quantum states in Sec. III. Actually, in Ap-
pendix C we show that only in this case the adiabatic
two-photon dynamics between the cavity and the atoms
generates stationary states of the cavity which are pure
and dependent on both the atom state and the atom-
cavity coupling. For any other setup, including the 3-
level scheme [34, 35, 42, 44, 61]

_ 9293 9293
HSH level _ - a? 31 — % at? o13 (7)
B ‘QQ‘Q + _ |g3|2

A a'aoqq A (aTa + 1) 033.

(obtained with |Aq],|A4l, 6] = oo or equivalently g; =
g4 = G = 0), pure stationary states, if generated, always
correspond to the squeezed vacuum state and squeezed
single-photon state, independently from the atom state.
Furthermore, this means that our study, together with
the earlier work [42, 44, 61], provides the complete analy-
sis of dissipative generation of pure states in two-photon
micromasers based on single-photon Jaynes-Cummings
interaction [62].



C. Two-photon micromaser

The micromaser is a setup in which atoms pass
through the cavity, one at a time, and interact with its
field [see Fig. 1(b) and Appendix B 1]. We consider atoms
of the same velocity (a monochromatic beam) and ini-
tially in a pure state (|cg|® + |ce|® = 1)

|Yat) = cg 1) + ¢ |3), (8)

where the amplitudes ¢, and ¢, will enable us to control
the coherence of the generated cavity states. Since the
effective dynamics couples only |1) and |3) levels, they
can be viewed as the ground state and the excited state
of the effective two-level atom interacting with the cavity.

Micromaser dynamics. In the frame rotating with the
free Hamiltonian, the cavity state changes only when an
atom is passing through. For an atom in a pure super-
position, Eq. (8), interacting with the cavity for time 7,
the state of the cavity after passage of k atoms is

P = My p* M = My [p*I](9)

Jj=g.e
where the Kraus operators [cf. Eq. (6)]
M, = (1]Te o dtHeur®]y )
" sin (¢\/ a? aTQ)

= ¢g COS ((b\/ at? a2) —icea Nk (10a)
M, = (3|Te 1 Jo dtHete(®) |y
sin (d)\/ at? a2>
= —icga® ————=7% + Ce COS (¢>v a? aTz).
VarZa2 (
10b)

with 7 denoting time-ordering and the integrated cou-
pling strength ¢ = fOT dt \(t) [63]; see Appendix B1 for
derivation.

For atoms arriving to the cavity at the rate v [31, 64,
65], the average micromaser dynamics is governed by the
master equation [66, 67]

d
3P = v Molp()] —vp(t) = Lo[p®)].  (11)
In this work, we mostly consider the continuous dynamics
(11). The comparison of the results to the case of discrete
dynamics (9) can be found in Appendix I.

The subscript 0 in Egs. (9) and (11) indicates the far-
detuned limit in which two-photon dynamics in Eq. (6)
is achieved. We consider the effect of the higher-order
corrections to this limit, as well as single photon losses,
later in Sec. IV, while the influence of approximately ful-
filled conditions of Egs. (3) and (5), a mixed atom state,
and a non-monochromatic atom beam, is discussed in
Appendix G.

Properties. The micromaser dynamics generated by (10)
features only two-photon transitions, so that the parity

P=(-1)® (12)

commutes with the Kraus operators,
[Mg.e, P] =0. (13)

and is conserved during the evolution,

St [Po(t) = T (PLo [o(0)]} = T [£4(P) pl1)] =0,
(14)

as we have MI)(P) = P and thus CEE(P) = 0. In partic-
ular, a cavity state initially supported in the even (odd)
subspace, remains there at all times, which implies the
existence of even and odd stationary states. We will show
in Sec. IIT these stationary states are generally pure.

The Kraus operators (10) become real upon the trans-
formation a + e~1(?/2=7/D g where c;/ce = €'?|cg/col.
Therefore, an initial state of the cavity with real-valued
coefficients in the transformed basis, remains real at all
times, and so the odd and even stationary states must be
real-valued in this basis.

Conservation of the parity and real valued dynamics
are reflected in the reflection symmetries of the Wigner
function [49, 68] for the stationary states,

W(a) = 2Tr[pD(0) PD(~a)] (15)

where D(a) = exp (oazJr - a*a) is the displacement op-
erator [see Figs. 2(a) and 3]. First, for an even or odd p,
we have PpP = p, while P? = 1 and PD(a)P = D(—a),
and thus W(a) = 2Tr{p[PD(a)P|P[PD(-a)P]} =
W(—a), which is the inversion symmetry. Second,
for a real-valued cavity state in the transformed ba-
sis a — e #2771/ we have W(a) = W*(a) =
2Tr[p* D(a*)PD(—a*)] = W (a*), which is the reflection
symmetry with respect to the real axis [cf. the system
state for t > t9 in Fig. 1(d)]. Therefore, together with the
inversion symmetry, we also obtain the reflection symme-
try with respect to the imaginary axis.

III. PURE STATIONARY STATES OF
TWO-PHOTON MICROMASER AND
RELAXATION TIMESCALES

We now show that the two-photon micromaser intro-
duced in Sec. II features pure stationary states of the
odd and the even parity. The coherences between the
states are also stationary, forming a decoherence free sub-
space [69-71]. In particular, in the weak-coupling limit,
the stationary states become odd and even Schrodinger
cat states [72, 73] with a tunable mean photon number.
We also discuss the possibility of trapping states [42],
which, in turn, provides an insight into emergent slow
timescales during the relaxation towards the pure sta-
tionary states.



A. Pure stationary states

The stationary states of the cavity satisfy %pss =
Lo (pss) = 0, which is equivalent to Mg (pss) = Pss-
When the stationary state is pure, pss = |[Pes{Pss, it
is necessarily an eigenstate of all Kraus operators,

Mgllpss> = a|\IISS>7

Me|\llss> = 5|\IJSS>
Indeed, in order to maintain its purity, the cavity state
must be uncorrelated from the outgoing atom state,
e HT A |y ) © [Uy)) = (all) + B[3) © [Vs)
[cf. Eq. (10)] and we have |a|? + |3|> = 1 from the state
normalisation.

(16a)
(16b)

Recurrence relation.  For the pure stationary state
|Wes) = D g cnln), Eq. (16) corresponds to

Q Cpya = Cg COSp (@) Cpqa — ice sing (@) cp, (17a)
B ¢n = —icg sing (@) cnya + Co €08, (@) Cn, (17b)

where we defined cos, (¢) = cos[¢/(n+ 1)(n + 2)] and

sin,(¢) = sin[¢py/(n+1)(n+2)]. The solutions ex-
ist when the determinant of Eq. (17), af + cecy —
cosy (@) (ace + Beg) is 0, and, thus,

a==+c, B=7Fec, (18)

leading to recurrence relation for coefficients of the sta-

tionary states,
. +
Ce Slnn<¢) = jFl ci [Cotn <¢>:| Cr-
Cg 2
(19)

T cg 1 F cos, (@) ¢
We note that the odd and even stationary states are de-
termined independently by Eq. (19), which a consequence
of the parity conservation (cf. Sec. II C). Here we assumed
that ¢y # 0 and 1Fcos, (¢) # 0; we revisit these assump-
tions in Sec. IIID.

Cn42 =

Boundary conditions. Since a%|0) = 0 = a?|1), from
Egs. (10) and (16) we also obtain the boundary condi-
tions

Qcy = CgCo, Q€L = Cg Cl, (20)
which determine the outgoing atom state as
a=c and f=—c,, (21)

independently of ¢ [42, 44]. Therefore, the recurrence
relation (19) leads to the existence of odd and even pure
stationary states,

UL = co|0) —l—coz (—i)n nl—[lcotgk( ) |2n)

n=1

(22a)

n n—1

H Cotgk_,_l( ) 12n + 1),

(22b)

U_) = ¢i]1) +clz <1>

where ¢y and c; are determined, up to a phase, by the
state normalisation. In contrast to the case of the 3-level
micromaser [42, 44], here the stationary states are depen-
dent not only on the incoming atom state, (8), but also
on the integrated coupling ¢, which allows for dissipa-
tive generation of plethora of distinct stationary states;
in Fig. 2 we show a few examples.

B. Stationary decoherence free subspace

Since the eigenvalues « and (8 of the Kraus operators
M, and M, [cf. Egs. (16) and (18)], are the same for the
odd and the even pure stationary states, the even-odd
coherences, |0 X¥_| and |¥_)T,| are also stationary,
ie.,

Lo (|0 )_[) = v (ara” + B2 — 1)WY W_| :(0. |
23
Therefore, any superposition of |¥,) and |¥_) is sta-

tionary, forming a decoherence-free subspace (DFS) of a

qubit [69-71]. The existence of the DFS can be made
apparent by choosing the shifted Kraus operators
My = M, — ¢l (24a)
M, = M, + .1, (24D)

as jump operators in the master equation (11), in which
case from ¢ My — cg M — ctMe+ceMJ = 0 [cf. Eq. (10)]

—p(t) = % > [21%@)@ — MJM; p(t) -

Jj=g,e

p(t) MM,

(25)
The pure stationary states |U4) and |¥_) are both dark,
ie., Mgo|Wy) = 0, and thus their coherences do not
decay.
In general, the asymptotic state of the cavity is

p =1l (p)

= (W Xy | Tr(Lyp) + @YW Tr(L_p)

WD Te(Ly—p) + (@YW Te(Lyp),
where the superoperator Il projects the initial cavity
state p on the stationary DFS with 1, = (1 4+ P)/2 and
1_ = (1—P)/2 being the projections on the odd and even
subspace, and Ly = LT, with Tr(Ly_ [0, X¥_[) =1
supported in the even-odd coherences, which structure
reflects the parity-conservation [39, 74, 75]. Furthermore,
dynamics conserves 1, 1_, Ly, L_,, and thus L, _,
L_ can be obtained numerically as

Lo (W)W ).

3 t[:o
Ame (20)

Ly = tlir&e (27)

C. Schrdodinger cat states in weak-coupling limit

We show that in the limit of the weak coupling,
Schrédinger cat states are recovered as stationary states
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FIG. 2. Pure stationary states of cavity dynamics: (a) Wigner function [Eq. (15)] for even cavity stationary states
corresponding to the parameters in (c) [and indicated in Fig. 8(d)]. The two reflection symmetries (along diagonal grey lines)
are due to the stationary states being parity-symmetric and real-valued (after adding the phase 7/4) (see Sec. IIC). (b) The
photon-number distribution of the states (blue bars, only even photon numbers) is compared to that of the coherent states with
the same average photon-number (n) (red dashed lines). Blue dashed lines show cot3,(¢/2)/10, which diverges as 4/ sin3,, (¢)
[grey dashed lines] for soft walls concurring with the boundary condition for stationary states (see Sec. IIIE). (c) Properties
of stationary states (i-ix): the parameters (K, c.) [which determine ¢ by Eq. (35), where the hard wall is at m = 20; for ¢ see
also the last panel in Fig. 8, while ¢, = /1 — ¢2], the mean photon-number (n), the variance An?, the enhancement (79) in
phase estimation, the maximal rate related to even soft wall maxo<an<m 1/sinzn(¢), and the estimated number of atoms kg
for which the stationary states are reached, as characterized by the fidelity F[pss; p(k)] = Tr \/\/pss p(k)/pss > 0.99, for the

cavity initially in the vacuum state |0).

of the cavity and its dynamics corresponds to two-photon
drive and two-photon losses [39, 52-54, 76, 77| [see
Fig. 1(d) and state (i) in Fig. 2].

Steady states. In the limit of the weak coupling, |¢| < 1,
the recurrence relation (19) with the boundary condi-
tion (21) can be approximated as

. Ce
i
Cg

Cnt2
Cn

2
PN RO R { o

identifying the stationary states as the odd and even
Schrodinger cat states [72, 73] [see the state (i) in Fig. 2]

x| 2¢
a=¢e ' =, 29
Vo 9

with the coherent state |a) = e~121*/23°° o /\/nl|n).
For validity of the approximation (28) we require that the
neglected terms are small, e.g. the first-order corrections

) £ | — )
V2 £ 2¢—2la’

W) ~

Z—qu)\/(n T+ 2)] ,

to the fidelity,

=1 cel? 1]ecel?
Y clel? || =3 <1 (30)
=3 Cg 3 |cg

Therefore, the conditions for obtaining Schrédinger cat
states are

|l <1 and e < 1. (31)

We emphasise that the conditions on the parameters c,
and ¢ are independent, and thus their ratio, as well as
the value of a, do not need to be small [cf. the state (i)
in Fig. 2]. Indeed, for large || we have that the photon
distribution is centered around 2|c./(cg¢)|, since (n) ~
|a|? ~ A?n, and thus the approximation in Eq. (28) is
still valid when |c.| < 1 [cf. Eq. (31)].

Dynamics. The Kraus operators in Eq. (24) can be ex-
panded in ¢ up to the quadratic terms in ¢ and ¢, [cf.



Eq. (31)] as
—~ @?
M, = —icepal® — gy at?a? = 0, (32a)
M, ~ 2¢l —icyda?, (32b)

where in the first line we further neglected the terms
which will contribute only in the fourth order to Eq. (25).
Therefore, we arrive at the cavity dynamics

3P~ ~ilgspna’ + gapna'?, pl (33)

+hapn a’pat? — % (a*"a® p + pa*'a?)
with
Raph = vleg[*0%,  (34)

which are of the second order [cf. Eq. (31)]. Eq. (33)
describes an extensively studied model of two-photon
drive and two-photon losses [39, 52-54, 76-79] leading
to o = e_i”/4\/2ggph/f<;2ph in Eq. (29). In particular,
the conserved quantities Ly _ and L_, in Eq. (27) are
known exactly [39] and thus so are the asymptotic states
in Eq. (26). In Appendices G 2c-G2e we show that the
two-photon cavity dynamics in Eq. (33) is robust to both
non-monochromaticity of the atom beam and decay of
the atom state towards levels uncoupled from the cavity
field, but it is modified by two-photon injections when
the atom state entering the cavity is mixed rather than
pure [cf. Eq. (8)].

E3
gaph = VCgCe ¢ and

D. Trapping states

Here we characterise the atom-cavity coupling
strengths leading to the disconnected cavity dynamics.
Among others, this situation allows to prepare the
cavity in fixed photon number states, so called trapping
states [42]. We also discuss the purity of the resulting
coherent stationary states.

Hard walls. The terms in the Kraus operators, Eq. (10),
that connect the cavity states |m) and |m + 2) are pro-
portional to sin,,(¢$). Therefore, when the integrated in-
teraction strength ¢ gives sin,,(¢) = 0 for some m, that
is
¢ = K with K =+1,+2,..., (35)
(m+1)(m+2)

so that cos,,(¢) = (—1)%, the Kraus operators become
block-diagonal in the Fock space, with the dynamics on
the left (photon numbers n < m) and on the right
(n > m) being independent. As the initial cavity state
supported below m and of the same parity as m, remains
supported below m at all times, we refer to this case
as a hard wall at m. This provides natural truncation

points for the cavity Hilbert space in numerical simula-
tions, which we exploit in Figs. 2-10.

Trapping states. For the cavity pumped by the excited
atoms (|ce| = 1, ¢g = 0), a hard wall at at m corresponds
to a trapping state |m}, and thus can be used to obtain a
fixed photon number. Indeed, for a first hard wall at m1,
when the initial cavity state is of the same parity as m;
and is supported below mq, the asymptotic state is the
pure trapping state |Uy) = |mq). A general initial state
of the cavity evolves into a mixed state supported on all
trapping states |m,), and the asymptotic distribution,
P = (My|pss|mn), is given by the initial supports be-
tween subsequent walls of the same parity. It is also possi-
ble for coherences between the trapping states |m,,) to be
stationary, which takes place when cos,, (¢) = (—1)%»
[cf. Eq. (35)] are of the same sign [cf. Eq. (23)]. In con-
trast, in the absence of even (odd) hard walls of a given
parity, the cavity energy increases without a bound and
there is no even (odd) stationary state.

We now show that the cavity dynamics features either
no trapping states, or infinitely many (see Appendix D).
This is due to the fact that, for a given coupling strength
¢ and the parameters m; and K of the first wall, Eq. (35)
for m,, and K,, of another wall corresponds to the Pell
equation [80, 81],

22— Dy? =1, (36)

where the arguments ¢ = 2m,, + 3 and y = 2K, /K;
and the parameter D = (my 4+ 1)(m1 + 2). As D is not
a square of an integer, the hyperbolic equation (36) is
known to feature infinitely many integer solutions [82],
which translate into the recurrence relation

My = Mp_1(2my + 3) + 3(my + 1) (37a)
+2(my +1)(m1 +2) K1 /Ky,
K, =K,-1(2m; +3) + K1 (2m,_1 + 3). (37b)

Therefore, the position m,, of hard walls grows exponen-
tially with n,

(2m1 r34 2\/5) +(2m1 13- 2@)
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while the parity of m,, and K, is determined as in Tab. I.
For m; odd only odd trapping states exists, with all co-
herences stationary for K; even, while for K; odd only
coherences between every second trapping state do not
decay. For mgy even, the coherences between all (even
and odd) trapping states are stationary when K is even,
while for K7 odd, only the coherences between the trap-
ping states of the same parity remain.

—3,(38)

my, =

Coherent stationary states between hard walls. For atoms
prepared in the superposition (8), a hard wall at m
implies boundary conditions for pure stationary states.
Namely, for sin,, (¢) = 0 and cos,,(¢) = (—=1)¥, Eq. (17)
gives

ch — (_1>Kcecm7 (39)



cosm, (¢) =1 cosm, (¢) = —1
e even May, 0odd, Mant1 even|ma, odd, man4+1 even
1ev COSm, (¢) =1 coSm,, (¢) = (=1)"
i odd my odd my, odd
! oS, (@) =1 coSm, (¢) = (=1)"
TABLE 1. Parity of hard walls located at m, from

Eq. (37) [cf. Eq. (35)]. The blue shaded case is the only situ-
ation leading to pure coherent states between the hard walls
[cf. Egs. (39) and (40)].

for the coefficient ¢, of the pure stationary state before
the wall, and

A mya = (1) ¢g e, (40)
for the coefficient ¢, 2 of the pure stationary state after
the wall. Therefore, for a pure stationary state to exist
between subsequent walls of the same parity, at m,, and
Mps, COSm,, () = — o8y, , (@), and, thus, odd K, — K,
is required [see Eq. (35)]; otherwise a stationary state
between m,, and m, is mixed, but still coherent in the
photon number basis [cf. Appendix G 2c].

In general, from Tab. I, the stationary states between
the walls are pure only when both m; and K; are odd,
i.e., there are only odd hard walls. Otherwise, the sta-
tionary states must be mixed, except for the stationary
state before the first wall for odd K [cf. Eq. (20)]. They
can be approximately pure if the support of the state
vanishes at one of the hard walls [see Fig. 3(b) and [83]].

All coherences between pure and mixed stationary
states decay [84], and only the coherences between the
pure stationary states with the same boundary condition
are stationary (every second state for m; and K7 odd), as
the boundary conditions in Egs. (39) and (40) determine
the eigenvalues of the Kraus operators [cf. Eqgs. (23)].
The latter is a consequence of the hard wall imprinting,
with every passing atom, the opposite phases on the two
stationary states before and after the wall, so that on av-
erage the coherence undergoes dephasing and decays at
the rate 2v [85] [see Fig. 3(a)].

E. Relaxation timescales

We now discuss how slow timescales arise in the re-
laxation towards pure stationary states as a result of
approximately disconnected cavity dynamics. Further-
more, such structure of the dynamics facilitates mul-
timodal photon number distributions in the stationary
states. Derivations and further discussion can be found
in Appendix E.

Soft walls. We now consider the case when the terms in
the Kraus operators of Eq. (10) that connect the cavity
states |m) and |m + 2) are close to 0, i.e. sing,(¢) =~ 0,
but not equal 0, so that the Kraus operators are only
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FIG. 3. Steady states in the presence of hard walls.

The photon-number distribution P(n) and the Wigner func-
tion [Eq. (15)] for: (a) the equal mixture of the odd pure
stationary states obtained from the initial superposition of
odd Fock states (|1)+]15))/v/2 for ce = 0.3 and the hard wall
(dashed gray) at m = 11 with K = 1 (¢ = 0.252) (b) the
approximately pure stationary state obtained from the initial
vacuum state |0) for cc = 0.4 and the hard wall at m = 12
with K = 8 (¢ =~ 0.593).

approximately block-diagonal. We refer to this situation
as a soft wall at m.

Relazation timescales. The cavity dynamics with soft
walls, sing,(¢) ~ 0, can be considered as a local pertur-
bation of the dynamics where the soft walls are replaced
by hard walls, sin,,(¢) = 0. As discussed in Sec. IIID,
this auxiliary dynamics features stationary states sup-
ported between the introduced hard walls. As in reality
the walls are soft, those states are not stationary, but be-
come metastable [50, 86] and at long times undergo the
effective dynamics at rates proportional to the perturba-
tion size, i.e., vsin? (4). Since the perturbation is local,
the effective dynamics connects only states across a single
soft wall or introduces coherences between states sepa-
rated by two walls. Furthermore, the dynamics rates are
proportional to the state amplitude directly next to the
soft wall, so that for the small amplitude the timescales
of the dynamics are further extended [cf. the last two
columns in Fig. 2(c)].

Multimodal pure stationary states. It follows from
Eq. (22) the stationary state of long-time dynamics
across soft walls of a given parity must be pure. It
is, however, approximately composed only from the
metastable states supported between the walls, which can
be pure or mixed depending on the wall boundary con-
ditions (see Sec. III D). Therefore, the stationary state



is approximately supported only on the pure metastable
states, which, furthermore, obey the same boundary con-
ditions as in Eq. (20) to ensure metastable coherences
between them [in Fig. 2(b) the states after a blue and
before a grey soft wall]. As a result, the photon number
distribution in the stationary state is multimodal, as the
pure states with the same boundary conditions are sep-
arated at least by two walls [cf. Egs. (39) and (40), and
see Fig. 2(b)]. Although, in general long experimental
timescales are needed to prepare such multimodal pure
states, they can be highly useful for quantum metrology
applications, which we will discuss in Sec. V.

Finally, we confirm that the effects from soft walls indeed
play an important role in the cavity dynamics, as for any
integrated coupling strength ¢ such that ¢ /7 is irrational
or ¢/m = p/q is rational with the even irreducible numer-
ator p, there exists infinitely many soft walls (see Fig. 4).
Indeed, from Taylor series

¢\/m:¢(n+g)+0(i), (41)

so that for n large, sin, (¢) =~ sin[¢(n+ 3/2)] corresponds
to n rotations of a unit circle by ¢ with the initial phase
3¢/2. For an irrational ¢/m, values " for all n are
dense in the circle, so that they pass within an arbitrary
proximity by any point on the circle, and this takes place
infinitely many times by Poincaré recurrence theorem.
Therefore, the cavity dynamics features infinitely many
soft walls with sin,(¢) arbitrarily close to 0, for both
parities [see ¢3 in Fig. 4 and [87]].

In contrast, for a rational ¢/7 = p/q, values of e" are
periodic with the period ¢ for even p, and 2q for odd p.
Therefore, from Eq. (41), the values of sin,(¢) become
approximately periodic for large n, but with a shift in
phase by 3¢/2 [see ¢1 and ¢2 in Fig. 4(b)]. Nevertheless,
soft walls appear periodically when sin[¢(m + 3/2)] =
0 = sin(k7), which requires (2m+ 3)p = 2kq, i.e., p to be
even. In this case soft walls appear at m of both parities
(q is odd) with cos,, (¢) ~ cos[¢p(m+3/2)] = (—1)?/? and
sin, 2 (6) ~ (8m + 12)2/$? [see ¢o in Fig. 4(a)].

IV. NOISE AND HIGHER-ORDER EFFECTS IN
MICROMASER DYNAMICS

In Secs. II and III we considered the cavity dynam-
ics in the far-detuned limit, where the interaction with
atoms was given by the two-photon Jaynes-Cummings
Hamiltonian in Eq. (6). The parity of photon number
in the cavity was conserved leading to existence of even
and odd stationary states, which were in general pure
and with coherences between them also stationary.

Here we discuss how the dynamics and the stationary
states of the cavity are modified due to imperfections of
the two-photon setup and the presence of noise affecting
atoms or the cavity. That is, we consider higher-order
corrections to the two-photon approximation of Eq. (6)
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FIG. 4. Soft walls. (a) The function sin;,*(¢) for: rational
¢1/m = 5/7 (blue dots), ¢2/m = 6/7 (red circles), and irra-
tional ¢3/m = 7/+/210 (gray diamonds), with the hard walls
(grey lines) at m1 = 13 and mo = 839. For ¢; the walls re-
main finite, in contrast to ¢2, where sin,, 2(qz5) diverges as n =2
[cf. Eq. (41)] and ¢3, where soft walls appear due to recur-
rence of the irrational rotation. (b) The orbits for both ¢1
and ¢ are approx. periodic (with period 14 and 7), while for
¢3 the orbit is dense.

and approximately fulfilled conditions in (5) (Sec. IV A),
non-monochromaticity of atom beam and decay of atom
levels (Sec. IV C), and single-photon losses from the cav-
ity (Sec. IVB).

In order to understand how robust are the results of
Sec. III we consider weak noise and small higher-order
effects. The distinct parameter scales lead to a clear sep-
aration of timescales in the dynamics, known as metasta-
bility [50]. This, together with weak or strong parity
symmetries [74, 75], enables us to obtain the analytic in-
sight both into long-time dynamics and stationary states
in a realistic micromaser. Furthermore, we revisit this
assumption in Sec. IV D, where we consider the noise
faster than the longest timescales of the dynamics set
by the relaxation across soft walls (cf. Sec. IIIE). The
derivations can be found in Appendix G, while a short
review of metastability theory for open quantum systems
is provided in Appendix F.
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FIG. 5. Dynamics of (5+41)-level micromaser versus effective 2-photon micromaser. The fidelities Fpss; p(t)] =
Tr \/\/pss p(t)\/pss of the stationary state pss in the two-photon micromaser with respect to its evolving state p(t) (blue solid
line), Eq. (11), and to the evolving state p(t) of (5+1)-micromaser, Eq. (B9), for increasing values of detuning (orange, green,
red solid lines), while keeping the integrated coupling ¢ constant. Excellent agreement is observed during the metastable regime,
whose length increases with the square of the detuning and coupling strength ratio, and is followed by the long-time dynamics
well-approximated by the effective dynamics in the DFS (black dotted lines), Eq. (45). These results are observed for different
atom states, coupling strengths, and initial cavity states: (a) ce = 0.3, ¢ = 1.0, |¢in) = |0) (the vacuum), (b) c. = 0.2, ¢ = 0.3,
[%in) = |1) (the single-photon state), (c) cc = 0.1, ¢ = 0.1, |[¢in) = |), & = 1 (a coherent state). The coupling strengths and
the detunings in the (5+1)-level model are chosen uniformly as g1 = g2 = g3 = g4 = g and A1 = Ay = —Az = —Ay = A,

together with G = 2g and 6 = 2A, and thus satisfy Eq. (5).

A. Higher-order corrections in the far-detuned
limit

The two-photon micromaser investigated in Secs. I1B
and III, relies on the assumption of the far-detuned limit,
ie, |g;/A;1,1G/é] < 1, 5 =0,...,4 [cf. Fig. 1]. Now, we
discuss how the micromaser dynamics is changed by the
higher-order corrections to the atom-cavity interaction.

Breaking of parity conservation. Recall that beyond the
far-detuned limit, (6), the atom-cavity interaction, (2b),
couples all atom levels. This corresponds to six, rather
than only two, Kraus operators [cf. Eqs. (B7) and (10)]

Mj = (GIU(T)[at),

where U(7), describes the atom-cavity interaction during
time 7 when the atom, initially in [i.t), passes through
the cavity. These Kraus operators either conserve or
swap the cavity parity P [cf. Eq. (12)] depending on j,

M; P = (§|U(T)Pltpar) = = (U (T)(=1)¥ [thar) =
= —(I(=D)NU(7)|Ypat) = (1) PM;, (43)

j=0,..,4,a, (42)

where we used the fact that the dynamics conserves the
total number of excitations N = afa+ Z?Zl J0jj+302aa,
ie., [U(r), N] =0, while (—=1)"|j) = (=1)7 P|j) and thus
(—=1)N|tat) = —P|that) for the initial atom state as in
Eq. (8). For j = 0,2,4 the Kraus operator swaps the
parity, M; P+ P M; = 0, while for j = 1,3, a, the Kraus
operator conserves the parity, M; P — P M; = 0. There-
fore, beyond the far-detuned limit, although the cavity
dynamics in Egs. (B8) and (B9), does no longer con-
serve the parity, (14), it still features weak parity sym-

metry [74, 75],

[P, L] =0=[P,M], (44)
where the parity superoperator P(p) = PpP
(cf. Sec. II C). From the weak parity symmetry, it follows
that L is block-diagonal in the eigenspaces of P, i.e., odd-
even and even-odd coherences evolve independently from
the mixtures of even and odd states. In particular, if £
features a unique stationary state, it must be a mixture
of odd and even states without coherences between them.

Higher-order corrections to cavity dynamics. The ap-
proximation of far-detuned regime yields two-photon in-
teraction of the cavity with only two atomic levels |1) and
13), Eq. (6), and thus two parity-conserving Kraus oper-
ators My and Ms [denoted as M, and M. in Eq. (10)].
Beyond this approximation the remaining Kraus op-
erators, My, My, My, M,, also contribute to the cavity
dynamics, and enter as the first-order corrections in
|g]/AJ|,|G/5| < 1, j = 1,..74, while M1 and M3 are
altered only in the second-order as a consequence of the
parity conservation (see Appendix B2).

Metastability and perturbation theory. In Fig. 5 we com-
pare the dynamics of the (54+1) micromaser, Eq. (B9),
with the two-photon dynamics, Eq. (11), obtained in
the far-detuned limit. We observe that the (541) mi-
cromaser features the initial relazation to the DFS of
even and odd pure stationary states of the two-photon
dynamics [Eq. (22)]. This is followed by the regime of
apparent stationarity, i.e., the metastable regime, before
the final relazation towards the true stationary state at
much longer times. Furthermore, the metastable regime
becomes more pronounced with the increasing detuning,



as the far-detuned limit is approached, but the asymp-
totic stationary state remains manifestly different from
the metastable one. This indicates that higher-order
corrections to the atom-cavity dynamics affect the mi-
cromaser dynamics in a perturbative way, and, due to
parity breaking, lift the degeneracy of the (formerly) sta-
tionary states. We therefore adapt it as the working as-
sumption, which will enable us to analytically derive and
investigate the long-time dynamics of the micromaser.
We note, however, that the numerical simulations in this
work are performed for truncated cavity space, which is
infinite (see also Sec. III D). Although for finitely dimen-
sional systems the perturbative approach we utilize here
is known to be convergent [88], the cavity is a infinitely di-
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mensional system and its unperturbed dynamics in prin-
ciple features infinitely many-timescales. Therefore, in
principle a formal analysis as in Ref. [54] should be per-
formed.

The DFS of pure stationary states of the cavity (see
Sec. IIIB) correspond to the eigenmodes with eigenvalue
0 of the master dynamics £y in Eq. (11). To investi-
gate the full dynamics £ of the cavity in Eq. (B9) we
consider it as the perturbation of L£y. In this case, the
higher-order corrections in the far-detuned limit of the
cavity and atom interactions, lift the degeneracy of zero-
eigenmodes, thus introducing their long-time dynamics
(see Appendix G 1 for derivation)

| B 3
a@O=1 07 N0 domtx e aymams | PO (45)
0 0 VXS -0+ ()

where p(t) belongs to the DFS spanned by |¥,) and
|W_) (we assumed there is a unique stationary state of
even and odd parity, i.e. there are no hard walls of
Lo). The long-time dynamics is expressed in the DFS
basis [ W4 (W[, [0} W_|, W, @ _[,[W_)W,|. The non-
trivial long-time dynamics of the pure states of the cavity
means that they are metastable and at long times relax to
a unique stationary state approximated by the stationary
state of Eq. (45) (cf. Fig. 5)

(X)+
AR gy,
(X)- +(X)+

(46)

The block-diagonal structure of the effective dy-
namics generator in Eq. (45), with the coher-

ences |U NW_|[, [W_YT,|, evolving independently from
J

LX)
Pss ~ <X>7 + <X>+ |\IJ+><\II+| +

|g2|? |92/
<X>i=2|0g|2AA1 (n+1) = (n+1)cos [TA, +TT
2|93|2
+2|ce| AT N

* 2 2 *
+2 <_i9293 (a")? sin |:7'A+T(n+1) |g2]” + |gs] ] +ing;’

A2 A

with ()4 = (4| - |¥4) and n = afa. We note that the
parity-conserving M,, does not contribute to the second-
order dynamics [cf. Egs. (48) and (50)], as the pure sta-
tionary states are eigenstates of M, in the first order
(see Appendix G2). Furthermore, the dynamics of co-

O XW ], | W_XT_]|, reflects the weak parity symmetry
of dynamics, Eq. (44), which further manifests in diag-
onal structure of the stationary state in Eq. (46). The
dynamics features the Hamiltonian part [89, 90] from the
second-order corrections in the parity-conserving Kraus
operators M7 and M3, with the frequency

Q = Tm(cg(My — My)" — co(Ms — M)") 4
~Im(ey(My — My)" — coe(Ms — M), (47)

and the dissipative counterpart [91] induced by the
(first-order) corrections in the parity swapping operators,
where

X = MIMy + MM, + M M,, (48)

so that (X)L is positive and of the second-order,

AA, A A

+

2 2
sin |:TA+T(H—|—1) |gz|+|gg|] a2> ,
+

A

[
herences depends on
Tr (L+— Zj:o,2,4 M; | W}y |MJT)

" X): (X)_ ’

(50)

292 |92/* + |gs|?
(n+ 2)} >i+ 2cg | A2 <n — ncos [TA + T (n—1) N

2 2 2 2 2
<(n+ 1)+ (n+1)cos |:7_A+7_|92|+|93| (n+ 1)}> — 2|ce|? 95| <n+ncos [7— <A4 _lel® |g3n)}>
+

(49)



where L, _ is a conserved quantity in the far-detuned
limit corresponding to the coherence |¥ X _|, and 1 can
be obtained numerically without diagonalizing £y from
Eq. (27). From the complete-positivity of the perturba-
tive long-time dynamics [50], we have |n| < 1. We note
that the effective dynamics in Eq. (45) depends via Q
and (X)4 on the second order of the corrections to the
far-detuned limit, |g;/A;],|G/d] < 1, j =1,..,4, as well
as the interaction time 7, rather than only the integrated
coupling ¢.

In Fig. 5 we compare the dynamics of the cavity in
(541) model (solid lines), Eq. (B9), to the effective long-
time dynamics within the DFS (dotted lines), Eq. (45),
and observe a very good agreement in the relaxation af-
ter the metastable regime towards the stationary state,
Eq. (46). Therefore, Eq. (45) determines the final re-
laxation timescales towards the unique stationary state.
These timescales are inversely proportional to the sec-
ond order of the corrections to the far-detuned limit [cf.
Egs. (47), (48) and (50)], and thus the free parameters
g2, g3, A, Al/A > 0, A4/A < 0 and 5/A < 0in Eq. (5)
can be further optimised in order to extend the length of
metastability regime, while keeping ¢ constant.

Approzimate cancellation of Stark shifts. Finally, we
note that relaxing of the conditions of Eq. (5), which we
have chosen to obtain the two-photon Jaynes-Cummings
Hamiltonian in Eq. (6), will lead to a perturbation of
this Hamiltonian [cf. Eq. (4)] and thus corrections to
parity-conserving Kraus operators M, and M,. There-
fore, analogously to Eq. (47), in the lowest order only a
unitary dynamics will be induced in DFS, with dephas-
ing possibly entering in higher orders (see Sec. IV C and
Appendix G 2b for further discussion). We can conclude
that the (5+1) design is stable, which is necessary to
achieve any experimental implementation of the desired
two-photon dynamics.

B. Single-photon losses

We now turn to investigate a realistic cavity undergo-
ing single-photon losses [64], typically due to imperfect
mirrors,

Lipn [p(®)] = kap(t)a’ = [alap(t) + p(t) ala] , (51)

where x is the single-photon loss rate. Provided that
losses of photons can be assumed to take place when no
atom is found within the cavity, i.e., the atom passage
time 7 is such that k7 < 1, the single-photon losses can
be considered independent of the atom-cavity dynamics
[31, 64], so that the cavity state evolves as

d
dt’
In Eq. (52) we assumed the far-detuned limit of Eq. (11).

() = (Lo + Lipn) [p(1)] - (52)
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FIG. 6. Dynamics of micromaser with single-photon
losses. The fidelity [cf. Fig. 5] between the cavity state p(t)
and the stationary state (57) is compared for the dynam-
ics of two-photon micromaser with single-photon losses (blue
solid line), (52), and the effective dynamics in the DFS (black
dashed line), (55). The effective dynamics approximates well
the long-time dynamics of the cavity for the initial states
|0) (a,c) and |a), o = 0.6 (b,d), both in the weak-coupling
limit [cc = 0.1, ¢ = 0.1 in (a,b)], where additional metastable
regime (second plateau) is observed (b), and at the finite cou-
pling [ce = 0.2, ¢ = 1.0 in (c,d)]. The loss rate was chosen
as /v = 107%, and the vertical lines indicate the timescales
of the dynamics determined by the eigenvalues of Eq. (52),
(—ReMi) for k = 5,4,2 (black, purple, red) which are or-
dered in decreasing real value [see also Egs. (58) and (59) and
cf. Appendix F].

The single-photon loss swaps the parity, similarly to
the case of higher-order corrections in the far-detuned
limit [ef. Eq. (43)],

aP=-Pa. (53)

This leads to the weak parity symmetry of the dynamics
[cf. Eq. (44)],

[7), Lo+ Elph] =0. (54)

Metastability. In Fig. 6 we show the cavity dynamics in
the presence of small losses (blue solid lines), Eq. (52)
with kK < v, and observe a plateau in the relaxation to-
wards the unique stationary state of the dynamics. This
manifests a metastable regime in the dynamics when cav-
ity states appear stationary for different initial condi-
tions, although the true stationary state has not been
achieved [see also Fig 1(d)].

If the losses are treated as a perturbation of the cavity
dynamics L, the formerly stationary states in the DFS of
¥, ) and |[¥_), Eq. (22), undergo the following dynamics
[cf. Eq. (45)]
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where we expressed the dynamics in the basis
(W 0|, W)W [ Y|, [9_)W [}, and denoted
the average loss rate as k(n)+ = k(Vi|ata|¥L). The dy-
namics is block-diagonal, with the densities and the co-
herences evolving independently, due to the weak parity
symmetry, Eq. (54). The dynamics of coherences further
depends on the real coefficient [cf. Eq. (50)]

_ Tr (L+7 a|\Il,><\I/+|aT)
Moss = ;

(n)+(n)-

|nloss‘ < 17 (56)

that can be determined numerically from Eq. (27). In
particular, in the weak-coupling regime, where the DFS
corresponds to Schrodinger-cat states, we have 1055 =
1, as the photon loss preserves the DFS (see Sec. IIIC
and [39]).

In Fig. 6 the effective dynamics of Eq. (55) (black
dashed line) indeed approximates well the long-time dy-
namics of the cavity. This confirms that the initial re-
laxation of the cavity state takes the system into the
DF'S spanned by |¥4) and |¥_) [cf. Eq. (26)]. The DFS
then remains metastable until timescales inversely pro-
portional to the average loss rates. Then, the final re-
laxation takes place into a unique stationary state, well
approximated by the stationary state of Eq. (55),

(n)+
MI\LX\I&I,
(57)

cf. [62, 53]. The stationary state does not feature odd-
even coherences because of the weak parity symmetry in
Eq. (54) (see Fig. 7). Finally, we note that the rates
of the effective dynamics are proportional to the aver-
age photon number, so that, as expected, the states with
more photons are more sensitive to losses. In particu-
lar, in the stationary state (57) the state with the lower
average photon number has larger weight.

L ()
Pss ~ <n>_ I <n>+ |\Ij+><\II+| +

An analogous result to Eq. (55) can be obtained for a
cavity in a thermal environment. In this case photons are
lost from the cavity at the rate x(n¢, + 1), but they are
also injected to the cavity [which process is described as
by replacing a by a' in Eq. (51)] at the rate s nq,, and
ngp 1s a average photon number of the environment.

Emergent classical metastability in weak coupling limit.
The timescales of the long-time dynamics are determined
by the eigenvalues of Eq. (55) (see also Appendix F). The
stationary state in Eq. (57) necessarily corresponds to the

~

(

eigenvalue \; = 0, while

Ao = =5 ({04 + () = 2ol /) ) ) (580)
No = =5 ()4 + (m) + 2lmnoss [/ ()= (58D)

M=~k ((n)4 + (n)-),

ordered in decreasing real part.

For small interactions, |¢p| < 1, where the station-
ary states of the lossless cavity are approximated by
Schrodinger-cat states [77, 78] the dynamics in Fig. 6(b)
features two plateaus corresponding to two metastabil-
ity regimes [see also Fig. 1(d)]. Indeed, in this case,
Moss = 1 in Eq. (56), so that A3 = —k(yv/(n)+ F

(n)_)?/2. Therefore, when the average photon num-
bers in the even and odd Schrédinger-cat states are sim-
ilar [(n)y = |a|?tanh(|a]?), (n)_ = |a|? coth(|a|?) with
la|? = 2|ce/cg| > 1; cf. Eq. (31)], a separation in the
spectrum of the long time-dynamics emerges

(58c¢)

k() — (n)_)* e~k ((n ) —
Ao & T < —A3 ((n)+ +(n)-) = A
(59)

This separation is responsible for the second plateau in
Fig. 6(b), as it leads to metastability regime for times
(—=X3)7! <t < (=A2)~! when the faster eigenmodes of
the long-time dynamics corresponding to Az and A4 have
decayed, while the decay of the slow mode corresponding
to Ay is negligible (see Appendix F). Only the station-
ary state and the slow eigenmode then contribute to the
cavity state [50, 86, 92]

p(t) = pss + cre (|W4 (V[ + [T ) (T ]), (60)

where cge = Re[Tr(Li_p)] [cf. Eq. (26)] and pss =~
(O )Py + [P (P_])/2 [cf. Eq. (57)]. Therefore,
the second metastable regime is observed only for initial
states with feature odd-even coherences [cf. Figs. 6(a)
and 6(b)]. Furthermore, during the metastable regime
the cavity state can be also be regarded as a classical
mizture [86] with the probability p = 1/2 + cge,

p(t) = p W1 )(¥1] + (1 = p) | W (Vo (61)
of the coherent states [cf. Fig. 1(d) and see Fig. 7(a)]
€
V2

Note that classical metastability can occur also beyond
weak coupling limit if both |70ss| & 1 and (n) 4 ~ (n)_.

Wi2) = —Z=(1¥4) £ V) = [+ a). (62)



FIG. 7. Effective long-time dynamics due to single-
photon losses. The DFS of the odd and even states (22)
(the Bloch sphere in light grey) is shown under the effective
dynamics in Eq. (55), for times t = (=X4)7", (—A3)™" and
(=X2)"* (grey, purple, red) [see Eq. (58) and vertical lines in
Fig. 6]. Due to the weak parity symmetry, the stationary state
(black dot), Eq. (57), is found on the vertical axis (black line)
representing mixtures of even and odd states, while when the
initial state is odd or even, its dynamics remains confined to
the vertical axis at all times (cf. purple dashed trajectory). As
the effective dynamics is also real, the coherence eigenmodes
correspond to the axis between the states in Eq. (62) (dashed
grey) and its perpendicular on the equator. The trajectories
for two initial states are also shown: |¥,) (dashed purple)
and cos(7/6)| W) + e/ *sin(n/6)|¥_) (dashed black). In
(a) due to separation of the characteristic timescales of the
dynamics as given by Eq. (59), classical metastable manifold
emerges [blue; the image of DFS under the dynamics of at ¢t =
(—X2)71/100], well approximated by mixtures of the states
|¥1) and |¥2) in Eq. (62) (dashed grey axis). Here an initial
state first relaxes onto the manifold (black arrow along black
dashed trajectory), and only at later times relaxes towards the
stationary state (blue arrow) [see also Fig. 6(b)]. Parameters:
(a) as in Fig. 6(a,b) leading to niess ~ 1.00, (n)+ ~ 1.92 and
(n)— =~ 2.07; (b) as in Fig. 6(c,d) leading to 7ioss =~ 0.99,
(n)+ ~ 0.11 and (n)_ ~ 1.01.

The origin of the classical metastability can be under-
stood by representing Eq. (55) in terms of the master
equation within the DFS [66, 67] (here 055 = 1, for gen-
eral case see Appendix G 1),

d
() = Yioss Tp(t) T = 2= [T p(t) + p(t) T ],

(63)
where the dissipation rate is given by the average photon
loss

)+ +(n)—

. (64)

Voss = K

and the jump operator J describes the effect of a single
photon loss on the DFS by flipping the parity (cf. [52, 54])

7= [( + Vit ) |
+ ()= + Vi mo) [w-Xwl], (65)
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with the normalization factor N =
Vnyy +n)— (/(n)+ + /(n)-). When the aver-
age photon number in the even and odd states is similar,
(n)4+ =~ (n)_, as it takes place for large enough || of
Schrodinger cat states in Eq. (29), the jump operator in
Eq. (65) can be approximated as the spin flip

T (0K + [P ) (66)

1

72 (W (W] — [T} P2]),

which causes dephasing of coherences between the states
in Eq. (62) [see Figs. 1(d) and 7] at the rate vioss. The
states |¥1) and |U3) are metastable, as they are un-
changed by the dephasing, and only the higher correc-
tions in Eq. (66) ultimately lead to their mixing to-
wards the stationary state in Eq. (57) approximated by
(00 |+ [0 ) /2.

C. Decay of atom levels and non-monochromatic
atom beam

In Sec. III we considered micromaser dynamics arising
from interaction of the cavity with atoms prepared in a
pure state in Eq. (8), lasting time 7 leading to integrated
coupling ¢ [cf. Eq. (10)], which results in pure stationary
states dependent both on ¢ and atom amplitudes [cf.
Eq. (22)].

In a realistic setup the lifetime of atom levels is finite
leading to dissipative decay of atom state, which modifies
the dynamics in two ways. First, due to the decay during
time T between the atom preparation and entering the
cavity, atoms arrive at the cavity in a mixed state (see
Appendix G2c¢), and at a reduced rate if decay takes
place towards levels not coupled to the cavity field. Sec-
ond, possible atom decay during time 7 of the interaction
with the cavity, introduces modified Kraus operators de-
termined by times of decay events (see Appendix G2d).
On the other hand, the velocity of the atoms is usually de-
scribed by a distribution rather than a single value, which
we refer to as non-monochromatic atom beam. leading
to fluctuating interaction time 7 and thus the fluctuating
integrated coupling ¢ in Eq. (10) (see Appendix G2e).
Nevertheless, in the far detuned-limit, the parity of pho-
ton number is conserved in the presence of such noise,
so that there still exist (at least) two stationary states of
odd and even parity [see Sec. IIC].

Metastability and parity conservation. We now consider
a limit of weak atom decay with respect to time T and T,
and a narrow distribution of velocities. From the pertur-
bation theory, the first-order dynamics in the DFS basis
W W], (WY, (W)U, [W_ )| is diagonal as



a consequence of parity conservation [cf. Eq. (14)],

00 0 0

d 00 0 0

&p(t) 100 - — Ydeph 0 p(t) (67)
0 0 0 IQ - '}/deph

For the discrete dynamics described by M rather
than My in Eq. (9), we have —i) — Ygepn =
Tr[L4_dM(JP L XT_|)], where the perturbation oM =
M — My, which value can be found numerically from
Eq. (27). The effective dynamics in Eq. (67) describes
dephasing between |U,) and |¥_) at the rate Ygepn and
unitary dynamics at the frequency 2,

(1) = p YW+ (1= p) W)W | (68)
e N Y| e |

where p = Tr(14p), ¢ = Tr(L4_p) [cf. Eq. (26)].

Odd and even stationary states. The asymptotic state
of the dynamics in Eq. (67) is not unique. Therefore,
when 7ygepn > 0, the asymptotic state of the micromaser
dynamics is approximated by a mixture of the odd and
even pure states

P = DI U N |+ (1= p) [T YO | (69)

with p determined by the initial support in the even sub-
space, which reflects the conservation of the odd and even
subspaces of the parity by the dynamics. Furthermore,
dephasing in Eq. (67) manifests the fact that the odd
and even stationary states of the cavity are actually no
longer pure, but mized (for further discussion see Appen-
dices G2c-G2e).

Atom decay. The rate of dephasing dynamics caused by
atom decay can be bounded by (cf. Appendix G 2d)
7Ydeph
% < 2[(T1 =) legP+2(Ts — 73 — mslegl?) lee’] T
+2 max (', T3) 7, (70)
while the frequency

Q
U oules 2 + (vos + 7a8) [eo2] T

14
+ (Y01 + 03 + 723) T, (71)

where ~;;, denotes the decay rate from the atom level
|k) to |j) (where E; < Ey), v is the decay rate from
|k) to the levels not coupled to the cavity, and T’y =
Zj:Ej<Ek vjk + v is the overall decay rate, so that the

average lifetime of the level |k) is T;'. The atom rate is,
in turn, reduced to

=1— (mlegl® + ysleel?) T (72)

NN

From Eq. (70), we observe that there is no contribution
to the dephasing from time T in the case of the decay
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to only uncoupled levels, I'; = ~; for j = 1,3. Indeed,
in this case, effectively, the atom arriving to the cavity
is pure for all T, but the atom rate is still reduced [cf.
Eq. (72)]. Furthermore, for no decay to levels |0) and
|2), we obtain Q = 0, which reflects that in that case
dynamics is real-valued (cf. Sec. IIC).

Non-monochromatic atom beam. For the small fluctua-
tions of the integrated coupling, d¢n < 1 for n within
the support of stationary states with ¢ = ¢ + d¢, the
non-monochromatic beam effectively leads to two-photon
decay and two-photon injections at the respective rates
vé¢?|cg|?/2 and vd¢p?|c.|*/2 (see Appendix G 2e). Here
¢ is the average and §¢? is the standard deviation of the
resulting distribution of integrated coupling ¢. The rate
of dephasing due to non-monochromatic beam can, in
turn, be bounded as

Ydeph 5;@ [|Cg|2 <\/<a1‘2 a?)4 + \/<af2 a2>_>2 (73)

Hed?(y1a )+ flaram) )],

Furthermore, due to the real-valued dynamics, there is
no unitary dynamics,

2, (74)

v

D. Beyond weak noise and small corrections

Metastable dynamics of realistic micromaser. In
Secs. IVA-IVC we have considered perturbative con-
tributions from noise or higher-order corrections to the
long-time dynamics of the cavity. In general, the micro-
maser dynamics is described by the sum of all the con-
tributions, i.e., the sum of Egs. (45), (55) and (67), and
features the unique stationary state

P 2 D[N |+ (1= p) |9 Y|, (75)
k{ny_ +v{(X)_

K ((n)— + (n)4) + v ((X)- + (X)4)

Note that dephasing or unitary dynamics of odd-even

coherences do not determine the approximation [cf.
Eq. (69)].

p:

Beyond weak noise and small corrections. In Secs. IV A-
IVC we assumed that noise and imperfections in
the (5+1) micromaser setup contribute to the slowest
timescales in the cavity dynamics, that is the inverse
of the gap in the effective dynamics of Eqs. (45), (55)
and (67), [e.g., given by —\y in Eq. (58)] is much larger
than the relaxation to the DFS of the pure stationary
states |Wy) and |[¥_). These results provide insight in
the robustness of the dissipative preparation by indicat-
ing timescales on which the noise becomes relevant, i.e.
the effective dynamics is no longer negligible. In par-
ticular, we find that the effective rate for single-photon



losses, higher-order corrections and non-monochromatic
beam depends on the average photon number, and thus
the states with higher-photon number are less robust to
such noise.

However, as we discussed in Sec. IITE, the relaxation
timescales may be significantly extended due to low am-
plitudes of connecting certain photon numbers, e.g., |m)
and [m 4+ 2) due to sin,, ~ 0 in Eq. (10), that is as a soft
wall at m. Thus, when the noise is comparable with such
timescales, we can no longer approximate the dynamics
as taking place inside the DFS. Nevertheless, we can in-
stead consider the effective dynamics among states which
would be stationary in the approximation sin,, = 0, i.e.
the states supported between soft walls. Such dynamics
features two contributions: transitions across soft walls
(considered in Sec. IITE) and dynamics due to noise and
imperfections of the micromaser, which we discuss now.

As a wall affects only the neighbouring states of the
same parity, any perturbations in the dynamics that
swap the parity allow for circumventing walls by con-
necting the states of opposite parity, with rates sim-
ply proportional to the support of the perturbed state
between walls of the opposite parity. This is the case
for the higher-order corrections in the far-detuned limit
and single-photon losses from the cavity leading to the
decay at the rate r(n)i + v(X)i of the kth state of
the even/odd parity pf. Furthermore, as they change
the photon number in the cavity only by one, they en-
able local transitions, that is for the state pif between
walls at mf and mfﬂ only to the states pj, such that
mf <mj, < mfﬂ or mf < mf,ﬂ < mfﬂ. Addi-
tionally, coherences between such states of the same par-
ity, pi,, can be created if they are pure and obey the
same boundary conditions (cf. Secs. IIID and IITE). In
turn, such coherences only get connected to coherences of
the opposite parity. On the other hand, the atom decay
or non-monochromatic atom beam effectively lead to a
random distribution of interaction times between atoms
and the cavity, which results in fluctuations of the inte-
grated coupling ¢, and thus also changing positions of
walls. In turn, the states between walls again undergo
local transitions to the preceding and following states of
the same parity, i.e. pf to pfA and pfﬂ at the re-
spective rates v|ce|2[[17/2 + (mf +1)(mi +2)0¢?] and
v]cg|?[(4T3 — 3v3)7/8 + (mf+1+1)(m,f+1+2)6¢2]. Here
no coherences are created and, moreover, the effective
dynamics obeys detailed balance. Therefore, overall, we
obtain a unique stationary state without even-odd coher-
ences, which is consistent with the weak parity symmetry
[cf. Egs. (44) and (54)].

In particular, in the case when the dynamics induced
by noise is even faster than the timescales of relaxation
across soft walls, we can neglect the latter by means of
the almost degenerate perturbation theory. The result-
ing stationary state describes the state prepared in the
cavity beyond the non-degenerate perturbative approxi-
mation of Secs. IV A-IV C, and allows us to understand
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the change in the usefulness of generated states for poten-
tial applications, e.g., for phase estimation (see Sec. V B).
In general, the dynamics needs to be calculated individ-
ually for each value ¢ as positions of soft walls strongly
depend on the integrated coupling, but for hard walls,
with known positions given in Sec. IIID, we derive the
analytic description of the effective dynamics and find
the resulting stationary states in Appendix G 3.

No trapping states. In particular, for the cavity being
pumped by the excited atoms, |ce] = 1, we find that the
long-time dynamics due to noise or imperfections leads
to local transitions between trapping states that always
increase the photon number with the lifetime of a trap-
ping state |m) given by [km + v(m|X|m) + vIT'17/2 +
v(m+1)(m+2)§¢2]~t. Therefore, in a realistic micro-
maser there are no trapping states.

V. APPLICATION IN PHASE ESTIMATION

In Sections IIB and III we discussed the dynamics
of two-photon micromaser with atom-cavity interactions
described by Jaynes-Cunnings Hamiltonian, Eq. (6).
This dynamics lead to pure stationary state of the cavity
dependent on both the initial atom state and the inte-
grated coupling strength, Eq. (22). Below we investigate
the usefulness of the generated states for applications in
phase estimation setups. We find that weak coupling
does not yield a quantum enhancement in estimation pre-
cision, but strong coupling creates states which lead to an
enhanced sensitivity. Although experimental imperfec-
tions, such as single-photon losses, lead to mixed states,
we find that they can still enable enhancement in phase
estimation.

Quantum Fisher information (QFI). We consider a
phase ¢ which is to be estimated as unitarily encoded in
a cavity state p by the photon number operator n = a'a,

pp=e ¥ pelem, (76)

This corresponds to the situation when, after dissipa-
tively preparing the cavity in the state p by atom pas-
sages, the phase is subsequently encoded in the cavity
state, e.g., by changing the cavity frequency by dw to
induce the phase ¢ = dwt over time ¢t [24]. The er-
rors in the unbiased estimation of ¢ are then bounded,
A?¢ > Fg(p)~', by the inverse of the quantum Fisher
information [46, 47, 93, 94],
2
Fop) =23 BBy s )
G P + Dy
where Eq. (77) is expressed in the orthonormal eigenbasis
of the state p = >, p;|E;XE;|. In particular, for pure
states, p = |U)¥|, the QFT is simply proportional to the
the photon number variance,

Fo(1%)) = 4 ((T[n|T) — (¥|n|T)?). (78)



For example, for the coherent state |a), the photon dis-
tribution is Poissonian, and thus Fg(|a)) = 4(n) = 4|a|?,
which is referred to as standard quantum limit. There-
fore, the phase estimation with p features the quantum
enhancement over the classical strategy using the same
amount of resources, i.e., the coherent state with the
same average photon number, whenever [95-97]

——=>1 (79)

Considering this figure of merit is motivated by experi-
mental limitations on the allowed energy, hiw(n), of the
probe photon field. In such a case, further increase in
the phase estimation precision can be achieved only by
non-classical distribution of the field, e.g., squeezing.

A. QFI for micromaser in far-detuned limit

In Fig. 8 we consider the QFI for an evolving cav-
ity state and for the asymptotic stationary state. The
QFI varies significantly across the parameter space of
the atom state and integrated coupling strength. Im-
portantly, multiple distinct stationary states achieve high
enhancement over the classical limit.

High QFI and Wigner function. The QFI, (77), which
quantifies how sensitive is a state p to phase rotations,
is directly related to the Wigner function, Eq. (15). The
QFT equals the speed of change in the overlap between the
Wigner functions for p and p, [Eq. (76)] [25]. Further-
more, the Wigner function for p, is simply the Wigner
function for p but rotated by ¢. Therefore, for the states
(iii-ix) with high values of the QFI the sign of the Wigner
function highly oscillates [see Fig. 2(a)], thus ensuring a
high QFI.

Enhancement in precision due to soft walls. The en-
hancement above the classical limit, Eq. (79), is facili-
tated by the presence of soft walls in the dynamics.

The stationary states, Eq. (22), are dependent on the
initial atom state and the integrated coupling strength,
but the atom parameters alone imply the exponential de-
cay in the photon number distribution for |c.| < 1/v/2.
The integrated coupling can instead facilitate a sharp re-
vival in the occupation probability via a soft wall; for
the wall at m, sin,,(¢) =~ 0 with cos,,(¢) ~ 1, we have
Cma2/Cm ~ —i2sin,, (@) ce/cg (see Appendix E for fur-
ther discussion). The revivals correspond directly to
multi-modal photon number distribution [see Fig. 2(b)].
Since the considered stationary states are pure, their
QFI is simply proportional to the photon number vari-
ance (78) and features the square of distance between
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FIG. 8. Phase estimation with dissipatively gener-

ated cavity states. The four panels show the ratio of the
QFI to the performace of the corresponding coherent state,
Fo(p)/4 (n) for the cavity initially in the vacuum |0) after the
passage of k = 100, 103, 10* atoms and for the stationary state
[Eq. (22)]. The enhancement i shown as a function of the atom
state [Eq. (8)] and integrated coupling ¢. We sample the ¢-
axis for ¢20,x, Eq. (35), with odd K = 1,3, ...,43, which gives
the hard wall at m = 20 and allows convergence to stationary
state also for co > 1/4/2 (note that a larger m would generally
allow higher (n) and could also enable a higher enhancement
in precision). The purple-shading shows regions with reduced
purity Tr(pZ) < 0.99, whereas the green shading excludes low
average photon number, (n) < 1. The red dots in the steady-
state panel mark the stationary states (i-ix) analysed in Fig. 2.
The states (ili-ix) correspond to the states at the local max-
ima of the precision enhancement, while (i,ii) correspond to
the standard and squeezed Schrédinger cat states. A complex
phase of ce does not change the results, but the stationary
states are not periodic in ¢, and thus here we show only a
part of the parameter space.

modes averages

Fo(lU) = pe Fo(¥) + (80)

k
+4Z Z Prepr ((n)1 — <n>k’)2a

k kE'>k

where |W) = Y, \/pr|Vi) and |¥j) represents the or-
thonormal kth mode. Thus, the QFI features quadratic
rather than linear scaling with the average, which may
lead to the precision enhancement, Eq. (79). Multiple
soft walls in close proximity can also lead to a unimodal
distribution, but with a spread significantly wider than
for the corresponding coherent states [see state (iv) in
Fig. 2(b)]. The same mechanism is present for the sta-
tionary states of both parities [cf. Fig. 9].

The presence of soft walls introduces, however, long
timescales of reaching pure stationary states, with cav-
ity states being mixed at earlier times (purple shading in
Fig. 8), even when the initial parity is fixed [see Sec. IIIE



and Fig. 2(c)]. The mixedness of the cavity state in gen-
eral lowers the estimation precision, which is captured by
convexity of the QFI. Nevertheless, in Fig. 8 we observe
that the local maxima in the enhancement (iii-ix) are al-
ready present after passage of 100 atoms, and their value
increases with time as the corresponding pure stationary
states are approached (cf. the scale bars).

The revivals in photon probability distribution are
highly sensitive to the coupling ¢ value, with their deriva-
tive proportional to m and sin_'(¢). Therefore, the
structure of the cavity states varies significantly with ¢,
allowing for preparations of distinct states (see Fig. 2)
and is the reason for strong variations of the QFIT in
Fig. 8 [98].

Absence of enhancement in weak coupling limit. In the
weak-coupling limit, the cat and squeezed-cat states are
generated, examples of which are marked as states (i,ii)
in Figs. 2 and 8. These states, although non-classical,
do not feature the enhancement in the phase estimation
precision. The parity-symmetry allows for a superposi-
tion of the coherent states with the opposite phase, +a,
but with the same average photon number, |«|?. There-
fore, the photon number distribution remains unimodal
with the spread of the coherent state [cf. Fig. 2(b)]. We
note, however, that the enhancement proportional to |a|?
can be achieved via the linear operation of displacing the
cat state in Eq. (29) by +«, which would give a bimodal
photon distribution with the modes centred at 0 and |« |2.

Coherence in DFS and QFI. In a general, an initial cav-
ity state evolves into a mixed state inside the stationary
DFS, but this cannot significantly reduce the enhance-
ment present in the pure stationary states of fixed parity.
From the conservation of the parity by the phase gen-
erator, [n, P] = 0, we have that (U |n|¥_) = 0. This
simplifies the QFI for any state within the DFS,

p=p WU+ (1-p) WY |  (81)
e[| Y

where |c|? < p(1 — p), to [99]

Fo(p) =pFo(|V4)) +(1—p) Fo(|¥-))  (82)
4 el ((n)+ — (n)-)*.

Therefore, the QFI increases with coherence |c|. It
is maximal for the pure state \/p|¥4) + /1 —p|¥_)
[here ¢ = y/p(1 —p)], and minimal for the mixed state
plPLXT4| + (1 —p)|T_XP_]| [100]. Moreover, the pre-
cision enhancement, Eq. (79), behaves as the QFI, since
for all ¢ the average photon number remains constant,
(n) =p(n)y+ (1 =p)n)-.

If the average photon number is similar in the odd
and even states, the lack of coherence does not sig-
nificantly affect the precision. More generally, if the
odd and even stationary states feature the enhancement,
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Fo(J¥1))/4(n)x > 1, this is the case for any p, as

Folp) _ _Fo(|¥4)) Fo(lv-))

where
0<p= Pl <1. (84)

pln)y + (1 =p)(n)_ —

Furthermore, even if only the even (or the odd) station-
ary state features the enhancement, the precision of a
mixed state in Eq. (81) still beats the standard quantum
limit provided the probability p of the even [(1 — p) of
the odd] stationary state is sufficiently large [cf. Eq. (83)
and see [101]].

Cavity coherence from atom coherence. The high QFI
in Fig. 8 relies on the existence of pure coherent even
and odd stationary states of the cavity. This crucial co-
herence of the stationary states of fixed parity is cre-
ated by the passage of pure coherent states of atoms,
Eq. (8), which establish a phase reference for the cav-
ity phase, Eq. (22). Indeed, whenever the atom state is
mixed, but non-diagonal in the atom level basis, the even
and odd stationary states of the cavity are non-diagonal
in the photon number basis, and thus feature non-zero
QFTI (see Appendix G 2¢). In contrast, for diagonal states
of atoms, the phase reference is absent, and the result-
ing cavity state is diagonal in photon number basis (with
the zero QFI), as the cavity achieves equilibrium with the
effective atom temperature given by the relative popula-
tion of the two atomic levels (see Appendix H).

Mixed, but coherent atom states can be a consequence
of finite lifetime of atom levels, discussed in Sec. IV C.
Furthermore, this additionally lowers the purity of cavity
states by possible decay events during the atom interac-
tion with the cavity (see also Appendix G2d).

B. QFI for micromaser with single-photon losses

In Sec. IV A and Sec. IVB we have shown that due
to the finite detunings or the presence of single-photon
losses, the pure stationary states |¥,) and |¥_) of two-
photon micromaser, Eq. (22), are rendered metastable,
and the cavity dynamics leads instead to a unique
stationary state approximated by their classical mixture
[see Egs. (46), (57) and (75)]. Below we argue that in
this limit the introduced mixedness does not significantly
reduce the enhancement in the phase estimation preci-
sion. Therefore, the dissipatively generated cavity states
can still be used quantum enhanced phase estimation.

Enhancement in precision for lossy cavity. The sta-
tionary state of a lossy cavity, Eq. (57), is approximated



by a mixture of the even and odd states, pss = p with
p=(n)_/((n), + (n)_). In this case [cf. Eq. (82)]

Folp) _ 1[Fo([%4)) | Fo(l¥-))
4(n)y 2| 4(n) 4(ny_ |’ (85)

+

so that the enhancement higher than 2 present in the even

or the odd state implies i%(f;) > 1 [cf. Fig. 9]. Note that
we assume losses to take place only during the generation
of the cavity state, but not during the phase encoding
[cf. Eq. (76)].

It is important to comment here on corrections to
Eq. (57) and thus to Eq. (85). In derivation of the effec-
tive dynamics induced by single-photon losses, Eq. (57),
we assumed that the losses act as a perturbation of the
cavity dynamics, i.e., timescales of lossy dynamics are
much longer than the timescale 7 of the relaxation into
the pure stationary states (22). In this case, the correc-
tions to the stationary state in Eq. (57) are proportional
to k7 [50, 88]. Note that this perturbative approximation
is limited by two factors.

First, the influence of the single-photon losses is pro-
portional to the average-photon number [cf. Eq. (57)]
as losses affects each photon independently. Therefore,
states with higher photon number are more fragile to
losses. This is also the reason, why losses present during
the phase encoding (i.e., for fized strength of noise, xt
for ¢ = dwt), lead to the enhancement in phase estima-
tion limited to a constant [(e®* — 1)] above the standard
scaling [102-104].

Second, the soft walls which facilitate multimodal dis-
tribution and thus the enhancement in precision, imply
long relaxation time 7. The relaxation timescales due to
soft walls are however not directly related to the average
photon number (cf. Sec. IITE).

Beyond the perturbative approximation, i.e., when
losses take place at earlier timescales than 7, they in-
stead lead to the mixing dynamics of the metastable
states between soft walls, as discussed in Sec. IV D. This
dynamics results in the stationary state being a mix-
ture of pure and mixed states between soft walls, with
possible coherences between pure states with the same
boundary conditions, pss = >, pi®pr + Y, P W) Wi| +
Dk (g Wi )XW | + Hee.) where we explicitly distin-
guish between pure and mixed states and |c7;57k,|2 <
pipy (see also Appendix G 3). Thus, the QFI becomes
[cf. Egs. (80) and (82)]

Fopss) = Y pi° Folp) + Y0 Fo(l¥))  (86)
k

4> e l? ()i — (i)

k k'>k

Therefore, the precision enhancement is significantly
. . . 2

reduced if the coherences are negligible, |cj?;, |* < pi*p,

in which case it is crucial to reduce noise in an experi-

ment to remain within the perturbative approximation.

For this it is necessary that k7 decreases inversely
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FIG. 9. Effect of single-photon losses on phase esti-
mation precision. (a) The enhancement (79) in the phase
estimation is shown as a function of the integrated coupling
¢ [ce = 0.65 corresponding to dashed red line in Fig. 8]. The
enhancement in the stationary state of lossy dynamics (black)
[Eq. (85)] is shown against the enhancement in the even (blue)
and odd (green) states that are stationary for lossless cavity.
For the majority of parameter space we observe the enhance-
ment in phase estimation, i.e. Fg(p)/4(n) > 1 (values above
the horizontal dashed grey line). Here the lossy stationary
state is given by perturbative Eq. (57). (b) Average pho-
ton number in even and odd stationary states. We observe
the correlation of high photon number to when the QFI of a
lossy stationary state differs from Eq. (85) in (a), as it deter-
mines the size of the correction from the single-photon losses
(together with the relaxation timescales in the lossless case
[cf. Fig. §].

with the average photon number of the even and odd
stationary states of the lossless cavity. Importantly, this
requirement can be achieved by increasing the rate v of
atom passages, since 7 o v~ ! [cf. Eq. (B9)].

Other noise. Similarly to single-photon losses, the
higher-order corrections in the far-detuned limit will lead
to the mixed stationary state approximated by Eq. (46),
and thus Eq. (83) with p = (X)_/((X)4+ + (X)_) and
c = 0. Here, however, the corrections cannot be min-
imised by increasing the rate v, but only by increasing
atom detunings [see Fig. 1(a)].

The non-monochromatic atom beam also influences the
precision enhancement, as in the lowest order it leads to
dephasing of odd-even coherences leading to ¢ = 0 in
Eq. (81) [cf. Eq. (69)]. Although p = 0 is not fixed,
we find that the QFI is still reduced (see Fig. 10 in Ap-
pendix G 2e), as a result of the lowered purity of odd and
even stationary states, and only small deviations in atom
velocity are permitted if the purity of the produced states
is to be maintained. Indeed, as discussed in Sec. IV D,
for slow relaxation across soft walls, the stationary state
features no coherences, ¢i’), = 0, and thus the quadratic
scaling is lost in Eq. (86). Furthermore, this will also be
the case for micromaser with atom levels of finite lifetime



(cf. Appendix G 3).

VI. EXPERIMENTAL CONSIDERATIONS

Finally, we briefly review possible platforms to imple-
ment the Hamiltonian in Eq. (6).

Rydberg atoms. Atoms excited to their higher principal
quantum number states, so called Rydberg atoms, inter-
acting with a microwave cavity are the setup where two-
photon micromasers were originally developed [31, 32].
The interaction time is given by 7 = w/v, where w is
the cavity of mode waist and v the speed atoms passing
through the cavity. For w ~ 2 x 1073 m and v ~ 102
ms~! [105], we have 7 ~ 2 x 1075 s. Therefore, a finite
integrated coupling strength ¢ = 1 requires the coupling
strength A ~ 10 kHz, already achievable in 3-level mi-
cromasers [32]. We note, however, that currently typical
single-photon loss rate £ &~ 100 Hz [36], while in order for
the loss to be treated as the perturbation in the cavity
dynamics the relaxation timescale must be much shorter
than x~! [see Fig. 2(c) and cf. Sec. IV B], and thus loss
rate k£ would need to be significantly lower (or 7 shorter
to allow for higher atom rate v).

Nevertheless, in order to consider effective two-photon
coupling A in a (5+1) model realised with Rydberg
atoms, we aimed to identify five Rydberg levels fulfill-
ing the conditions in Egs. (5a) and (5b) [the condi-
tion in (5c) can be satisfied by appropriate choice of
the Rabi frequency G and the detuning ¢ of the clas-
sical field]. We performed a preliminary search using
the ARC package [106, 107] among 30 basis states close
to the levels realizing two-photon micromaser in Ref.
[32], 39S1 <> 39Ps <« 40S:. We identified the tran-
sitions 3751 <> 37Ps <« 3851 <> 38Ps « 39S with
w ~ 500 GHz, |A;| ~ 21 GHz and g; ~ 0.3 MHz lead-
ing to |gl|2/A1 = 095|g2|2/A, |g4|2/A4 = —102‘93‘2/A
[cf. Eq. (5)]. The effective coupling strength |[A| = 5 Hz
leads only to the weak-coupling regime with ¢ ~ 1074,
where the Schrodinger cat states could be generated (see
Sec. IITIC). Considering larger set of basis states and
an external electric field enabling tunable detunings A;
through the static Stark effect, could, however, yield
transitions with stronger effective interaction. See Ap-
pendix J for further discussion.

Circuit QED. Circuit QED represents a versatile plat-
form to realize Hamiltonians with strong higher order
photon processes [39-41, 108]. In particular, a scheme
studied in Ref. [109] realized a system with a tunable
coupling between a transmon qubit and a microwave res-
onator with the effective single-photon Jaynes-Cummings
Hamiltonian, H = A(t)a'6_ + A(t)*ad;, where a,&
are the effective photonic and atomic operators dressed
by the anharmonic Jaynes-Cummings Hamiltonian of
the qubit-cavity system. It remains an open question
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whether the two-photon Jaynes-Cummings Hamiltonian
in Eq. (6) can also be achieved.

VII. CONCLUSIONS

We have proposed a novel scheme to realize two-photon
micromasers. Exploiting a (5+1)-level structure of atoms
passing through a cavity, we have shown that the atom
parameters can be tuned to achieve an effective two-
photon interaction Hamiltonian without the Stark shifts,
unlike in the three-level micromasers. We have found this
enables dissipative generation of pure states with high
quantum Fisher information for phase estimation. Fur-
thermore, we have found that the pure odd and even
parity stationary states span a decoherence free sub-
space. Thus, in addition to phase estimation, the dis-
cussed scheme could be exploited in quantum informa-
tion processing [cf. [39]], as a quantum memory or as a
quantum processor with unitary operations implemented
by perturbing the micromaser dynamics [89, 90, 110].

To account for realistic imperfections, we have con-
sidered effects of higher-order corrections in the far-
detuned limit, single-photon losses from the cavity, finite
lifetime of atom levels, and non-monochromatic atom
beam. For small enough imperfections, there exists a pro-
nounced metastable regime with metastable states corre-
sponding to the formerly stationary states. After the
metastable regime, the relaxation to a unique stationary
state takes place. Importantly, we found, that even after
the metastable regime, the generated stationary states,
although mixed, can still feature a significant enhance-
ment in phase estimation precision.

Future research directions include identifying experi-
mental schemes to implement (5+1)-level model and con-
structing feedback schemes to counteract the mixing dy-
namics of metastable states due to single-photon losses.
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Appendix A: Atom-cavity interaction

1. (541) Jaynes-Cummings Hamiltonian

Here we present the details of the transformations leading to Eq. (2).
We consider (5+1)-level atoms the cavity field of frequency w with the free Hamiltonian [see Fig. 1(a)]

1
H(I) =w (aTa+2> + Z Ej 055, (Al)
j=0,...,4,a

where o;; = |i)(j|, a and a! denote the cavity annihilation and creation operators, and i = 1. The atom is coupled to
the cavity field and a classical field of frequency w. and Rabi frequency G [112]

4
(1) = (a+al) Zgj TiG-1) T

j=1
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In the frame rotating with the free Hamiltonian Hj, Eq. (A1), the interaction Hamiltonian (A2) becomes

4
L e ) Zgj et o1y + (G + GTe®t) g 5 + Hee.. (A3)

j=1
Since the detunings are assumed much smaller than the corresponding energy gaps, |A;l, |§| < w,wq are assumed,

we can perform the rotating-wave approximation by neglecting the counter-rotating terms in (A3) (see, e.g., [113, ch.
5.2.2]). This leads to the atom-cavity interaction described by multi-level Jaynes-Cummings Hamiltonian [62]

4
H/ (t) = aZgj et o1y + Geoy3 + Hee.. (A4)
j=1
while in the initial frame we have
4
Hic(t) = e*itHéHi'rllt(t)e”Hé =a Zgj Ti(j—1) + Ge waly s + He.. (A5)
j=1

It is important to note that the new dynamics, Hj+ H;c(t), conserves the number of excitations N = n+ Z?:l Jjoji+

30aa, where n = ala is the cavity photon number operator, i.e., [N, H} + Hjc(t)] = 0. Moreover, it is possible and
relevant (see Appendix B1) to remove time-dependence from the dynamics (A5), by considering the frame rotating
with (WN + wc104a), which leads to the dynamics governed by Eq. (2).

2. Effective two-photon interaction

Here we consider adiabatic elimination [56, 57] for atom-cavity dynamics described by Hy+ Hipt of (2a) and (2b) at
the resonance (3). We derive the effective two-photon Hamiltonian of Eqgs. (4) and (6), which arise in the second-order
of couplings g1, g2, g3, g4 and G [see Fig. 1(a)].

Adiabatic elimination can be viewed as formally diagonalising H = Hy 4+ Hiyt, (2a) and (2b), by perturbation theory
with respect to Hin,. The Hamiltonian H is diagonalised by a unitary transformation e®, where the anti-Hermitian
operator S is assumed to be expanded in the coupling strength, S = S; + S3 + ... . Therefore,

1
Hdiag = GS(HO + Hint)eis = HO + Hint + [Sa HO + Hint] + 5[53 [57 HO + Hint] + ...

= Hy+ (Hint + [Sl, H()]) + <[SQ, Ho] + [Sl7Hint] + %[Sl, [Sl,Ho]]> + .. (Aﬁ)

where we ordered the second line of (A6) in increasing power of the interaction strength. Note that Hgjag is assumed
diagonal up to initial degeneracy in Hy of the atomic levels |1) and |3), which is due to the resonance (3). Therefore,
from (AG6), S is perturbatively determined [114] as [cf. [57]]

(51, Hol = Hi, 150, Hol = (181 Hiod + 50, (51,70 ) . (A7)

where (X))’ denotes the off-diagonal elements of X in the eigenbasis of Hy. The first condition simplifies Eq. (A6) to
only even-number corrections,

1
Hging = Ho + ([52, Hy] + Q[Sl,Him]) + .., (A8)

which is a consequence of the assumed two-photon resonance in Hy and single-photon interactions in Hi,g. Substi-
tuting (A7) to (A8), we obtain

[ —afalail 0 0 0 0 0]
0 aaf% — aTai—% . 0 . afzig;géﬁszg) 0 0
Haing = Ho+ 0 0 aall%h — ofqlol 00 o |,
0 azigzg;(AA;Af?’) 0 aaT% — aTa% — |Cj§‘ 0 0
0 0 0 0 aatlzl g
L0 0 0 0 0 1]
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for the operators

% -

0 —afg 0 0 0 0
afs 0 —al£ 0 0 0
92 _,t 93
Sl — 0 aA22 0 a Agg 0 . 0 i , (AIO)
0 0 a% 0 —a'f -&
0 0 0 al 0 0
4
0 0 0 ¢ 0 0 |
- 02 (A1 —Ag) -
0 0 —aT272~‘21932(A11 a0 0 0
0 0 0 0 0
2 g192(A1—A>s) 42 9391(A3—A4) 493G (A3-9)
52 — a 2A1£2(&1+52) O 0 0 a 2&334(&3-’-34) a 2235(5-EA3) (All)
0 0 0 0 0 0 )
(As—Ay) G*(A4+9)
O 0 22133934(23—"-34) O (? ) 7a’29A446(—A44+6)
G(A3—0) G(A4+6
L 0 0 zgggs(aiag) 0 2(?24(—24“) 0 i

It should be emphasised that atom-cavity interaction, Eq. (A9), takes place in the diagonalising basis [cf. Eq. (A6)]
given by e°(|j) ® [n)) = [j) ® [n) + S1(|7) ® |n)) + ..., where the atom levels are labelled by j = 0,..,4,a, while
n = 0,1,2... denotes a photon number in the cavity. In the far-detuned limit of |g;/A;| < 1 for j = 1,..,4,a and
|G/d] <« 1, the lowest-order corrections, the diagonalising basis corresponds to the original atomic levels |0}, ..., [4) and
la), in tensor product with the photon number basis of the cavity states. In particular, in Sec. II B, Hgjag restricted to
the levels |1) and |3) is considered [cf. Egs. (2a) and (2b)]. In Appendix B2 we consider corrections to the dynamics
beyond this approximation.

Two-photon resonance and adiabatic elimination. We note that the results in Egs. (A9-A11) do not require the
resonance condition in Eq. (3). When this condition is not fulfilled, Hy contributes a static Stark shift (As + Agz)oss
to the effective Hamiltonian in Eq. (4). This effect can be eliminated by adjusting we (and thus d) or G of the classical
field [cf. Eq. (5)].

Conwvergence of perturbation theory. Due to conservation of the number of excitations, N = afa + Z?:l J0j; + 30aa,
although the cavity space dimension is infinite, the perturbation theory above is effectively performed on (at most)
6-dimensional subspaces spanned by [0) ® |n), [1) ® [n—1), |2) @ [n —2), |3) ® [n —3), |4) @ |[n — 4) and |a) ® |n — 3),
for n = 0,1,... denoting the photon number in the cavity. For given N, the effective perturbation size can be
approximated as || Hins|||[|[(Ho — A1) T || = Olmax(N max; |g;|, G)/ min(|A], |As|, |A4l,0)], where (Hy — A;)T denotes
the pseudo-inverse [88, 91, 115, 116]. This defines the far-detuned limit for a given N. When the dynamics in the
two-level approximation (10) features well-defined stationary states and the initial cavity state is bounded, i.e., it has
a finite support below n;,, we expect the stationary state to be achieved at a finite-relaxation time Tycax exploring
effectively a finite cavity space, cf., e.g., [54]. If the perturbation size is small for N > vTyelax, for full atom-cavity
dynamics given by Hy + Hj, there exists a metastable regime where 2-level approximation holds and a metastable
state is given by the former stationary state. At longer times the effective dynamics resulting from the higher-order
correction takes place and leads to a unique stationary state (see also Sec. IV A). In the next section we consider these
higher-order corrections to dynamics.

Appendix B: Micromaser

Here we discuss general dynamics of a micromaser and the assumptions leading to the Markovian time-homogeneous
dynamics of the cavity, the case of which is discussed for the far-detuned limit in Sec. IIC. In Appendix B2 we
derive the higher order-corrections to the two-photon dynamics described by the Kraus operators (10), which lead to
metastability and mixing long-time dynamics discussed in Sec. IV A.

1. General dynamics

A micromaser is a setup in which atoms pass through the cavity, one at a time, and interact with its field [see
Fig. 1(b)]. We now discuss three assumptions leading to Markovian time-homogenous dynamics of the micromaser
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(cavity) [64].

Assumption 1. Atoms are prepared identically and in a product state with respect to one another and the cavity.

Let p(®) be the state of the cavity after the interaction with k atoms. In the frame rotating with the free Hamil-
tonian (A1) where the cavity state changes only when an atom is passing through. For an initial state of the cavity
and the atoms given by tensor product p(®) @ (pay @ -+ @ pay ® - - - ), the state p(¥) of the cavity depends only on its
state p(*~1) before the interaction with kth atom,

p(k) = Tr,t {U(tk,m) {pat ® p(kfl)} UT(tk,Tk)} , (B1)

where t; and 7, denote the arrival time of k—th atom and the duration of its interaction with the cavity field,
respectively, while

t+7
U(t,7) =T exp {1/ dt'Hi’flt(t')} (B2)
t

is the time-ordered evolution operator for the interaction (A4). Eq. (Bl) represents Markovianity of the cavity
dynamics.

Assumption 2. The atomic beam is monochromatic, i.e., velocity of all atoms is the same.

In this case, the interaction time with the cavity is the same for all atoms, 7, = 7. Note that the atomic state pus
is typically not initialised for all atoms at ¢t = 0 as written formally in Assumption I1.. In practice, a state in Eq. (8)
can be prepared by atoms passing on their way to the cavity through a laser resonant with the transition |1) < |3),
which, for atoms with the same velocity, leads to the identical state (as the laser phase is constant in the frame
rotating with Hy). For discussion of changes in micromaser dynamics due to non-monochromatic atomic beam see
Appendix G2e.

Assumption 3. The atom state is invariant under the dynamics (2a), e*itH“pateitHO = Pat-

With Assumption 2. the cavity dynamics (B1) depends on time only via the time-dependent interaction Hamilto-
nian (A4). The interaction Hamiltonian is, however, time-independent in the frame of (WN 4 wc10a,) [cf. Eq. (2b)]
which differs from the frame of H|, by the Hamiltonian —Hy [Eq. (2a)]

U(t,T) = e~ 1tHo {Te_iff; dt,[H‘“"(t/HHO]}ei(t+T)H°. (B3)
Since Hj acts only on the atom state, we have
P = Tryy {U(7) [H0r 7o p ettt o @ o0 (7 | (B4)
where we introduced
U(r) = et i atlHias (o) (B5)

so that for the invariant atom state the cavity dynamics simplifies to
P =Ty {U(7) [ @ p* D] U (1)} (B6)

The time-dependence of the interaction on ¢ in Eq. (B5) is due to the coupling strengths g;(t), j =1, ...,4, and G(¢)
being in general dependent on the atom position within the cavity, which changes in time ¢ [cf. Egs. (2a) and (2b)].

In order for an atom state to be invariant, it cannot feature coherences between H| eigenstates of different energy,
e.g., for a non-degenerate Hy it must be diagonal. In order for the pure coherent state in Eq. (8) to be invariant, we
require the two-photon resonance in Eq. (3), which leads to degeneracy of |1) and |3) in Hp.

We note, however, that when the resonance condition cannot be met, time-homogeneous cavity dynamics can be,
in principle, achieved by preparing the atoms in states with a phase dependent on arrival time, e.g., for the state in
Eq. (8) by preparing the state with an off-resonant Rabi driving detuned by —(Ag + As) [cf. Eq. (2a)] (cf. discussion
of Assumption 2.).

Discrete dynamics of micromaser. For a pure invariant atom state, pat = |Vat {¥at| [€-8., Eq. (8)], the dynamics in
Eq. (B6) can be expressed with the Kraus operators

Mj = (GIU(T) [¢Pat) (B7)
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as

o) = Z Mjp(k—l)M]T - M [p(k—l)} 7 (B8)
7=0,...,4,a

where M denotes the corresponding superoperator. We have Zj:O,.‘.A,a M;r M; = 1, which guarantees the

trace-preserving dynamics M1 (1) = 1. The general case of the dynamics with a mixed atom state instead of the
pure state in Eq. (8) is discussed in Appendix G 2c.

Continuous dynamics of micromaser. Assuming that time at which atoms arrive to the cavity is exponentially
distributed at the rate v (see below and [31, 64, 65]), the average dynamics of the cavity, coarse-grained in time over
intervals 7, is governed by the time-homogeneous master equation [66, 67]

S olt) = v Mp(t)] — v plt) = £ [p(1)]. (B9)

The dynamics is trace-preserving, £ (1) = 0, which follows from the properties of the Kraus operators.

FExponential arrival times to the cavity. Note that in the micromaser setup, it is assumed that at most one atom is
found in the cavity at a time [see Fig. 1(b)]. A possible approach used to obtain this is for the levels |5), 7 = 0,1,...,4,¢
in Fig. 1(a) to be a subset of highly excited levels (e.g., Rydberg levels) in a multi-level atom [64, 65]. The initial state
of the atoms is then prepared by passing a stream of atoms, initially in a low-energy state, through the excitation
region where the states [j), j = 0,1,...,4, ¢, can be excited. If the probability of excitation from the low-energy state
is small, due to the law of rare events, the number of atoms that arrive to the cavity prepared in the relevant states
l7), 7 =0,1,...,4, ¢, up to times ¢ is approximated by a Poisson distribution with the average vt, while the waiting
time between the arrival of the consecutive excited atoms is given by the exponential distribution with the rate v.

2. Higher-order corrections to cavity dynamics

The cavity dynamics generated by the effective Hamiltonian in Eq. (6) corresponds to the adiabatic elimination
carried out to the lowest non-trivial order in g;/A;, j = 1,2, 3,4 and G/6. We now discuss how the effective micromaser
dynamics in Eq. (B4), which is parity preserving, is modified by higher-order corrections to the far-detuned limit. The
analysis below is for a general setup of Fig. 1(a), with two photon resonance in Eq. (3) and the effective Hamiltonian in
Eq. (4). Therefore, the results apply both to 3-level model [31, 33-35, 42, 44, 61] and (54+1) model in Sec. IT C, where
the Stark shifts can be removed in the far-detuned limit [cf. Eq. (6)]. We discuss the influence of the higher-order
corrections on the latter case in Sec. IV A.

Kraus operators. The Kraus operators, which describe the change in the cavity state due to passage of a single atom,
are given by [cf. Eq. (42)]

M] = <]|U<T)‘wat> = <j|e_SUdiag(T)eS‘wat> j = 07 "'a47 a, (Blo)

where U(7) = e 1T Hine+Hol Udiag(T) = e~imHaias  ¢=5 diagonalises Hin, + Ho and [th,) is the pure state of the atom
entering the cavity. We have assumed for simplicity that the field-atom coupling strength is constant, Hing(t) = Hin.
Considering [¢,4) to be given by (8), i.e., a superposition between |1) and |3), the Kraus operators (derived below)
My, My, My swap the parity, while the Kraus operators My, M3 and M,, conserve the parity [cf. Eq. (43)].

Time-independent corrections. As in Appendix A2, we now consider the expansion of (B10) with respect to S =
S1+S55+..., where j in S; denotes the power of the coupling strength g, G (the time-dependent perturbative corrections
in Ugiag(7) will be discussed later). We have

Mj = <j|Udiag(T)‘wat> + (_<j|SlUdiag(T)|wat> + <j|Udiag(T)Sl|wat>)
S? S?
| =153Vt + 1 (5 = 52 ) Ut ar) + l0ns(r) (5 + 52 ) )]+ (B1D)

where the last two terms in the first line and the second line correspond to the first- and second-order corrections.
The operators S; and Sy are given by Eqs. (A10) and (A11), which leads to the parity-conserving Kraus operators
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given by

1 |g1]? |g2|?
M1 = Uc}ilag(T)cg + U(ii:;g(T)ce + § ( T A2 - ana A2 [Udlag,( )Cg + U&gg(T)Ce} (B12)
2

9395 ;
+al? 5 A22 23 (Ui (T) € + Uging (1) ce)

| T|91‘2 ‘92‘ 2 9293
—|—2Udiag(7') [( aa A2 al A2 cg + (a') A2A3ce

1 13 T|93‘ + |g4]? @ 2 9293
+ Udiag(T) |:( AQ a a AQ 52 Ce +a A2A3 Cg

|91/ 9 93
+a U (7 al cg +at 2% Usi Zeg—at ) + .,
dag( ) 2% g ﬁ dag( ) 22 g QB e

: 1 93] 94> |G 3
M3 = U(‘Li)’ilag(T)cg + U(:isiimg(T)Ce + 5 ( T AQ aTa’ Ai (52 [Udng( )Cg + Ugiig(T)Ce] (B13)

9293
+Cl2 2A A [Udlmg( )Cg + U(%igag(T) Ce}

Sl g 2l 2 9595
Udlag( 7) |:< A2 al A2 Cg + (a') N Ce
T|g3| i lgal® 1GJ? 2 9293
Udmg( T) K AZ —a'a A2 52 ) Ce +a AN Co
G|?

92 9 |94
- K Udlag( ) (aAzcg - G’TA:;Ce) TUdlag( ) Ai Ce + Udlag( ) 52 5 Ce T .oy

and

Ma (5; [Udlag( )Cg + Udlag( ) Udlag( )Ce] + EES) (B14)

where Uélag( T) = (j|Udgiag(7)|E) for j,k = 0,...,4,a [cf. Eq. (10)]. Note that M; and Mz do not feature first-order
corrections [the second and third term in (B11)], due to their parity conservation, as S; swaps the cavity parity,
except for the atom in levels |3) and |a), so that M, is of the first-order. For this reason, the parity-swapping Kraus
operators are of the first-order,

91 91
TAI [Udlag< )Cg +Ud1ag< ) ] Udlag( ) Tilcg + . (B15)

MOZ(I A
1

Ay ® AV
94
M4 = A [Udlag( ) Udlag( ) } Udlag( ) A4 Ce + e (B17)

M2: A [Udlag( ) Udlag( ) }‘FG‘T 93 [Udlag( )Cg+Ud1ag( ) } Udlag( )(a‘gQC angce) + (BIG)

Time-dependent corrections. We now discuss time-dependent corrections to Ugiag(T) = e~ iTHaiag from the diagonal

Hamiltonian Hgiae = Ho + Hgiag + H;liiag + ..., (A9), where H,fiag denotes kth order corrections. As Hy commutes by
definition with Hgjag, we have

.
. . diag diag N diag . ., prdiag : . rrdiag
Udiag(1) = €70 ir(Hy" S+ Y0 4..)  o=ir(Ho+H, )<11/ dt etz [ s ith, +...>7 (B18)
0

where in the last equality we used the Dyson series. The correction

/ de ei”{;iagI-Iffiag(fi“%iiag = 7 0Hog(T) (B19)
0

can be considered as the contribution from the time-averaged H, ff 28 in the rotating frame of Hg 8 For the interaction
time 7 chosen so that the second-order dynamics in the two-level approximation [Egs. (6) and (10)] is finite, the
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correction 7 d Heg(7) contributes as the second-order to Ugiag(7). We thus have [cf. Eq. (B18) and (10)]

Ujilag(r) cg + U(}?ag(T) Co = e TR [Mg +0Mg] + ... (B20a)
= e TITAL (1T |y ) —iremiTAY _cos(qﬁ\/m) (116 Hegr(T)[at) — ia”W (3]0 Hegt(T)[Yat) | + -,
Uihe(7) s + Udsg(7) co = €772 [M, + M. + ... (B20b)
= eITAL (3l HE "y ) — jremiT _—m2M (1|6 Hoge (7)|t0as) + cos(¢Vat2a2) (3|6 Hog(7) [tbas) | + -y
Vat?a?

where we defined the zero-order Kraus operators M, and M, cf. Eq. (10) [note that the Kraus operators in (10) differ

. 2
by the global phase e”%, which was additionally neglected in (6)]. For the Kraus operators in other micromaser

setups, including 3-level model (see Appendix C).
Therefore, up to the second order in the coupling strength, the cavity dynamics (B9) is determined by the first-order
Kraus operators,

i maTa T
elTAlMO - a Al M _ (A1+ All ) aT%llcg + .. (BQI)
irA g2 + 93 —ir <A2+a aT%*““%) g2 + 93
rha e — 022 M 22 M, 2 3 e — a' ==c, ey B22
e 2 aA2 s t+a A, +e <aA2cg aA36>+ (B22)
. —ir 4 A —‘,—aaer
AN, = —a M, 4 (Z’“*z § B4 ) aPe v .., (B23)
A4 A4
; G —ir (2, Aptot G
STAINL = -5 [Me —e <Zk72 § ° ) Cel|l + ..., (B24)
where fourth-order corrections to Hgiag in (A9) are neglected. Similarly,
i‘rAlM - M 1 |gl|2 T |92|2 M 12 g;g?; M. B25
e 1=Mg+5 (- AT T OTAz s a5 A, Ve (B25)
1 91 i, 192l 2 9593
+§Mgg [(aaT AT al A2 cg + (ah) mce
1 lgs|? loal? |G 2 9293
+§Mge |:( al A2 —ata A2 — 5 Ce+a 7A2A3Cg
ir Al—‘,-‘gl‘ —ir( Ax+ TM_ T ﬁSﬁ *
racr (B |gA1|1 et (e ) (i)
AT (16 Her(T) [Yat) + ...
i 1 |95/ |94|2 G| 9293
iTA4 _ T 2
Ms = M, + = M, M, B26
o M= Mety ( AT T ORT oA, e (B26)
1 |91| |92| 2 9593
+§Meg {(—aaT A7 —af A2 cg + (a®) mce
1 g3 lgal*  |G)? 9293
P _ ot _ 2
+§Mee K aa A% a'a A2 52 Ce+a A2A3cg
—it( A +aaTM7aTaﬂ —ir 4 A JraaTM 2
fag—ie ( ’ o o ) (aizcg - QTZS:),%) +ale <Zk’2 * o4 )a|gA4£L1 Ce

—ir (2, Apto+ 182 |G|?
+e ( >62

and we defined M,, = M, with ¢, = 1, where u,v = g,e. The global phase factor ™1 in Egs. (B21-B26)
corresponds to a global phase neglected in (4). Furthermore, for the (5+1)-model, the conditions in Eq. (5) leading

Ce — 1T (3|0 Hemt (T)|Vat) +
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to cancellation of the Stark shifts, establish dependent variables: g7 /A1 = ga/VA1A, —g4/As = g3/ A4/, and

~G/8 = /g2? + lgs?/VAG.

For completeness, we now provide fourth-order corrections to (A9), which contribute to Eq. (B19), for the case
N=gp=g=g=9 A =0 =-A3=-A;=A, and G?/5 = -2¢°/A,

494[ata(¢ﬂa73)71] CLT 8g* (gQJeraTa) CLT
diag 3A3 3G 3
H4 - 894(92+G20«*0«) 4g [ —G?*(ataaa +1)] ’ (B27)
3G2A3 a - 3G2A3

which are expressed for e(|1) ® |n)) and e%(|3) @ |n)), i.e., the diagonal basis of the atom-cavity Hamiltonian
[cf. Eq. (A6)]. Here (B27) was obtained from (A6) by considering the expansion of S up to the fourth-order, i.e.,
S=85+85+S53+S4+....

Higher-order corrections in the 3-level model. In the 3-level model [see Eq. (6) with g1 = 0,94 = 0,G = 0] at
resonance (3), the stationary state is known to be pure for all detunings, and given by the squeezed vacuum [42, 44].
We will now recover this result by showing that this state is not affected by the parity swapping Kraus operator Ms
[cf. Eq. (42)]. Indeed, beyond adiabatic limit we have [cf. Eq. (B22)]

* —ir A—‘raaTM—‘raT(LM
M, = _a% M, _QT%?) M, + e ( A A ) (afcg +afi3ce> + ... (B28)

where M, and M. correspond to 3-level dynamics. Mj operator, however, is 0 in the first-order on the squeezed
vacuum state |¥,), as

92 93 92 93
<—aAMg—aTA3MC> |, ) = (aAcg—i-aTA ) W)
= Z ( 2n +2 cg Conto +V2n+1 ce 02n> [2n 4+ 1) =0, (B29)

where in the first equality we used that in 3-level model we have Mc|¢1) = ¢, and Mg|1+) = ¢, (up to a global phase)
(see Appendix C). The last equality follows from the recurrence relation for the pure stationary states (cf. Appendix C)

Cnt2  Cegzvn+1

Cn B CgQQ\/n+2.

It is worth to emphasize that for the state of the negative parity (odd n), the parity-swapping Kraus operator Ms
does not vanish on its one-photon component, thus leading to its decay and a unique stationary state of the dynamics
given by the squeezed vacuum [42] (see also Appendix G 1).

(B30)

Appendix C: Pure stationary states of two-photon micromasers

In Appendix A 2 we derived the effective two-photon Hamiltonian, Eq. (4), describing the far-detuned limit of the
cavity interaction with a multi-level atom in the ladder configuration [see Fig. 1(a)]. Here we discuss pure stationary
states of general two-photon dynamics, with a Hamiltonian of the same functional form as (4) but with arbitrary
Stark shifts and two-photon couplings. We show that beyond the stationary states in Eq. (19), the only pure states
correspond to the stationary states of 3-level model [42, 44, 61].

Effective Hamiltonian. Within RWA, i.e., for dynamics based single-photon Jaynes-Cummings interactions, the
adiabatic limit of far-detuned levels with a two-photon resonance [Eq. (3)] leads in the second-order to the effective
Hamiltonian

Aata+ B1 C*at?

Herr = Ca? Data+ E1

(C1)

where A, B, D, E € R and C € C and the basis is given by the resonant levels |1), |3) [cf. Appendix A 2 and Eq. (4)].
The constants A, B, D and E describe the Stark shifts, while C' determines the effective two-photon coupling strength.
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Pure stationary states. We are interested in the case when the two Kraus operators corresponding to the Hamilto-
nian (C1) feature the same cavity state |[Uss) = > 7 ¢,|n) as an eigenvector. This corresponds to the following set
of equations [cf. Egs. (10) and (17)]

QA Cpyg =€ 1Pn {cg [cos((ﬁn) —irs? sin(;qbn)} Cnt2 —iceT(s7)* sin(;¢n) cn} , (C2a)
Be, = e l¥n {ichstSin((;ﬁn) Cnao + Ce [cos(qﬁn) + iTstSinqu)")} cn} , (C2Db)

where

si:A(n+2)+2B—Dn—E’ @ = VI DmTD), (C3)

A+ D 2A+ B+ FE
b=V AR, pn=r DA EEE (C4)

Egs. (C2) feature non-trivial solution when the corresponding determinant is 0 independently of n,

aB + e Fncocy — e cos(dy,) (ace + Beg) — ie_i“’"Tsz%(ace — feg) =0, (C5)

where on Lh.s. we used the fact 72[(s2)? + |sZ]?] = ¢2.

Note that in the absence of coupling, C' = 0, we obtain that s& = 0, and dynamics corresponds to the dephasing
of coherences, which is caused by the Stark shifts in (C1). This leads to a stationary state of the cavity given by
the diagonal of an initial state (a classical state without coherences), unless both ¢, and ¢, are independent of n
(this takes place when A = 0 = D, in which case the Stark shift is independent from the cavity field, and instead of
dephasing the passage of atoms only changes the global phase).

For the case of C # 0, the last term in Eq. (C4) with sZ sin(¢,,)/¢n, is independent function of n, from both cos(¢y,)
and e”'¥n e712¢n je. it cannot be cancelled by the other terms for all n. Therefore, for Eq. (C4) to hold, it is
necessary for the last term to vanish for all n, which takes place when s = 0 or ac. — Bc; = 0, which define two
complementary cases we now discuss.

Case 1. Lets first consider sZ = 0, which from (C3) yields the effective Hamiltonian coefficients as
A=D and B =FE +2A, (C6)

As C # 0, ¢, depends on n, and furthermore cos(¢,,) is an independent function from e~¥» and e=2. Therefore,
it is required that ace + Scg = 0, so that the outgoing state of atoms are given by [cf. Eq. (18)]

a=e ey, B =—e e, (Cn

This in turn simplifies the first two terms in (C4) as aff + cocge™2¥n = —2ie~ (¥nt¥)c c, sin(p, — ), which thus
requires , = ¢ + km, where k € Z, so that

A=-D=0 and @ = 2B1 + km, (C8)

and there are no Stark shifts (except the global phase ¢): A = D =0, B = E. This is exactly the case discussed at
length in this work, which leads to the stationary states given by the recurrence relation (19) [by choosing k = 0,1 in

©l.

Case 2. In order to remove the amplitude of the last term in Eq. (C4), we now consider ace — fcg; = 0, which
determines the outgoing state of atoms as [cf. Eq. (CT7)]

a=e ey, B=e¥c,. (C9)
In this case we have for the remaining terms

af + e*Zi‘P"Cecg —e7ion cos(¢y,)(ace + Beg) = e*i(‘”"“’)cecg [cos(n — @) — cos(@y)] (C10)

= —2¢ i @nt) e, sin <90n i 2” — S0) sin (sﬁn — <§n — <p> .
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Therefore, we require p,, — @ + 2km = ¢,, or @, —p + 2km = —¢,, with k € Z, which expressions squared (and divided
by 72) yield the condition

n? (AD — |C*) +n [2AD - 3|C|* + AE + DB — (A+ D)w] + (2A+ B)E —2|C|* — (2A+ B+ F)w +w? = 0, (C11)

where w = (¢ — 2km)/7. Requiring that the above expression holds for all n, we arrive at the following conditions on
the effective Hamiltonian coefficients,
A(-D+ E)+ DB
CR—AD>0, w-ACDEBIEDE  p o B A+ B42D-E) =0 (C12)
A+D

where A + D # 0 follows from A # —D as AD > 0. We note that there are two solutions (from the last condition)
with B=—-D+ FE (p=7B+2krw) and B+ A+ D =—-D+ E [p = 7(A + B) + 2kn], but yield the same stationary
state given by the recurrence relation [cf. Eq. (19)]

Cn+2 cC* In+1
—_— = . C13
Cn, cg AV n+2 ( )

In the even-parity subspace yields this is a squeezed vacuum state, whose squeezing can be regulated by the ratio

of the dynamical shifts % = 1/%. In particular, the micromaser with 3-level atoms [42, 44, 61] corresponds to the
former solution with A = — |g2\27 B=0,C=-22 andD=F = 7% [cf. Eq. (7)]; here the squeezing is regulated
by the ratio |gs/ga|-

Appendix D: Hard walls and Pell equation

In Sec. III D of the main text we have discussed hard-walls in the cavity dynamics, i.e., when the integrated coupling
strength ¢ leads to sin,,(¢) = 0 for certain m, so that the cavity states |m) and |m + 2) are no longer coupled. Here
we show that the condition in Eq. (35) corresponds for the subsequent walls to Pell equation [80, 81], and derive the
recurrence relation for positions of these hard walls.

Pell equation. For a given integrated coupling strength ¢, let us assume that m is the position of the first wall with
the corresponding K. Any other wall at m’ > m must fulfill, from (35),
!

(m'+1)(m'+2) = (i) (m+1)(m +2). (D1)

for a certain integer K’. By setting D := (m+1)(m+2), z := 2m’+3 and y := 2K’/ K, we get the Pell equation [80, 81]
2 — Dy* = 1. (D2)

We assume ¢ > 0 and thus K > 0 [cf. Eq. (35)] (otherwise we equivalently consider positive integers —K and —K').
Since D is not a perfect square, Eq. (D2) has infinitely many positive integer solutions (z,, ¥»), n > 1. If the solutions
are ordered by the magnitude of x,,, the nth solution is given by the recurrence relation [82]
Tp = T1Zp—1 + DY1yn—1, (D3a)
Yn = T1Yn—1 + Y1Tn—1, (ng)

or equivalently
n
where (z1, y1) = (2m + 3, 2) is the first non-zero integer solution, called the fundamental solution.

Recurrence relation for hard walls. From Eq. (D3) we note that, since z; is odd, z,, is always odd, while y,, is always
even as y; is even [this is a consequence of D being even; cf. Eq. (D2)]. Therefore, each solution with z, and y,,
corresponds directly to a hard wall in the dynamics at m,, = (z,, — 3)/2, and with K,, = y,K/2 being a multiple of
K. Furthermore, Eq. (D3) yields the recurrence relation

My =Mp_1(2m+3) +3(m+ 1) +2(m+ 1)(m+2) K,,_1 /K, (D5a)
K,=K,1(2m+3)+ K(2m,_1 + 3), (D5b)
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and we conclude there are infinitely many hard walls in the dynamics. From Eq. (D5) we have that for the first hard
wall at even mq, the parity of the nth wall, m,, oscillates with period 2, while for odd my, all walls are found at m,,
odd. Similarly, for even K, K,, is always even and thus cos,,, (¢) = (—1)%» = 1, while for odd K, the K,, parity
oscillates with period 2, and so does cos;,, (¢). These results are summarised in Tab. L.

We note, however, that we are also interested in solutions of (D2), in which x is an (odd) integer, while y is a
rational number, i.e., when 2K’ is not a multiple of K. As we show below, however, the position of walls fulfils the
recurrence relation (D5) and K is always a multiplicity of K.

Proof. Suppose that there exists a hard wall at m’ with 2K’ not divisible by K, K := ged(K, 2K’) < K. We have

(2m'+3)21D<§)2(2§/>2. (D6)

Since the greatest common factor of the integers 2K’/K and K =K /K is 1 by definition, it follows, from the
left-hand side of (D6) being an integer, that D must be divisible by K2. Therefore, D := D/K? < D is an integer,
and since D was not a square of integer, neither is D. We thus arrive at a new Pell equation

P2 -Dy* =1, (D7)

where the new integer variable y := K y, while T := z as before. We will now show that, as & = x remains unchanged,
the recurrence relation (D5) stays the same.
The position of the first hard wall m, together with K, yield an integer solution of Eq. (D7): T =2m+3, y = 2K.

Therefore, it must appear in the recurrence relation in Eq. (D3) with D replaced by D. If 7 is odd (i.e. when Dis
even), I, is also odd, and thus corresponds to a hard wall at an integer m,,. In particular, the fundamental solution
corresponds to the first hard wall, i.e. m = (1 — 3)/2 [where Z; > 3 follows from y; > 0 required by the assumed
positive integrated coupling ¢ > 0, cf. Eq. (35)]. Thus, we again obtain the recurrence relation in Eq. (D5) [as in the
recurrence equation for z,, = x,, we have that D simplifies with 719,,—1 to Dynyn—1 in Eq. (D3a), while the recurrence
equation for g, can be divided by K yielding Eq. (D3b), since , is divisible by K as so is 7.

When D is odd, it is possible that x; is even (and y; odd), in which case the parity of x,, (and y,) oscillates with

period 2. In particular, the first hard wall corresponds to the second solution, m = (Zo — 3)/2 = (73 + 53}% —3)/2,
while other hard walls correspond to xa,. Nevertheless, from (D4) we have

g2n + \/Ban = <E2 + \/B§Q)nv (Dg)

so that the odd solutions also obey the recurrence relation Eq. (D3), but with the fundamental solution chosen as x5
and yso, instead of 1 and y;. Therefore, analogously as in the case of D being even, the walls are again determined

by Eq. (D5). This concludes the proof.
Appendix E: Pure stationary states and relaxation times with soft walls
In Sec. IIT E we introduced the notion of a soft wall. Here we discuss the structure of stationary states in the cavity
in the presence of soft walls, and also discuss the induced long-time dynamics leading to those stationary states.
1. Distribution of pure stationary states between soft walls

We now discuss the structure of the stationary state between soft walls and argue that they are supported only
after the walls corresponding to the boundary condition Eq. (20). We assume coherent dynamics cc, ¢g # 0.

Dynamics with soft walls features pure states given in Eq. (22). In general, the, say, even state can be written as a
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sum of contributions with support between subsequent pairs of walls located at mz and m; L1 as

mi /2 0o m;r+1/2
W)= com2n)+> > canl2n) (E1)
n=0 k=1 n:1+m2’/2
m+/2 oo H méﬁrl/?
1 ¢, sin +(9) Con
=Y 02n|2n>+20m:(—1)—1_m7kw 3 2 19n)
n=0 k=1 Ce COSm;r n=1+m;/2 Cmt"'Q
~ [k o . e NF[E sin, (¢)
= o} N ) + et () Tl | W
P 2 T2 | o () I o
where m; labels the walls of the even parity [cf. Eq. (19)] and we introduced normalisation (N;7)? =
m /2 m; 1/2
Zn:khmg/z |62”/cm:f+2|2 and the state after the kth even wall |U}) = En:’ﬂhmzm Con |2n>/cm;+2/J\/’,;Ir (where for

|W¢) we formally define m{ = —2). The analogous construction holds for the odd state |¥_) in Eq. (22).
In Eq. (E1) we can identify Cont / Contan 18 the ratio between the last and the first coefficients in the state after
+1

kth wall, [U}) and thus we expect it to be finite (as there are no soft walls within the state). Similarly, the norm N,"
of the kth state is finite. In contrary, the remaining terms Eq. (E1) can lead either to the supression or the increase
of the kth state contribution, depending whether the boundary condition after kth even soft wall, Eq. (40), coincides
with the boundary condition of the state |¥,) in Eq. (20),

! 1 sin,,, (¢ 2 N E2
when COsz(Qb) ~ 1, 1— CObmk*(()b) ~ blnm:((ﬁ) — OO ( 3«)
sin, +(¢) sin, +(¢)
) L 4 - 3 E2
when  cos,,+(¢) ’ 1 —cos,,+(¢) 2 0 -

where the arrows correspond to the limit of soft wall being hard. Noticing that ¢y in Eq. (E1) also changes with the
height of the walls in order to keep the norm of |¥, ) equal 1, we arrive at the following approximation

koo . e\ F
II— ](—i)k () o N1 (E3)

C
=1 ml+—1+2

ag NP W) +>

k=1

oo
=: B [Wg) + > B 1),
k=1

Q

W)

where we defined the hard wall limit as

E o sing, i (0)
my —s af E4
0 zljl 1-— cosm;r(@ e (B4
so that we choose a; = 0 if cosmz(qb) ~ —1 [cf. Eq. (E2)].

In Eq. (E3) only the states after the soft walls with the boundary condition cosmx(qﬁ) ~ 1 can be present [cf. Fig. 2(b)
and see the example in Tab. II]. Therefore, the state |¥{) can be present only for the first wall with cosm1+(¢) ~ -1
[cf. Fig. 2(b) for the states (ii, viii)]. We further note that several subsequent walls with cosmz(q’)) ~ 1 may be needed
to counteract the suppression due to an earlier wall, in which case only the state after the last such a wall is present,
see Fig. 2(b) for the states (iii,vi,vii,ix). The same results follows from considering soft walls as a perturbation away
from auxiliary hard walls (see below).

Finally we note that for finite walls, the coefficients ﬁ,j in Eq. (E3) depend also on the distribution of the states

|\I'$> between the walls, e.g., whether the state is supported only close to one of the walls. In particular, in the case
of |eg| =1, we simply have |¥ ) =|¥y) = |0).

2. Dynamics with soft walls

Here we discuss timescales of achieving pure stationary states, Eq. (E3), by considering dynamics in the presence
of soft walls as a perturbation of auxiliary dynamics with hard walls.
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Soft walls Hard walls (01,02 = 0)
Case
c08,,,+() | c0s,,,+(9) ) P | P ps
1 - % -1+ % |\IJ§> + O(61) |\Il§> mixed | mixed
2. - %12 -1+ %Z ) + O(61,69) mixed | |[¥]) | mixed
62 s : T
3| e |-G ) + 88w + OlminGs 8] | 1) | ) | )
4 1-— 571 1-— %2 |U3) + O(62) mixed | mixed | |¥3)

TABLE II. Steady state between two soft walls vs. two hard walls. The stationary state with soft walls approximately
corresponds only to the pure stationary states of hard walls that obey the same boundary conditions.
For soft walls: |¥.) from Egs. (E1) and (E2). In case 3. B3 /B4 = —(ce/cg)* N5 /NG [c +/cmir+2}[cm;r/co] x 41im 61 /62. For

m 2

hard walls: |€:) refers to the kth pure stationary state with with boundary conditions at the (k — 1)-th and k-th wall which
are opposite to Eq. (20). For the finite number of walls, we have assumed a third even wall to be hard, with cos_+(¢) = —1, so
3

that pure stationary states before that wall exist [cf. Egs. (20) and (39)]. The same results hold for the odd stationary state.

a. Dynamics of soft walls as perturbation of hard walls

The dynamics of the cavity with soft walls can be formally considered as a perturbation of an auxiliary dynamics
Méo), MC(O) with hard walls replacing soft walls,

oo

M, — Mg(o) =M, = Z (—ice silym, (@) |mi+2) (M| + cg[cOSm, (¢) F 1]|mp+2)(mi+2]), (Eba)

b
Il
—

Mo — MO =M, = (co[cosm, (¢) F 1]|mu)mp| — icg sing,, (¢)|meXmy+2|), (E5b)

NE

el
Il
—_

where we consider cos,,, (¢) & %1, so that cos,,, (¢) F1 ~ 0. In this Section we discuss the order of the perturbation
in the powers of a small parameter ¢ of kth wall where

2

cosm,, (¢) =~ =+ (1 - 52’“) , sing,, (¢) = £0k (E6)

[see Eq. (E5) and Tab. II].

b. Steady state with soft walls vs. stationary states of hard walls

The stationary state in Eq. (22) is pure and fulfills the boundary condition (20). In contrast, each soft wall present
in the dynamics can be approximated by a hard wall that determines boundary conditions for a state before and after
that wall [Egs. (39) and (40)].

Steady states of hard walls. First, the kth stationary state pf, between subsequent walls of the same parity at mki
and m,i_l, is pure only if COSmki(¢) = — oS+ (¢). Otherwise, that stationary state is mixed. Second, even if the
+1

stationary state is pure, when its boundary condition differs from (20), it does not correspond to the stationary state

with soft walls [¥.), i.e., it differs from its projection |Wi) between the kth and (k+41)th walls, as |(¥}, |U)|? < 1,
ol s —+

unless m;f,; —m; = 2 and it is a fixed photon state, [¥;’) = |m;’, ;). Indeed, from Eq. (19), when c.,cg # 0,

|<§ki|\llf>|2 = 1 requires coty(¢/2) = — tang(¢/2) [for all mki, +2<k< m,i_l such that (—1)* = £1], which is never
true. Furthermore, the coherences between pure stationary states corresponding to opposite boundary condition [i.e.,
opposite eigenvalues of Kraus operators, see Eq. (18)], and between the pure and mixed stationary states, are not
stationary (cf. Sec. IIID).

Consequences for stationary state with soft walls. The perturbative dynamics defined in Eq. (E5) should recover
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the true stationary state in Eq. (22). In particular, in the zero order, the solution is a linear combination of the
stationary states between hard walls [50, 88]. Therefore, in agreement with Eq. (E3), the stationary states in Eq. (22)
can be approximated only by the pure stationary states between hard walls that are consistent with the boundary
conditions (20), i.e., COSmki(¢) =1=- cosmfﬂ(qﬁ). See Tab. II for the example of two walls.

c. Perturbative dynamics

Below we derive the long-time dynamics due to the presence of the soft walls. We prove that this dynamics is
second-order in sin,,, (¢). Due to locality of the perturbation in Eq. (E5) only neighbouring states get connected, or
coherences between states separated by two walls are created. Furthermore, the perturbation depends on the amplitude
of the states directly next to the walls. We discuss how the closed form of the long-time dynamics generator can be
found using the structure of the stationary state Eq. (E3) .

First and second-order perturbation. The difference 6L between the dynamics generated by M,, M, (10) and the

modified Kraus operators with hard walls Mg(o) and ML feature the first and second order perturbation in M, and
IM, [cf. (EB)]

v L (p) = MgpMJ + MgpM — p = M p [MO]T + MO p M) = p+ (E7)
n {(5Mgp (MO 4 5Mp [MO]F + H.c.} + §MypSM] + 6M.p 6MJ,

cf. Eq. (B9). The perturbations in the Kraus operators themselves, 6M, and 6M. in Eq. (E5), feature first and
second-order perturbations [cf. Eq. (E6)]

SMY = —ice Y sing, (@) lme+2)mpl, M =cg Y [cosm, (6) F Ufmp+2)mp+2], (E8a)
k=1 k=1

OMEY = —iey Y sing, (9)lmufmp+2],  OMP = oY [cosm, (&) F Ufmy)mal. (E8b)
k=1 k=1

Therefore, we can identify the first and second-order perturbation to the master equation (E7) as
6Ly =MV p MO+ 5M0D p M) + Hee., (E9)
6Ly = M p [sMIV]T + sV p [sMIV]T + {5Mg<2> p (MO + M) p [MO]T + H.c.} : (E10)

Below we focus on the second-order corrections to the dynamics, and thus we neglect the third and-forth order
perturbations in (E7).

Absence of first-order corrections. We show now that dynamics feature no contribution from £ in (E9). We consider
only even or odd states, but we drop the superscript + in |\I/f), pf and mf for convenience.

Noting that for pure stationary state between the kth and (k+1)th walls we have Méo) |U) = +cg and M |y =
FCe,

vLSLy (U0 W) = Fieger &) L, sin, (0) [mid(s| Ficoct ) sing, ,, (6) [mir1+2)(;| + Hee., (E11)

g "Mk+1
where c%k) is the amplitude (coefficient) of n photons in the pure stationary state between the kth and (k-+1)th walls.
Analogously, for the coherences between the states with the same boundary conditions,

IOLy (kN Wi, |) = Hicgeh i) Ly st () [mi, Xk, | Ficocy X1 sing, () [mp, 1 +20( 0, (B12)

g My 41
. ko o - o
Ficsee (e ya) sinmg, (0) | Wr N | ichey (52, ) Sitny, ., (6) [, Yoy 1421,

Similarly, for the mixed state py (mixed due to different boundary conditions implied by kth and (k+1)th walls) we
have

v 1Ly (pr) = —icg sinm, (8) [me) (mi+2]p[MO] — ice sing, , , (6) [mps1+2) (miga|pe[MV] + Hee.. (E13)
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As stationary coherences can only exist between pure stationary states which are separated by at least two walls
[cf. Egs. (39) and (40)], there are no first-order corrections to the dynamics [cf. Eq. (G2) and [50, 88, 91]]

Mo 0Ly (U)X ¥k]) =0, (E14)
o 6Ly (|Wi, X Wk, |) = 0, (E15)
o 6L1 (pr) =0, (E16)

where IIy denotes the projection onto the stationary states of dynamics Ly with hard walls.

Second-order corrections. We now derive the effective dynamics in the second-order of the corrections in M, and
dM,, Eq. (E5). We consider both the corrections from L, as well as the contribution from £; in Egs. (E9) and (E10),
as the second-order corrections are given by [50, 88, 91]

o Lollg — g L1Sp L4111, (E17)
where Sy is the resolvent for the dynamics £y with hard walls (evaluated at 0), i.e., SoLo = LoSo = Z — .

First, we consider second-order corrections IIoLsIlg due to the second-order perturbation £ [cf. Eq. (G2) and [50,
88, 91]]. We have

_ . . k
v 8Ly (W) Wkl) = leol® sind,, ., (8) 1), 1 picss + legl sind,, (6) ey 4ol pro
k
2 { g2 [c0sm, (8) F 1] e ol = lecl? [c05my ., (6) & 1] elh) [} [iNWA],  (E18)

where pi1 denotes (note necessarily mixed) (kF1)th stationary state. We used the fact that the projection ITy on the
states between the hard walls is given by the supports between the walls, so that ITo(|mg1XPx|) = (ckarl WX Ty
and Iy (Jmyg+2)XTk]) = (c fﬁiw) | W) (Pg|. We assumed the boundary conditions cos,,, (¢) ~ £1 ~ cosmk+1(¢), SO
that up to the second order of perturbation, we have cos,,, (¢)F1 = Fsin, (¢)/2 and cosy,,,,(¢)+£1 =+ smmk+1 (9)/2
[cf. Eq. (E6)].

Similarly, for the coherences between states |U,) and |¥y,) with the same boundary conditions,

V_l Hoé[,g (|\Ijk1 ><\Ij}<?2 |) = |Ce|2 Sinmk1+1 ((b) Sinmk2+1 (¢) cgvl“f;lc)+1 {ngiz+l} n]j;l,kQ ‘\Ijk1+1><\11k2+1|
. . k k *
g sitmy, (8) sinme, () cbrt) v [ o] 0, | a1 X Wy
(k
el { [cosme, (0) F 1] ekt 1ol + [eosim,, (6) F 1] eli2) o} 103, N |

Fleol? { [c08me, () £ 1] 1elk) 12 4 [0Sy 12 (6) £ 1] 16522} W, Wi . (E19)

where we introduced 7, ;.. = (g, 1 [To(|mk, +1+2) Mk 1 +20) [ Why1) and = (g, 1 Do (mg, Xmw, ) Ca,—1),
which are 0 if the pure stationary states |¥g,+1), |[Yr,+1), OF ¥, —1), |Y,—1), do not exist. In derivation of Eq. (E19)
we used the fact that pure stationary states are necessarily dark in shifted dynamics [cf. Eq. (24) for the boundary
conditions in Eq. (20)], and thus the coherences to them are orthogonally projected by Iy [cf. Eq. (G12) and see [117]],

k *

.8, Mo, +2)( Wiy ) = (el 5)" [V X -

Finally, for the mixed stationary state pj [due to mixed boundary conditions from after kth and before (k+1)th
wall; cf. Eqgs. (39) and (40)],

v 0L (pr) = |eel® sing,, ., (0) (Mt |prlmusa) i1 + [eg|? sind,, (8) (my+2pxlmi+2) pr—1 (E20)
£2 {|eg|? [cosim,, (¢) F 1] (mu+2|pre|mu+2) — [ce|” [coSmy,, (¢) £ 1] My |prlmir1) } o

where we again used the fact that the projection Iy on the states between the hard walls is given by
the support between the walls, and from Eq. (E5) <mk+2|pk[MéO)]T|mk+2> = g (my + 2|pglmi +2) and
(it | ok [MET fmigr) = € (msa | prlmi).

Second, we consider the second-order corrections from the first-order perturbation £; in Eq. (E9), which contributes
as —H0£180£1H0 [50, 88, 91} [Cf Eq. (El?)]
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From Egs. (E11) and (E12) for pure stationary states and coherences between them the first-order perturbation
creates coherences to pure stationary states. As a pure stationary state corresponds to the dark state of shifted
dynamics, the coherences to such state decay with the corresponding effective Hamiltonian [117]

Hy = —w[l # (~e;My — cgM] + c; M. + M) /2], (E21)

where we assumed the state with boundary condition the same/opposite to Eq. (20) [see Eq. (24)]. In particular,
the coherence ) (¥} | between the dark state and any state between hard walls with different boundary conditions
to |Uy) decays to 0, i.e., Il Py| = 0. Furthermore, as Sy = — fooo dt(e**o —IIy), we have that the resolvent Sy
simplifies to the pseudo-inverse of the effective Hamiltonian

So([oXx[) = - /OOO dt e )Wy = (—1HL) ™ [9)Ts] (E22)

—c;Mg — chgT +ciM, + ceM;r
2

= —l/_l

-1
1+ [N W]

As the effective Hamiltonian (E21) does not change the support of the state between the hard walls we have
v 00 L1S06 Ly (| W)Wy |) = (E23)
— [lesei 2 ) ol sinZ,, (8) mal(=iHe) ™" Im) + leger 2 1elk) , |2 sind, (9) (musr+2(=iHa) ™ miea+2)] (00004
— (egel)?| [ D] b s sinn,  (6)sitn, (6) (ma—1+2|(—iHe) ™ ) [ 1o )W
— (cecy)? [C;lj:i)ﬂ} ¥ sty o () 8ty (6) (Micyal (—1H2) T Mg +2) [T o)y
—Jegct |e) 1ol sin2,, (6) (ma] (—iHx) ™" |mi) pr
&) P sind, L (6) (mega+2| (—iH) ™" Mgt +2) pra
(egl)” )y [e) ] sinme (6) sinme., (9) 75 (W1 (W

k o . _
o (cocy)” ), () o] it (0) sitn, (6) 7 [Wisn ) Wpo]
+ H.c..

—|ce cg| le

where we introduced n; " = ¢0g1<\Pk,1|HO[Mg(O)(—iHi)A|mk><mk+1 + 2|¥41) and npfT =

+eg (U4 | [Me(o) (—iH) ™" fmgsr + 2Xmg][¥s_1) and 7EF = 0 if the pure stationary states |¥y_;) and
|¥j41) do not exist. We also assumed that the pure states |¥j_3) and |¥Uy12) with same boundary condition as |¥y)
exist, otherwise the terms with corresponding coherences are absent in Eq. (E23). To derive 1st, 4th and 5th line we
used the fact that the projection Il on the states between the hard walls is given by the supports between the walls,
and in the 2nd and 3rd line, that the projection IIy of the coherence to the dark state reduces to the orthogonal
projection on dark states.

Similarly, for the coherences between states |Uy, ) and |¥y,) with the same boundary conditions [cf. Eq. (E12)]

v 06 L1800 Ly (|Why N Wi, |) = (E24)
= legci 2 el o7 sind,, (@) (mu, [(—iHe) " my,) [ @5, W, |

+ el P eint) P sing, () (mig e +20(—1He) ™m0 +2) [T, (T

) Psind,
— (gl [l 2] )y sitn,, - (8) ity (9) (mpy 1 +20(—iH) ™ ) [ g, )T |
(e [ 2] ) sing, 4 (0) sitme, 1, (6) (ke sl (<) ™ gy 1142) (W 20)(W |
—Jeges P i) o [eih2) o) sing, (0) sin,, (6) 15,7, [ Wy -1 Wk, 1|

- |CeC*|2 qu]ﬁf,l)ﬂ[cgq{fﬁzﬂ]* Sinmk1+1(¢) Sinmk2+1(¢) 77k1 ko Wk, 1 (W hot1]

k o . _
coct)” el o [e2) L] sinmg, (8) sinme, o (6) 07y 198 -1 MWy

(
* k o . _

(ces)” elf2) . [ene) o sitmy s (8) sinm, (6) 78, (W41 Xy

(

+ (H.c.)krer bz,

_|_
+
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where we introduced 7Y = e (W 1 [T [ME (—iHx) gy o1+ 21 + 2[]Why11), Mes ko
Feg (Wi o[ (—1H ) gy Yomiy | Wiy 1) 7Y, = Fog (Wi [To[MG” (—1H2) ™" fm, Nomiy 41+ 20| W 41) and
77;“17,CZ = :I:c;1<\11k1+1\H0[Me(0) (—iH1) ™" |mg, 4 142Xmu, || [%h,—1 ), while (H.c.)* ¢ 2 denotes the Hermitian conjugate
but with swapped indices k; and k.

Finally, for the mixed state py

v 0 L1S0dL1 (pr) = Fleg|? ce sin,, (6) (milSo |mi) (m+21pk M) | [ +2) (o = pr-s) (E25)

Eleel*cg sin2,, . (6) (mrg1+2|So [|mk+1+2><mk+1|Pk[Mg(0)]q [mis1) (pk — prr1) + He..

Additional information from stationary state. Although in Egs. (E23-E25) we do not give closed formulas for the
terms corresponding to the resolvent (with Hy or Sy) and the projection on the coherences, the knowledge of the
stationary state in Egs. (22) and (E3) can be used to further determine the second-order corrections to the dynamics
across soft walls. Namely, the condition Legpss = 0, gives D conditions on the effective second-order dynamics Leg,
where D is the dimension of the subspace, on which the dynamics takes place:

Example of two walls. We consider Case 3. from Tab. II where we have three pure stationary states between the
walls |Ug), |¥y), and |¥s) with the coherences |¥o)Us| and |¥o)( Pyl also stationary (D = 5) (cf. Sec. IIIB).

We have [cf. Eq. (E18)] Tod Lo ([Wo)(Wol, W11, [Wa)(W2|) =

~eo[? sin?,, (¢ >|c(0)\2 |cg|2(§;n3m<<z>> ef ol N 0 W) (W)
v feel? sing, (8) |emi |2 —lcgl? sin,, () ep,, 4ol |Ce\2 Sinfnz( ) ey legl? sing,, (9) |y, §+2|2 |$1><$ 1| |, (E26)
0 cef? sin2,, () |t ~Jeg? sinZ,, (@) lefa) of? | \ [¥20P2]
and [cf. Eq. (E19)]
v ) .
oL (WKW ) =~ [Jecl? sind, (6) 61 + legl? sind,, (6) 2] ol [ 0o} . (E27)
On the other hand, [cf. Eq. (E23)]
V_1H0(5£1805£1 (|\I/0><\I/0|) = (EQS)

|2 sin2, (9) (m+2](—iH) ™ ma+2) (1o} o — [, )XW4])
—{(cec)? [e2) 1] el9) sing, (8) i, (6) (mal(—iH )™ |mi+2) [Wa)Wo| + e}

= 2egel | el

v I8L1 S0 Ly (|91 )X P1]) = (E29)
= 2{leact? [ela) ol sin,,(6) (mal (=)~ ma) + legell? e[ sind, (6) (ma+2l(—iH )~ ma+2)| [ 1)1
— eyt [el)) 4o sinZ,, (6) (ma| (—iH-) ™" fma) [o)q|
— 2cec? |c<1>|2 sin,, (¢ ><m2+2|< H_) ™ [y +2) |a)(0s|
2 (egd)’ elh) g [el)] st (6) sinm, (6) ¥ W)Wl
2 (cocy)” ) [elh) ] sinm, (8) sin, (6) i~ (W24,

and
1/711_[05[:1805,61 (|\112><\112|) = (ESO)
= 2legel] el 1ol sin0,,(8) (mal (—iHL) ™" |ma) (o) (Ws| — [W1)T1])
—{ (et [ 2 singn, (9) sing, (8) (ma-+2/(~iH,) ™ ma) [ o) s + e},
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while
v 100 L1So0 L1 (| WX Ws|) = (E31)
= Jegei? [lela) ol sin,, (@) (mal(=iHL) ™ ma) + el9)[? sin, (@) (ma-+2](=iH) " |mi+2)] [@o) sl
—(ces)” e [e2) 1] it () sitn, (6) (mal (—iH) ™" +2) (| WoX o + W2} Ta))
2 (ccg)” e [62) 2] Sinm, (8) i, (8) (mal (-1 4) ™ ma+2) [W2)(W1],

cf. Eq. (E24). In the above expression we used the fact that —iHy is Hermitian [cf. Eq. (E21)].
The stationary state is [cf. Tab. II]

= |Bol*|@o)(Wol + |Baf?[ W2 X Wa| + Bof5|Po)Wal| + 25| Wa)Wol, (E32)
where |Sg]? +|B2|? = 1. Therefore, from Eq. (E17), we have IIp6La(pss) = HodL1S00L1(pss), which can be written as

—lee|? sing,, (&)lcim) 2|02
sin%m<g>(<n;1<+2lg—iff+;jIm1>+2> — [leel? sin,, (&) 1682 |2 + legl? sin, (@) [ebu) 2] B0 /2
sing, (@) (ma|(—1H4+)™ " |m . 0 . 2
ity () it (8) omal () 2y | = | 166F sin, (@)l 2180l +legl? sind, (6) e ol ol |, (E3)
Sitlny (6) Sitny (6) (ma+2/(<iH) ™' ma) = [leef? sin,, (&) el + e sin?,, (6) lefy) o] 5265 /2
i ~legl? sing,, (9) le) 121522 ]
where
0) " * 0) i
2|cgeq 2 ‘C ]>+2| |Bol? (22 —(ce Cg)zcsm[ m2+2] Bob3 (Cecg) [anlg )mg(g?ﬂ?ﬂo
xS Pleis 28085 el Plenmy sal*B055 o° (e Pl e
V= | 2l Plenl oAl ~2ecPlon a1l 2ec) emlon, Ao 2Acte)*[em] ey 128285 |, (B34)
lcactPlem 28285 el Pleny 4ol*Baf5  —(cocp e e o] o
0 2|Cg02|2\0m2+2|2|52\2 _(Cec )2Cm1[ m2+2] BoBs (Czcg) [CmJ m2+25 55

so that we can find analytically the columns of the dynamics generator that correspond to the support of the stationary
state (E32) [cf. Egs. (E28), (E30) and (E31)].

Appendix F: Review of metastability theory

Here we summarise the properties of Markovian dynamics of open quantum systems which lead to metastability [50,
86].

Markovian dynamics. We consider an open quantum system dynamics described by a Markovian master equation [66,
67,

1
S0t = Llp(t)] = =i[H. p(0)] + 53 [2; () T} = J1J; 0(8) = plt) T} ] (F1)
J
where H is the system Hamiltonian, while J; denote so called jump operators which describe the interaction of the
system with the environment. In the case of the dynamics of micromaser, Eq. (B9), the system is the cavity which
interacts with the environment constituted by passing atoms. The Hamiltonian H = 0 (dynamics is considered in the
rotating frame with the Hamiltonian as explained in Appendix B 1), while the jump operators are given by the Kraus
operators, Eq. (42).

Timescales of the dynamics in (F1) are given by the spectrum of the master operator £. Although in general £
is not Hermitian, and thus not necessarily diagonalisable, in all studied cases it could be diagonalised. We label the
corresponding eigenvalues as {A, }r>1, ordered in the decreasing order of their real part, Re \; > Re Ay > ..., and the
corresponding left- and right-eigenmodes Ly and Ry, LRy, = ARk, Ly L = ALy, [normalised as Tr(L;Ry) = d;1]. For
an initial state p we have that the system state at time ¢ is given by

p(t) = e“(p) = pss + »_ ™ Tr (Ly p) Ry (F2)
k>2
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where we used the fact that A\; = 0, which corresponds to a stationary state R; = pss, and Ly = 1 due to trace-
preservation. When the stationary state is unique, p(t) relaxes to pss at the timescale given by the inverse of the gap
to the second eigenvalue, 7 = (—Re)z) L.

Metastability. When there exists a separation between real parts of the eigenvalues, —Re),, < —ReA, 11, there exists
a time regime (—Re\,,11) ! < t < (—Re),,) !, where after the initial fast relaxation of modes k > m, the system
state appears steady, i.e., is metastable, and can be approximated as [cf. Eq. (F2)]

m

pt) = pss + Z Tr (Ly p) R, = 11(p), (F3)
k=2

where we denoted by II the projection on the low-lying eigenmodes of the dynamics. The manifold of metastable
states is described by the coefficients {Tr (Lj p)}}" 5 that depend on the initial state p, and thus this manifold is
(m — 1)-dimensional. Beyond the metastable regime, ¢t > (—Re),,)~!, the decay of low-lying eigenmodes can no
longer be neglected, and the system undergoes final relaxation inside the metastable manifold [cf. Eq. (F2)]

p(t) = pus+ Y @ Tr (L p) R = €' £ 11 (p) (F4)
k=2

which is governed by the low-lying modes as
Log =TI LTI (F5)

We note that several metastable regimes can exist if there are multiple separations in the spectrum of £, which leads
to hierarchy of the corresponding metastable manifolds. In the next Appendix G, we consider the case in which
metastability is a consequence of perturbing dynamics which features multiple stationary states.

Appendix G: Derivations of metastable dynamics

Here we consider metastability and effective long-time dynamics in the case of perturbing the dynamics which
features mutiple stationary states. We derive the effective dynamics due to parity-conserving and parity-swapping
perturbations, which leads to Eqgs. (45) and (55). We also discuss the corresponding dynamics in the presence of hard
walls.

Metastability due to perturbations of multiple stationary states. One class of open quantum dynamics where metasta-
bility arises, is the case when the dynamics Ly, which features multiple stationary states, is perturbed by dL, i.e.,
L = Lo+ §L. By means of non-Hermitian perturbation theory, it can be shown [88], that the slow (low-lying)
eigenmodes which contribute to the metastable states, Eq. (F3), correspond to the stationary states of Lo,

=Tl +... (G1)

where Il is the projection on the stationary states of Ly. Furthermore, the effective long-time dynamics, Eq. (F5),
is well-approximated by

LI =Ty 6LTT, + ..., (G2)

which corresponds to completely positive and trace-preserving dynamics of the metastable states [50, 90, 91, 118].

1. Metastable dynamics with weak parity symmetry

Here we derive Egs. (45) and (55).

Projection on stationary subspace. In this work we consider dynamics of the cavity, L£g in (11), which conserves the

parity P = (71)“%7 Eq. (13), and features a stationary DFS spanned by states [¥.) and |¥_) of the opposite parity.
In this case the projection on the stationary subspace also conserves the parity, and is given by

o(p) = Wi YW [Tr(Lyp) + [V )XW [Tr(L_p) + [Uy ¥ |Tr(Ly—p) + |V XUy [Tr(L—yp). (G3)
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where 1_ and 1, are identity operators on the odd and even subspace, while L;_ = Lt . is a conserved quantity
supported in odd-even coherences, see Sec. III B. For discussion of metastability in the case with hard wall in the
dynamics see Appendix G 3.

Effective dynamics with weak parity symmetry. We consider a perturbation by the purely dissipative dynamics with
jumps J [cf. Eq. (F1)]

1 1
6£@ﬁamﬁ—§JUp—§mﬁl (G4)

We furthermore assume that the action of a jump J flips/swaps the cavity parity P = (—1)‘““,

JP+PJ=0, (G5)

as it is the case for a single-photon loss J = \/Fipha in Eq. (51). Therefore, £ = Ly + §L features the weak-parity
symmetry [cf. Egs. (44) and (54)].

Effective dynamics. Below we prove that the first-order dynamics due to (G4) is given by (in the basis
{10 ) (U [ [0 ) (U] [g) (W] [ ) (W [})

—hnys ) 0 0
d Ity =TT 0 0
a"!) = 0 0 —L(I e+ (L)) gty 2 | P (G6)
0 0 n ()Y L)+ (1))
where
= Tr(Ly |2 YT |TT) and In| < 1. (G7)

((JHT)+ (1T )12

This gives Eq. (55) and the dissipative contribution in Eq. (45). Although L, _ is not known in general (i.e., beyond
the weak-coupling limit [39]),  can be determined numerically for a given coupling strength ¢ as [cf. Eq. (G3)]

(L TJW YW |JT) = (0| (o (0@ )] [0) = (9| (lim e 0T wyw, |JT) [w). (G8)

Effective master equation. Eq. (G6) corresponds to biased bit flip noise in the DFS,

d 1
570 = 23 [s1005) =5 (s 400 5,)|. (o)
J=1
(et 2y JETARP | + e e+ 2 & ET AP Y -
1,2 .
' Nio

Here vy 5 = (26++/€? + 4]y|?)/4 are the individual spin-flip rates, N7 , = €>+[2y£+/€? 4 4]7]?)]? are the normalization
factors, and we have introduced: e = (JT.J), —(J1J)_, v = n((JTJ)(JTJ))'/2, and the phase e?#|n| = n. Note that
the total dissipation rate x = ((J7.J), + (JTJ)_)/2. When || = 1, there is only a single jump, s;. This corresponds
to the case when the jump J leaves the cavity state within the DFS [cf. Eq. (G7)]. This takes place for single-photon
losses and the cavity dynamics in the weak-coupling limit (see Sec. IVB and Refs. [52-54]).

Steady state. The effective dynamics in Eq. (G6) features a unique stationary state,

(I W N+ (T [T KP |
Pss = Z:]TJ;; T <JTJ>1_ s (Gll)

which approximates, in the zero order of the perturbation by J, the stationary state of the dynamics £ = L+ dL.

Derivation of Eq. (G6). As Iy conserves the parity, the first-order corrections (G2) must also feature the weak-parity
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symmetry. Indeed, in the basis {|U XU |, [T_XV_|, [T XT_|, |[T_XT |}, the effective dynamics is block-diagonal,
d
Gept) =

—(Jtayy Tr(1y J|W_X¥_|JT) 0 0
Tr(1_J| W (W, |JT) —(Jtgy_ 0 0 o(t)
0 0 — 3T L (T[T YT | — [T X T_|TTT))] Tr(L— W (T |TT) )
0 0 Tr(L—4+ J|W_}¥4]JT) =T Lo s (JTT Oy | — [T YT ]|TTT)]

The diagonal terms stem from the parity-conserving terms in (G4), i.e., (JTJp + pJTJ)/2, while the off-diagonal
terms originate from the parity swap JpJ'. Here, we denoted the averages as (J1J)y = Tr(1oJTJ|[ WLV, |) =
(L] I D).

We can further simplify the effective dynamics. First, from the trace-preservation of Eq. (F5), we have that
Tr(L£J| WL )Py |JT) = (JTJ)L. Second, we note that |[¥,) and |P_) are the dark states of the dynamics (24)

and (25), i.e., My|Vy) = Me|\lli) = 0. Therefore, as the dynamics of coherences to a dark state is governed by the

effective Hamiltonian of (25), %(M ! M, + MJM,), the projection II reduces to the orthogonal projection onto the
dark states [¥4), |T_) [117]

To(J 70 (W) = lim e (J1J [0, (W |) = lim [ 3L 7w (0| = (JL7) [0y (@] (G12)
Finally, as the effective dynamics is completely-positive [50, 90, 91, 118], we have that [cf. Eq. (GT7)]
Te(Ly JO YO, |J) =T (I )Y2 where  |p| < 1. (G13)

Moreover, when Lo + 0L corresponds to the real dynamics (see Sec. IIC), 7 is also real.

2. Metastable dynamics with parity conservation

Effective dynamics with parity conservation. We now consider a perturbation 6L of the cavity dynamics £y and assume
that L conserves the photon-number parity (see Sec. ILC). As we derive below the effective first-order dynamics in
the DFS basis [0, )Wy |, [0_YW_|, [0 JW_|, [W_)U.| is diagonal,

00 0 0
d 00 0 0
—p(t) = . t G14
iD= 00 0= 0 |7 (G14)
00 0 iQ*’ydeh

where —1Q — vYgepn = Tr(L_6L| VX V_|), which corresponds to effective dephasing at the rate yqepn and unitary
rotation at frequency 2, along the direction of the DFS parity,

%p(f) = —i [Szv p(t)] + Ydeph | Sz p(t) 5,]; - % (Slsz p(t) + p(t) Slsz) , (G15)
5. = %uww O, (G16)

For discussion of metastability in the case with hard wall in the dynamics see Appendix G 3.

Steady states. Any dynamics conserving the parity features at least two stationary states [75], corresponding to the
conserved quantities 1, and 1_ (cf. Sec. IIC). Indeed, in (G14) the even-odd coherences dephase to 0 whenever
Vdeph > 0 (cf. Fig. 6) and asymptotic states are mixtures of the odd and even stationary states

pus = DTN | + (1= p) [T )| (G17)

where p is determined by the initial support in the even parity subspace. pss approximates (in the zero order of §£)
the asymptotic state of £ =Ly + 0L.

Derivation of Fq. (G14). As the projection on the stationary subspace IIy also conserves the parity, Eq. (G3), so does
the first-order effective dynamics, Eq. (G2). Therefore, in the basis U W, |, [O_XU_|, [T NT_|, [T_XT, |, the ef-
fective dynamics must be diagonal. The first two terms on the diagonal are 0 from the trace-preservation of the effective
dynamics [50, 90, 91, 118]. Furthermore, from Lo+ £J being Hermiticity-preserving we have [Tr(L_ dL|W_XT,|)]* =
Tr(Ly_0L|P ) ¥_|) which is in general complex so that we set Tr(Ly_0L| ¥ X¥_| = —iQ — Ydeph-
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a. Parity conserving higher-order corrections in far-detuned regime

Here we derive the Hamiltonian contribution to Eq. (45).

Unitary first-order dynamics of dark states. We now consider the case of §£ corresponding to the perturbation of the
Hamiltonian H by §H and a jump J by 0.J in the master equation (F1),

1
L(p) = (Lo+6L)(p) = —i[H +6H, p| + (J +6J)p(J +6J)" — {0+ SI)I(J+687), p} (G18)
= [H )+ Tp T~ 5 {1 )
—i[6H, p| +6JpJ" + JpsJT — % {6JV T+ J16J, p} +6JpsJt — % {676, p},

where {X,Y} = XY + Y X denotes the anti-commutator, which corresponds to the first £, and second order
corrections 6Ly in 6H and 6J. In the case when stationary states of Ly are pure, |¥,) and |¥_), and dark with
respect to the jump operator J, i.e., J|¥1) = 0, so that they form a DFS, the first-order corrections to the dynamics
in the DFS are unitary [89, 90] and only due to the Hamiltonian 6 H,

Ty 3L, (1Y ¥_|)= T, (i O, [+ 010 0| T 4 T | 8T~ {51 + T |w+><w_|})<G19>

— 11, (—i B, [0 [ LTI Y| - ;wmww)
L ((OH) . — (FH)_) [N — i (6H)_, ()| — W) ]),

where (6H)_, = (V_[6H |V ), and in the last line we used the fact that coherences to dark states are orthogonally
projected on the dark states [cf. Eq. (G12) and see [117]]. When both Ly and £ conserve the parity, the parity is
necessarily conserved by H, J and dH, 6J [75], and thus the first order correction is given by [cf. Eq. (G14)]

Mo 0Ly (|0 X W) = =i ((6H) , — (6H) _) [Ty N T_| = —iQ [T (T _]. (G20)

Higher-order corrections in far-detuned regime. The result in Eq. (G20) is directly used in Eq. (47), which corresponds
to the higher-order corrections in the parity conserving Kraus operators due to finite-detuning, Eqgs. (B25) and (B26).
The parity conserving operators can be shifted so that |¥) and |¥_) are the dark states of the adiabatic dynamics
[see Eq. (24) and (25)]. In this case, we can identify H = 0 and

; . loal? . laal? i loal? . loal?
0H = % (cée”l A M,y — cge_lTl A M{r — TR My —|—cee_”‘ A MJ) , (G21)
while the changes in the shifted Kraus operators
— . _lg 2
M; = M; — Cge_‘Tl % 1, (G22a)
—~ . lgal?
Ms = M; + coe 751, (G22b)

that play the role of jump operators, do not contribute. Note that here we use definition of the Kraus operators M;
and M5 from Egs. (B25) and (B26), which differ from the Kraus operators defined in Eq. (10) by the global phase

i lgal
1T A

e due to constant terms neglected in (6).

b. Relaxing conditions for Stark-shift cancellation

We now consider relaxing the conditions in Eq. (5). Due to parity-conservation, this leads to dephasing of odd-even
coherences, Eq. (G14), but only in a higher than the first order.

Corrections to two photon interaction. Relaxing the conditions in Eq. (5), which cancel the Stark shifts from the
atom-cavity interactions in Eq. (6), leads to the higher-order corrections to this Hamiltonian, as given by Eq. (4).
Therefore, the dynamics remain parity-conserving, but with modified Kraus operators M; and M3 [cf. Appendix C].
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This is analogous to the case of the fourth-order corrections to the atom-cavity interactions, Eq. (B27), contributing
to cavity dynamics, which is discussed in Appendix G2 a.

Resulting cavity dynamics. In the lowest order, the perturbation away from Eq. (5), contributes to the unitary
dynamics via Eq. (G21), while in the higher order it can also lead to dephasing of coherences [cf. Eq. (G14)]. Dephasing
manifests mixedness of the odd and even stationary states, and, thus, only takes place when the perturbed interaction
in Eq. (4) does not lead to different set of pure stationary states [for the general dynamics leading to pure stationary
states see Appendix C].

c. Mized atom states

In the main text we discussed the properties of two-photon micromaser dynamics under the assumption that all
atoms entering the cavity are prepared in an identical pure state, Eq. (8). Here we investigate, how the imperfections
of the atom preparation influence the resulting cavity dynamics.

Micromaser dynamics with mized atom state. The most general state of the atom invariant to the Hamiltonian (2a)
(as required by the Assumption 3. in Appendix B1) is

pat = DPa [YaXtal +pu [0B)WLl + D> P i)l (G23)

§=0,2,4,a
where p, + pp + Zj:o 2.4.2Pj = 1 and coherent superpositions
[Ya) = cgl1) +cel3),  [Yo) = cC[1) — cgl3) (G24)

are allowed due to the two-photon resonance in Eq. (3) [cf. Eq. (8)]. Note that the states |1),) and |¢p) are orthonormal.
The cavity dynamics due to a passage of a single atom in the mixed state (G23) is given by [cf. Eq. (B8)]

pB =" M pt I ML+ Y py MypR T M = M [p(’“’”} , (G25)
j=g.e 7=0,2,4,a
l=a,b

where for the initial states |¢,) and |i) we have two pairs of Kraus operators [cf. Egs. (B7) and (10)],

Mg(l = <1| Ueff(T) W}a> ) Mea = <3| Ueff(T) |¢a> ) and (G26a)
Mgy, = (1 Uest (1) [¥),  Mep, = (3| Uest(7) [¥0) (G26b)

with the effective Hamiltonian Heg coupling the resonant levels given by (6), while for |0), |2), |4), |a)

2 2 2 2
lg2l —iTaangl Xlgg\ tlaal

My = eime'a k- A, —e . My =™ R and M, =1, (G27)

up to a global phase [see Egs. (B7), (5), and (A9)]. The continuous dynamics is then given by Eq. (B9). We note
that Eq. (G27) depends on the specific (541)-model implementing the effective Hamiltonian in Eq. (6), but below
we discuss the effects from Eq. (G26) and Egs. (G27) separately, and thus our results will be applicable to other
realisations of two-photon dynamics without Stark shifts.

We note that, exactly as in the case of a pure atom state, the cavity dynamics is parity-conserving, which is due to
the far-detuned limit, Eq. (6). Furthermore, it also corresponds to real-valued dynamics when py = pa = py = 0, as
in this case the relative phase between coefficients of both atom states |¢),) and |¢p) is the same (see Sec. I1C).

Mized stationary states of the dynamics. As discussed in Sec. IIT A, a pair of Kraus operators in Eq. (10) corresponding
to a pure atom state in Eq. (8) features two even and odd pure eigenstates, which are determined by the recurrence
relation in Eq. (16). In order for stationary states of the cavity to be pure in the dynamics with the mixed atom
state (G23) it is necessary for it to be an eigenstate of all Kraus operators in Egs. (G26) and (G27). However, for
the orthogonal states [1,) and |i3), Eq. (G24), the corresponding recurrence relations features the factors c./cg and
—c4/ct, respectively, which are always different, as |cg|* # —|co|*. Therefore, no pure stationary states exist if the
atom state is mixed between levels |j) with 7 = 0,...,4 (i.e., except |a)). Nevertheless, the cavity features at least
two, odd and even, mixed stationary states, since the photon-number parity is conserved [75]. We note that, even
in the case when p, = 0 (or p,=0), the Kraus operators My, My and My in Eq. (G27) cannot feature pure cavity
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states as eigenstates unless the cavity state is a fixed photon number state or the interaction time 7 is such that
2 2

%’T = %T = 2m, so that My = My = M, = 1. This is because those Kraus operators imprint a non-trivial phase

on the cavity state and thus lead to its dephasing [but if the state of outgoing atoms is measured, the conditional

cavity state can become asymptotically pure for p, = 0 (or p,=0), however, only the probability of the photon

number will be stationary with the phases changing due to My, My and My].

Coherent stationary state of cavity from coherent states of atoms. In Appendix H we show that the dynamics with the
atom state diagonal in atom levels leads to effective classical detailed balance dynamics of the cavity with odd and even
thermal steady states diagonal in the photon number basis, with the temperature determined as exp[—2w/(kgT)] =
Palcel? + polcg|?/ (Palcg]® + Polce|?). We now prove that whenever the atom state, Eq. (G23), is not diagonal in the
atom levels, i.e., coherent (p, # pp and |co| # 1,0), the even and odd stationary states of the cavity are coherent in
the photon number basis.

Consider a diagonal even state pt = Y7 pa,|2n)(2n|. We have [cf. Eqs. (B8) and (10)]

M(ps) = Maiag(p4) + Z { — iCoCy 8oy (¢ )(f \/>) [coS2,—1(@)p2n — cOSanta(P)Donra] |20 + 2)(2n| + H.c.},

n=0

(G28)
where Maiag is the dynamics with a diagonal atom state, Y, 4., 2;j17) (G| + [Palcs® + polce*]1X1] + [palcel® +
pvlceg]?]|3X3], which leaves diagonal states diagonal. Therefore, for p™ to be a stationary state, no coherences can
appear in Eq. (G28), and thus cec; = 0, or p = 1 — p, or cosgn—1(¢)pan — coSant2(@)p2n+2 = 0. The first two
conditions correspond to incoherent states of the atom, while the last condition cannot be fulfilled for a stationary
state of the diagonal dynamics Mgiag, as it is effectively thermal (see Appendix H) and thus independent from the
interaction strength. The proof for odd stationary state is analogous.

Metastable dephasing dynamics for almost pure states. When atom state in Eq. (G23) is almost pure, p, ~ 1 (or
Py ~ 1) so that pae = [te)Va| (or [¢p)(¥s|), the Kraus operators My, Ma, My, and Mg, and My, (or My, and Me,)
can be treated as the perturbation of the dynamics with the pure states |¥,), |U_), that takes place at the reduced
rate vp, (or vpp).

From the parity conservation, this perturbation necessarily leads to dephasing of the even-odd coherences |¥ W _|
and |[W_YP4| [cf. Eq. (G14)]. The dephasing manifests the fact that the even and odd stationary states of the
dynamics are mixed (although in the zero-order they are approximated by the pure state |¥;) and |¥_)), and
coherences between them are not stationary. The rate of dephasing and the frequency of unitary dynamics are
bounded as [cf. Eq. (G23)]

Ydeph < 2v(1 — pa — Ppa), (G29)
Q] < v(po + p2 + pa)- (G30)

This is follows from the fact that for the mixed atoms we have (cf. Egs. (G2) and (G14))

—iQ = Yaeph =v Y pi {Tr [Ly MW (T_])] -1} (G31)
j=b,0,2,4

where M (p) = MgbngTb + MebpMTb and M (p) = Z\lj,oMjT for 7 = 0,2,4, are all quantum channels conserving
the parity [cf. Egs. (G26) and (G27)]. For any quantum channel M’, we have that IIo[M’(|T)¥])] is a quantum
state, and thus its fidelity with any other state is between 0 and 1. Therefore, for |¥) = (|¥,) + |¥_))/V/2 any
parity conserving M’ we have that 0 < 2(U|IIo[M'(JEXT)]|¥) = 1 + Re{Tr [L4_M'(|¥LX¥_])]) and, similarly, for
U = (JT ) £i]¥_))/v/2, we have 0 < 2(W/|[ITo[M'(|UXE]|¥’) = 1 FIm{Tr [L,_ M'(]¥,¥¥_|)]) < 2. Noting that
1—ps —pa= Zj:b,o,2,4a p;, and both M/, and M; can be considered real-valued, so M does not contribute to the
unitary dynamics, we finally arrive at Egs. (G29) and (G30), respectively. We also note that the rate of coherence
decay can be simply bounded by the mixedness of the atom state (defined as 1 minus the purity), as from Eq. (G29)
we have Yaeph < 2v(1 — pa) = 1 — Tr(p%) for p, ~ 1.

Dynamics in weak coupling limit. In the limit of small integrated coupling, |¢| < 1, the stationary state of the
dynamics with a pure atom state are given by Schrédinger cat states [cf. Egs. (29) and (33)]. For the mixed atom
state dynamics in Eq. (33) in general additionally features two-photon injections, photon-number Hamiltonian and
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dephasing in photon number (see also [39, 40, 52])

&P [92pha + 92pha , P) + Koph (a Pa Y {CLQT 270}) + Y2ph ( 12 Pa -5 {02 2Tap}> (G32)

—i[won, p| + Yo (npn —5 {nQ,p}> ’

Here n = a'a and the parameters gapn = v(p, —Db)CaCe B, Kaph = VDa el P2, Yoph = vpp|eg|?d?, wo = v[da(po — p2) +
#3(pa— p2)], and vo = v[pod3 + p2(da + ¢3)? + pag3]. The terms in the first line of Eq. (G33) arise from the expansion
of Myq, Mc, [see Egs. (32) and (G26)], and

Mg, ~ ;1 +icipal?, (G33a)

2
Mep =~ —czll —ic *ha’ + Ca ¢— a’a™ (G33b)

where we kept terms contributing to up to second order in ¢ and ¢, to the master equation [cf. Eq. (33)]. The terms
in the second line of Eq. (G33) originate from the first and the second order in the expansion of My, M and My of
Eq. (G27) in ¢; = |g;]?/A, which we assumed small, |¢,| < 1, j = 2, 3.

For p, ~ 1, we arrive at the metastable dynamics in with

Q=wo ((n)4 —(n)-), (G34)
Ydeph = 0 [(n%)+ + (n >7 —2TY(L+ n| @ T _|n)] (G35)
yapn [(0%)+ + (%) +3 ((n)s + (n%) ) +6 — 21Tx (Ly a0, )(¥_[a?)],
where the stationary states are Schroedinger cat states in Eq. (29) with a modified parameter o = (1 —

pp/2)e /4 2¢.[(cyd) in Eq. (29). Since |a|?|¢| = 2(1 — pp)|ce/cy] < 1, the bounds in Egs. (G29) and (G30)
indeed hold true even for large |a| where (n)1+ ~ |a|? and (n?)+ =~ |a|*. Furthermore, since L, _ is known, Eqs. (G34)
and (G35) can be computed exactly [39]. Finally, we note that for the mixed state supported only on |1) and |3)
levels, which corresponds to dissipative dynamics with two-photon injections only (wy = 0 = 7g), we indeed observe
that Q = 0, as argued above.

d. Decaying atom levels

Finite lifetime of atom levels. In this work so far we have assumed that all atoms are prepared identically in an initial
state pay which only changes due to the interaction with the cavity (see Appendix B1). In general, however, atoms
interact also with the external environment of continuum modes, which leads to decay of the atomic levels. Such
decay may include transitions between the states |0), .., |4), |a) as well to other atom levels which are not coupled to
the cavity field, and is described in the frame of the free Hamiltonian [Eq. (Al)] as

d 1 1
&pat(t) = Z Z'}/jk |:0'jkpat(t)o'kj - io'kkpat(t) - ipat(t)o'kk , (G36)
k=-1,0,1,2,3,4,a j<k

where the state | — 1), without loss of generality, describes all the other atom levels not coupled to the cavity and we
consider only the transitions corresponding to the loss of atom energy.

Mized atom states. For the initial pure state in Eq. (8), the dynamics in Eq. (G36) gives a mixed atomic state pat(t)
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[cf. Eq. (G23)], where

Pat(t) — [1 = D()] | — 1)(—1] (G37)
—I'it —I'st —I'qt —I'st —I'it —I'st
_ | ,=Tity. |2 e " —e "o Maoves (€ —e e —e 2] 11y
e e e (S - e 6
_IDy4r . _TitTs, s e T2t — g~ Tst
e et (18] e e 81+ e e 33+ sl (2K
N e—Fot _ e—F1t| |2 N e—Fot _ e—th ‘ |2
701 T, —T, Cqg Y03 Ts— T, Ce
L Jous e R i e W (2 L it A i
s -1y 'y —Tog I's — T I's —T' Iy =Ty I's =T
o123 [ e Tot _ =Tt e Tot _ g—T2t e Tot _ =Tt N e Lot _ g—lat ] }|O>(O
T3 T2 |(Ta—T)(1 —To) (Ts—T1)(Ts —Tg) (T3 —T1)([1 —To) « (T3 — T1)(T's — To)
=D(t) Par (1),

and we defined I'y, = Zj<k Yiks p(t) = Zj:0,1,2,3,4,a<.j|pat(t)|.j>'

Below we show that, possible decay of atoms during the time T between the preparation of the initial atomic state
[ Eq. (8)] and entering the cavity, leads to an effective micromaser with the reduced rate 7 = p(T)v and the mized
atom state given by pas = P (T) (cf. Assumption 2. in Appendix B1). In particular, for transitions only towards

levels not coupled to the cavity (v;, = 0 unless j = —1), the cavity interacts with the effective pure atom state
e 1T ey |2 [1N1] + e~ 75 T eyp 13 + e % T epe 3K + e T T|e 2 [3)8]
Pat(T) = . = [Var(T)Xar (T)] (G38)

e T cg]2 + e 15T, |2
where [cf. Eq. (8)]

e 3T 1) +emH e [3)
Ve T[egP + e 1T,

[ai(T)) = 24(T) 1) +2e(T) |3) (G39)

arriving at the reduced rate 7 = (e 117 |cy|? + e~ 37 |c.|?)v. We note that for the uniform decay, I' = I's = T, the
atom state remains the same, |1, (T)) = [tbat), but the rate is exponentially reduced, 7 = e~ T 7.

Modified cavity dynamics. In the first order, the interaction with the external environment and the cavity are inde-
pendent leading to the change in the cavity given by [cf. Eq. (B6) and Eq. (G36)]

p) = Tr,, {A(T) {pat(T) ® p(k_l)] } (G40)
= B(T) Tra {A(7) [Be(T) @ p* D b+ [1 = B(D)] o0
=p(T) M[p" ]+ [1 = p(T)] p*~ Y,
where we introduced [cf. Eq. (B5)]

A(T) — Te—ifOT dt[H(t)+£at]’ (G41)

with H(¢)(-) = —i[Hint(t) + Ho, (+)], and we again consider the frame rotating with the free Hamiltonian [Eq. (A1)].
The continuous dynamics takes place at the reduced rate 7 = p(T)v [cf. Eq. (B9)]

oty = M (1)) ~ 7 plt) = Z [o(1). (G42)

The cavity dynamics will be modified for two reasons. First, the mixed atom state p(T) [cf. Eq. (G37)] will lead to
the cavity dynamics being a mixture of dynamics for different pure states, as discussed in Appendix G 2c¢. Namely,
dynamics for the eigenstates of p(T): |1, (T)) [of the general form |¢,(T)) and [, (T)) supported on |1) and |3),
and |j) with j = 0,2; cf. Eq. (G23)], chosen with the probability p,(7) given by the corresponding eigenvalues,
k = a,b,0,2. Second, possible atom decays during the interaction with cavity will lead to the evolution with a non-
Hermitian Hamiltonian H(t) = Ho + Hint(t) + 2 Y ;1 Vjk0j; intercepted by the updates of the atom state according
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to the occurring decay events. This will lead to a generally different set of Kraus operators for any sequence of decay
events and the average dynamics given by the integral over all events [cf. Eq. (G26)],

ﬂ: Z Tjk(T Jk +Z/dt/dtn—1 /dtl Z Yinkn = Virk: mj;jn,kn-<-j1k1;k(7—;tla"'7tn)} ) (G43)

j=-1,0,1,2,3,4,a n=1 ,Jn=—1,0,1,2,3,4,a
k=a,b,0,2  ky., n_O,1,2,3,4,a
where
Miio(r) = Mj(1)p M (7)1, (G44)
M Jignkn-jikisk (T; ti, .oy tn) = Mj;jnkn"'jlkl%k(T; 1,y tn)pMj;jnkn'“jlkl;k(T; ti, .oy tn)T (G45)
with
_ . —i t I (41 ,—
M i(r) = (j|Te” I IO, (1)) (G46)
and
Mt kg (T3t s ) (G47)

. i T+, . —i [t Q'H(t . i t T4 . — t Vs
= (ITe o WO Ny e~ s O 5y (gl Tem I CHW ey et ot Ty (7).

In the far detuned limit the levels 4 and a are not coupled to the dynamics.
In particular, for decay transitions only towards levels not coupled to the cavity and the far detuned limit, we
obtain [cf. Eq. (G39)]

Mo = My(1) + M (1) + / ' dt [Ty My(t) + Ts M (t)] (G48)
0
where
My(t) (p) = My(t)p My(t)", (G49a)
M.(t) (p) = Me(t)p Me(t)T, (G49b)

with [cf. Eq. (10) and see Appendix C]
M ( ) <1|T€72 Jgat [ (') — (F1011+F3a33)] ‘Eat(T)>

. (I':1—T3)?2
— s sin (t\/|)\|2a2aT2—16)
= eS| (T cos Wwafza?—(“ ) )—(cgm Dol et Y —|
A2 a2at? — i

(G50a)

Mo(t) = (3|Te "o 4/ [Hent) =3 (Maon4Taoss)] (7))

; 2 12,2 _ (T1-T3)?
_Iy+rg, . 9 _ Iy I} s (t\/|)\| “a 16 _ (I'y = T')?
=e 1 —icg(T) Aa® 4+ ¢ (T') +Co(T) cos | t4/|A\|?a?al? — ——— ]|,
4 \/‘)\|2 at2a2 — (1“1;53)2 16

(G50b)

2
where we neglected a global phase e—iT(A+IEE) (cf. Appendix B2). In Eq. (G48), the terms My (7) + M. (7)
describe the situation when no decay events occur during the interaction time 7, while the decay from |1) or from |3),
happening at time ¢ is described by M (t) or M.(t), respectively, as in those cases the atom interacts with the cavity
only for time ¢. For the case of uniform decay, I'1 = I's = I, we simply have M;(t) = e_gth(t), j = g,e, where
M.(t) and M,(t) are Kraus operators in Eq. (10) for the interaction time ¢. Therefore, the dynamics in Eq. (G48)
simplifies to

Mo = e " Mo(r) + T / dt e~ Mo (1), (G51)
0
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Even and odd stationary states of cavity. We note that in the far-detuned limit the modified cavity dynamic in
Eq. (G43) conserved the photon number parity P in Eq. (13) as the Kraus operators in Egs. (G46) and (G47)
commute with P. Therefore, there exist both odd and even stationary states. Those stationary states, however, are
mized, as already due to the mixed atom state p,,(7T"), the Kraus operators in Eq. (G46) corresponding to the initial
pure states |1, (T)) and [, (T)) could only imply contradictory recurrence relations for pure stationary states (cf.
Appendix C and Appendix G2c).

Even in the case of decay only towards levels not coupled to the cavity, Eq. (G48), when the effective atom state
is pure, Eq. (G39), the Kraus operators in Eq. (G50) do not feature a pure steady state when T’y # I's [cf. Case
2. in Appendix C]. Furthermore, even in the case of the uniform decay, since pure state stationary vary with the
interaction time [cf. Eq. (19)], random interaction times caused by decay events will lead to mixed stationary states
of the overall dynamics.

Dynamics in the limit of weak atom decay. We now consider a limit of weak decay with respect to two timescales T
and 7, which determine the effective atom state and the atom-cavity interaction, respectively. In the first order, due
to the parity-conservation, atom decay will lead to dephasing dynamics of odd-even coherences, as given by Eq. (G14).

o Contribution from T. For T'1,I's <« T!, the effective atom state entering the cavity is approximately pure.
Assuming further weak decay from all relevant levels, i.e., I'; < T~! also for j = 0,2, from Eq. (G37) we simply
have [cf. Eq. (G23)]

Pa(T) =1— (T3 —y-13) T lee|® = (T1 — 713 — y=11leel?) Tlegl?,  Bp(T) = 75T e, (G52)
Po(T) = v01T |eg|* + Y03 T |ce?, Po(T) = v237T |ce|?, P4 =pa =0,

with [cf. Eq. (8) and (G39)]

[1ha(T)) = cg[1 — (D1 = T3)T |ce|?/2 + ysT |ce|*]|1) + ce[1 + (T1 — T3)T |eg|* /2 — 71T |eg || ce|*]13), (G53)

which is normalised up to the first order, and [+, (T)) supported on |1) and |3) and orthogonal to [, (T)) [cf.
Eq. (G24)]. The bound in Eq. (G29) gives the resulting contribution to the dephasing as

Yaeph(T) < 20 [1 =P, (T)] = 2v [(T1 = y-11) leg|* + (Ts = v-13 — msleg|?) [eel*] T (G54)

(since we consider first-order effects, we assumed a unitary atom-cavity dynamics). Here dephasing takes place
between pure stationary states of the cavity obtained with the atom state [¢,(T)) instead of Eq. (8). In
particular, for the decay only to the non-coupled levels, the bound in Eq. (G54) indicates no dephasing, which
is indeed due to the effective state being pure [cf. Eq. (G39); this observation actually holds for any 7]. An
analogous bound holds for the frequency of unitary dynamics [cf. Eq. (G30) and Eq. (G37)]

QUT)| <7 [Po(T) + Po(T)] = v [Y01lcgl* + (o3 +723) leel*] T (G55)

The inequalities in Eq. (G54) and (G55) hold also in the case of weak decay only for |1) and |3) levels [119].

e Contribution from 7. Second, we discuss the dephasing due to atom decay during its interaction with the cavity
for I'1,I's < 771

For the decay only to uncoupled levels we have

I'y—-TIs
4

Ydeph(T) _ ' + F37— - /T dt Z L Tr [Ly - M;(AE) (JWL XV ])] —

; | TVt (V)0 (G50)

Jj=g.e

Q=0, (G57)

where

ysin(¢pva?at?) e |2Sin(¢v at?a?) (G58)

pVa2at? oVat2a?

and no unitary dynamics follows from the fact that since Mg(t) and M.(t) can be considered real-valued for
all ¢ [cf. Sec. I1C]. Furthermore, in the case of the uniform decay [cf. Eq. (G51)], the modified dynamics M

Y = ey
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can be seen as a perturbation of the dynamics without decay Mg(7) at a rate ¥ further reduced by e~!7, by a
quantum channel T'/(1 — e~I7) [7dt e"T*Mq(t) at the rate (1 — e~"7). Therefore, in the limit I' < 77 the
resulting dephasing rate in Eq. (G56) is bounded as [cf. the derivation of Eq. (G29)]

Ydepn (T) < 20T, (G59)

while there is no unitary dynamics, @ = 0, since My (t) can be considered real-valued for all ¢ [cf. Sec. IIC].
Similarly, for the non-uniform decay to the uncoupled levels only [cf. Eq. (G48)], we have Q = 0, since M, . ()
can be considered real-valued for all ¢t and

Ydeph (7) < 20 max (I'1,T's) 7. (G60)

Eq. (G60) follows from Eq. (G59) and the fact that we can consider first-order effects. Indeed, for I'y > T's
(T's > I'1) increasing the decay rate from |3) (|1)) by I'y — I's (I's — I'y), while leading to the uniform decay at
the rate max (I'1,I's), can only increase the effective dephasing rate Ygepn(7). Note that here we consider the
unperturbed dynamics with respect to the pure atom state in Eq. (G39) rather than Eq. (8), which is modified
due to atom decay before entering the cavity.

Finally, for general case, we note that Eq. (G60) also holds true provided that we also assume I't,T's < T—1!
[cf. Eq. (G43)], in which limit 7 can be further replaced by v,

Ydepn (7) < 2v max (I'1,T's) 7. (G61)

Indeed, in that case, since we consider first-order contributions, we can assume pure atom state |, (7)) in
Eq. (G53) entering the cavity, so that Eq. (G46) is given by Eq. (G50) with [, (T)) [instead of |1, (T)) in
Eq. (G39)]. Thus, increasing the decay rate from |1) or |3) to achieve the uniform decay rate equal max (T'1,T'3),
gives again a perturbation of My(7) by a quantum channel multiplied by max(T'y,I'3)7. In this general case,
the unitary dynamics is possible with the frequency bounded as

(1) < v (o1 + 703 +723) T, (G62)

where we further assumed weak decay from all relevant levels, i.e., I'; < T~! also for j = 0,2, so that the

contribution to the frequency comes from [ dt [yo1 My(t) + (Y03 + V23) Me(t)] [cf. Eq. (G49)], and we used the
fact that My(t) and M.(t) are completely positive and do not increase trace [cf. the derivation of Eq. (G30)].

We conclude that in the limit of weak decay with respect to both T and 7, we obtain dephasing dynamics of
odd-even coherences at the rate Yaepn(7) + Vaepn(7) in Eqgs. (G54) and (G61), with unitary rotation at the frequency
OT) + Q(7) in Egs. (G55) and (G62) [see Egs. (70) and (71)]. We also note, that even in the case of non-uniform
decay, the dephasing rate is bounded by the change in the purity of the atom state during the total time 7'+ 7. Finally,
for the decay only to levels not coupled to the cavity, the timescale T does not contribute to noise, but it modifies the
rate of the unperturbed dynamics to 7, so that its relaxation timescales are rescaled by (e 117 |cy|? + e 7127 |c,|?).

Dynamics in the limits of weak coupling and weak atom decay. In the weak coupling limit, we can expand Egs. (G46)
and (G47) up to quadratic order in ¢ and c. [see Sec. IIT C] and linear order in decay.
For the case of decay only towards uncoupled levels with I';, '3 < 771, [Eqs. (G48-G50)] we obtain

d s _ _ 1
= —i[g5pna” + 92ph0T2, Pl + Faph <G2PGT2 -3 {a*Ta?, P}) (G63)
where
r r T r
§2ph =ve Fl;rrs Tc;ce ¢ (1 -t Z 37) ) E2ph = Ve_F1T|Cg‘2¢2 (1 - ?17' — 637') . (G64)

This result follows from the expansion M, (t) ~ ¢,(T) (1 — I'1t/2) — E(E(T)gbcﬁ2 —¢4(T) ¢2aT2a2[1 — (I = Ty)t/12 —
(1 + T3)t/4]/2 and M.(t) =~ ¢.(T) (1 — Tst/2) — icy(T) pa*[1 — (I'y + I's)t/4], which holds for [¢.(T)|/|cy(T)| =
e~ Ws=TT e | /|cy| < 1 (which in general does not require I'1,I's < T~1), and considering the contributions to
Eq. (G42) up to quadratic order in ¢ and G.(T"). Therefore, in the presence of the decay to only uncoupled levels,
there is no effective dephasing, and the DFS of pure Schrodinger cat states with a modified parameter @,

al+l—a - 24. = I'y —T im 2 e
e T (PR R PN S (G63)
5+ 2¢ 200l Raph 24 €9
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FIG. 10. Effects of the non-monochromaticity of atomic beam. Dynamics of the purity (a), Tr(p?), and the QFI (b)
[Eq. (77), normalized by the maximum value Fg(p)/4(n) = 7.39 in dynamics with the monochromatic beam|, with the number
of atoms k passing the cavity, is shown for different widths o of the integrated coupling distribution, which for simplicity is
assumed normal, g(¢) = exp[—(¢ — (#))?/20°]/v/2702. The initial state is the vaccum |0) the atom state is c. = 0.65 and
the coupling ¢ = ¢20,5 ~ 0.73707 [equal to the parameters of the stationary state (iii) in Figs. 2 and Fig. 8]. Dynamics was
averaged over 100 random trajectories [cf. Eq. (G66)]. Note the control of the order of 0.1% in the velocity spread is required
in order to achieve Tr(p?) > 0.9 and > 90% of the QFI obtained with a monochromatic beam.

remains stationary [cf. Egs. (29) and (33)].

For the general case of the atom decay in Eq. (G36), we will have two contributions to the metastable dephasing
dynamics in Eq. (G14), from the mixedness of atom state 7,,(T") [Eq. (G37)], and via the decay during interaction with
the cavity [Egs. (G46) and (G47)]. In the first order of the limit of weak decay from all relevant levels I'; < 71, 7!
for j =0,1,2,3, the mixedness of atom state p,,(T) will contribute to the dephasing dynamics as given in Eqs. (G34)
and (G35) with the probabilities from Eq. (G52) [see also Eq. (G33)]. Second, since we can neglect the contribution
from the mixedness of atom when considering decay during the interaction with the cavity, the Kraus operators in
Eq. (G46) can be expanded as in the case of decay only to uncoupled levels but for |1, (T)) in Eq. (G53) instead of
[9,.(T)) in Eq. (G39), while Kraus operators in Eq. (G47) will feature only a single decay event with H(t) replaced
by Heg(t), and can be further expanded to consider only the contributions up to quadratic order in ¢ and ¢, for
Eq. (G42).

Stationary states in the limit of weak atom decay. The atom decay will not only change the long-time dynamics, but
also introduce corrections to the steady states, rendering them no longer pure, but mixed [cf. Sec. VB]. In order to
generate approximately pure steady states, it is thus important to achieve I'1,T's <« 77!, T~!. Interestingly, for the
decay only towards levels not coupled to the cavity, the timescale T does not play a role, but the only approximately
pure stationary states are still altered by the decay, since in general the effective atom state in Eq. (G39) changes
with T [see also Eq. (G65)].

e. Non-monochromatic atom beam

In Sections II-IV we assumed that the atomic beam is monochromatic, i.e., the velocity v of all atoms passing
through the cavity is the same, leading to identical time 7 spent in the cavity, and thus the uniform value of the
integrated coupling strength ¢ [see Egs. (B7) and (B9), and cf. Appendix B 1]. Here, we discuss how the micromaser
dynamics is changed for a non-monochromatic atomic beam.

Micromaser dynamics. We consider atom velocities drawn from a probability distribution p(v), which can be for

example a Maxwell-Boltzmann distribution, i.e., a Gaussian distribution with thermal width \/kpT/m and the
corresponding average velocity of the atoms 7 = f dvp(v)v. The velocity distribution determines the probability
distribution of the integrated coupling given by g(¢)d¢ = p(1/$)l/d?d¢, where [ is the length of the cavity (note that
in general ¢ = [v—1 # /7). The dynamics of the cavity due to a single atom passage is now described by the average
[cf. Egs. (B8) and (9)]

M= / Ao g() M(9), (G66)

where M(¢) denotes the dynamics with the integrated coupling strength ¢ [see Eq. (10)].
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Mixed stationary states of even and odd parity. As the recurrence relation in Eq. (19) obeyed by pure stationary states
depends on ¢, it can no longer be fulfilled for all velocities so that the stationary state becomes in general mixed
[cf. the previous Appendix G 2c]. Nevertheless, due to the far-detuned limit in Eq. (6) the parity is conserved by the
dynamics, and thus there exists two even and odd stationary states [75], which are mixed [cf. Fig. 10(a)].

Metastable dephasing dynamics. In the case in which the distribution of the integrated coupling is sufficiently peaked
around its average, we expect SM = M — M (¢) can be treated as a perturbation of M(¢). In such case, it induces the
dephasing dynamics within the DFS of the pure stationary states of M(¢), as the parity is conserved [see Eq. (G14)].
Furthermore, as the dynamics of M(¢) corresponds to real-valued dynamics for all ¢ (cf. Sec. IIC), there is no
associated Hamiltonian contribution and Q = 0 in Eq. (G14). In particular, expanding Kraus operator in Eq. (10) in

¢ = ¢+ 6¢ we arrive at

5 | |C 2 Ce 2
s =37 | B (@) 4 @ a)) + G (a4 (o)) (c67)
—leg)*Tr (L+_a2|\1'+><\11_|aT2) — |ee|*Tr (L+_af2|\11+><\1'_|a2) ,

with 642 being the variance of the distribution of ¢. To arrive at Eq. (G70) we assumed that d¢pn < 1 within the
support of the pure stationary states, which corresponds to the condition

<(n>i + 1/ (n?)y — <n>i> 042 < 1. (G68)

The effective dephasing dynamics manifests the fact that the even and odd stationary states of the dynamics with M
are mixed (and only in zero-order they are approximated by the pure states |¥) and |¥_)), and coherences between
them are not stationary.

We note that Eq. (G70) can be interpreted as originating from dynamics with two photon losses and and two-photon
injections at the respective rates v §¢2|cy|? and v 3¢2|c.|?. Therefore, as a?pa’? is a positive matrix, so is its projection
on the DFS, TIy(a?pat?) [cf. Eq. (26)], and thus we have Tr(L; _a?| W X¥_|a?)| < \/(at2a2), (ai2a2)_ [see also
Eq. (G7)]. Analogously, |Tr(Ly_a'?|¥, XV _|a?)| < /(a2 a'?) (a2 af?)_ and we arrive at the lower bound

swen 20577 18 (i - i) o (e - fwan )] oo

and the upper bound [cf. Eq. (73)]
T2 2 2 2]
Yaeph < V32 'C%' <\/<aT2 a2); +/(at? a2>) + % (\/(@2 af?); +/(a? aT2>> . (G70)

No metastable dephasing in weak-coupling limit. In the weak-coupling limit, however, from Eq. (G66), we ob-
tain the dynamics described by Eq. (33) with the averaged coefficients (gopn) = veice (9), (kapn) = vlcg|® (9%).
Therefore, in the weak-coupling limit, the stationary states are pure Schrodinger-cat states of Eq. (29) with

a = e 4 /2{gopn) [ (Kaph) = e /4 /2¢. () /(cy (#2)), and their coherences are stationary as well. Indeed, in
Eq. (G67) we only have contribution from two-photon losses [cf. Eq. (31)], which preserve the DFS of cat states and
give ydeph = 0. We emphasise that this approximation requires the weak coupling-limit to be valid for all values of ¢
attainable in the distribution g(¢) [cf. Eq. (G68)].

Phase estimation precision. In the lowest-order in d M, the non-monochromaticity of the atom beam leads to the
dephasing of the odd-even coherences, so that the QFT of the states of fixed parity is not affected. However, those
stationary states are only approximately pure [cf. Fig. 10(a)] with corrections proportional to 0 M and the relaxation
time of M(¢) (cf. Sec. VB). This mixedness introduced by the non-monochromaticity of atom beam affects the QFI
in phase estimation, (77) [cf. Fig. 10(b)].

This can be understood as follows. The enhancement in estimation precision and the long relaxation time is due
to the presence of soft walls (cf. Sec. V). The height and position of soft walls, sin,,(¢) =~ 0, however, depends
on ¢, leading to strong variations of the structure of the stationary states of M(¢) (see Fig. 2) and thus also the
QFT (cf. Fig. 8). Therefore, for a broad enough distribution g(¢), the individual stationary states of M(¢) differ
significantly from the stationary state of M(¢), and the state of the averaged dynamics, Eq. (G66), is mixed. But,
importantly, even when the purity of the final state is significantly reduced, it can still yield an enhancement over the

standard quantum limit [cf. Fig. 10(b)]. See also Appendix G 3f.
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3. Metastable dynamics due to noise and imperfections in the presence of hard walls

We now discuss the effective dynamics due to: higher-order corrections in the far-detuned limit [cf. Eq. (45)],
single-photon losses [cf. Eq. (45)] and decay of atom levels or non-monochromaticity of atom beam [cf. Eq. (67)] in
the case when the unperturbed dynamics features hard walls and, thus, multiple stationary states of the same parity
(see Sec. IIID). In the presence of weak noise or small imperfections these states become metastable and undergo
long-time dynamics with local transitions between the hard walls [see Fig. 11]. As a consequence, there exist no
trapping states in a cavity pumped by excited atoms. These results also inform Sec. IV D where we discuss dynamics
of a realistic micromaser with noise and corrections faster than the timescales of relaxation across soft walls, as in
such case soft walls can be replaced by hard by means of approximately degenerate perturbation theory.

No hard walls beyond far-detuned limit or in the presence of single-photon losses. A hard wall at m refers to the case
of the zero amplitude of connecting states |m) and |m + 2) [cf. Egs. (10) and (35)]. As the wall affects only the states
of the same parity [the subsequent walls are exponentially separated, see Eq. (38)], any perturbations in the dynamics
that swap the parity allow for circumventing hard walls and lead to a unique stationary state [see Fig. 11]. As we
discuss below, this is indeed the case for higher-order corrections in the far-detuned limit and single-photon losses
from the cavity.

For the first wall being even, there exist infinitely many even and odd stationary states between hard walls, which
we denote pﬁ and p,, k = 0,1,... [cf. Tab I]. In the presence of weak single-photon losses or small higher-order
corrections these states become metastable and at long times undergo transitions: from pz to p,_, or to p, at the

respective rates 'y,:rl , and 7y, z, and from p, to pz or to p;rﬂ at the respective rates 'y,j; and 'y,:rgl x> Where
—+ + + +- - -
Vi = ) g+ (XD g s Vi = £ g + (XD g s (G71)

and (n)E,, = Tr(17 apfat) and (X)i,, = > 024 Tr(IF Mjpk,MT), while 15 is the projection on the support of
p,f [cf. Egs. (45) and (55)]. The rates in Eq. (G71) simply depend on the overlap of the perturbed state, i.e., the
state after a photon loss, with the support of a state of the opposite parity. Note that the ladder structure of the
transitions obeys detailed balance [see Fig. 11(a)]. Thus, the stationary state is approximated as [cf. Eq. (75)]

o0 o0
Pss = Z Py pk + Zpk Pr > (G72)
k=0 k=0
which is determined by the rates, in the recurrence relation
+— - —+
pg V-1 P Tkk
— - =F T T = (G73)
Pro1 Ve—1k D ek

where pg is determined by the normalisation Y, (p; + p;) = 1.

When the first hard wall is odd, there are no hard walls of even parity. As the effective dynamics features only the
transitions between the states of opposite parity, we only have transitions from | ) ¥ | into p, , and from p, to
|U W], for k= 0,1,..., with the respective rates v, * and v, ~,

Yo L n(n)}l‘ + I/<X>;, 72'_ = kr(n), +v(X),, (G74)

where (n);, = Tr(npy) and (X); = Tr(Xpy), while (n)y = Tr(1; a|¥i)Vyilal) and (X)) =
> j—02.4 Tr(Ly Mj|\Il+><\IJ+\MjT) with the projection 1, on the support of p,. Note that the star structure also
obeys detailed balance [see Fig. 11(b)]. Thus, the stationary state for cos,,, (¢) = —1 is approximated by

> - —+
o . Pr 7,
pss P IONTL [+ prpy with TR =k (G75)
k=0 p Tk

For cos;,, (¢) = 1 the dynamics can additionally create odd coherences |V, W, | from the even state at the rate
KTr(Ly g al U X, ah)+v Y024 Tr(Ly 4 MJ|\II+><\II+|M]T) These coherences decay at the rate x((n), +(n).,)/2+
v((X), + (X)), )/2, leading to the stationary state

PEPTRTNES S S SIS e X+ (o) X7 | (GT76)
k=0 k=0 Kk'>k:
(K —k)|2
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FIG. 11. Effective dynamics of realistic micromaser with hard walls. First wall at even m; leads to hard walls of both
parities [cf. Tab. I] and multiple even and odd stationary states [(a,c)], while first wall at odd mi leads to only odd hard walls
and multiple odd stationary states [(b,d)]. (a,b) Single-photon losses and higher order-corrections to far-detuned limit induce
local transitions between states of opposite parity: from pz only to p,_, and p, (solid arrows), and from p, only to p;r or
p;;rl (dashed arrows) for m1 even, and from the unique even state |¥ )W | to odd states p, (solid arrows), and from the odd
states to the even state (dashed arrows) for ma odd, k = 0,1,.... (c,d) Atom decay and non-monochromaticity of atom beam
lead to local transitions only between the states of the same parity: from p,:f only to p,f71 and pfﬂ. All effective dynamics
feature detailed balance.

with the probabilities as in Eq. (G75) and

BT (L al W4 N0 [0 ) 05550 T (Lo My 04 X0 M)

w(n)y + rln) g +v(X)g + (X)L (G77)

Crpr = 2 -

No hard walls for finite-life time of atom levels. Similarly, the atom decay or non-monochromatic atom beam lead
to a random distribution of interaction times between atoms and the cavity, and thus the value of the integrated
coupling ¢ fluctuates, and so does the presence of hard walls. Therefore, in the limit of weak noise formerly stationary
states between hard walls become metastable and effectively connected to the preceding and following states of the
same parity [see Fig. 11(c,d)]. The dynamics takes place independently in the odd and even parity subspace as a
consequence of the parity conservation, and leads to two, rather than one, odd and even stationary states.

For the first wall being even, pf can transition to pffl or to pf at the respective rates 72[71,19 and ’y,irl’ x> Where

r -
%j“,k =vleel® 717 + Smgn%ﬂ(@ (maky1lpi Imakt1), (G78a)
(4T3 — 3 ———
72_—1,k =v |Cg‘2 %’7137 + Sln?ﬂzk1(¢)] <m2k_1 +2|pZ|m2k_1+2>, (G78b)
_ 5 [T1 — | _
Tirip = Vlce” | 5o+ sing,,,  (9) [ (man2lpy Imak+2), (G78c)
_ (4T3 — 3 —
’ykfl,k = |Cg‘2 3T7137 —|— sm;%(¢):| <m2k+2\pz|m2k+2>, (G78d)

with my, being the position of kth wall and sin?(¢) denoting the average of sin’(¢) with respect to the distribution of
integrated coupling from non-monochromatic atom beam. The rates simply depend on the local density of the state
at the wall it is transformed across. This ladder structure within each of the parity subspaces again obeys detailed
balance [see Fig. 11(c)] and the asymptotic state is a probabilistic mixture of two odd and even stationary states with
probability p = Tr(1p) approximated by [cf. Eq. (69)]
o0 o0
pss DY P o+ (1=p) Y vy i (G79)
k=0 k=0
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where the stationary states are determined by the rates in the recurrence relations

+ +
Pr Vkk-1

T _F
D1 Y1k

(G80)

with pat determined by the normalisation ), p? =1.
For the first hard wall being odd, due to parity conservation, the effective dynamics features only the transitions
between the states of odd parity, from p, to p,_; and p;_l, with the respective rates

_ I'y - _
v =l |5 S0 o ) (G81a)

_ 4I's — 3 5
Vior = vlegl” [38“‘% + smfnkw)} (mi+2]pf i +-2), (G81D)

This dynamics structure also obeys detailed balance [see Fig. 11(d)], and the asymptotic state is a probabilistic
mixture of two odd and even stationary states with probability p = Tr(1, p) approximated by [cf. Eq. (G80)]

= ) Dy Ve, k—1
Pss P | UYL+ (1 —p) Zpk Pk s with kB (G82)
k=0 Pr—1 Vk—1k

and p = Tr(14p).

Finally, we note that there is no contribution to the dynamics from the atom decay during time of preparation and
entering cavity, which leads to mixed rather than pure atom state (cf. Appendices G2c¢ and G2d). Indeed, dynamics
with mixed atom state conserves the support of the states between hard walls, leading only to dephasing of coherences
between pure states (see below).

Dynamics of realistic micromaser. In a realistic micromaser the dynamics features both the transitions between
the states of the opposite parity in Eq. (G71) [Eq. (G74)] and the states of the same parity in Eq. (G78)
and (G81). Such dynamics does not feature detailed balance, unless 7;;_17,;z/(7,;j1 i) = 'y,;k_l/'y,;_lvk and

’yli:;—fhzjl,k—l/(’Vl;jl,k’ylj:l,k—l) = ’yl:,k—l/’yl:r—l,k [ ’71;+71c+:1/(71j7'71:r1) = ’Y;;k—1/71:—1,k]» in which case the steady
states in Eq. (G72) and (G79) [Eq. (G75) and (G82)] coincide.

No trapping states. In the cavity with the even wall even and pumped by excited atoms, |c.| = 1, the long-time
dynamics, Egs. (G71) and (G78), features only the transitions that increase the photon number: |my) is transformed

into [my1) at the rate k£ my, + v (my| X|my) and into |my2) at the rate v [['y7/2 +sin2, (¢)]. Similarly, in the cavity
with the first wall odd and pumped by excited atoms, no even stationary state exists and the odd trapping states
are connected to this subspace at the rate kmy + v (mg|X|myg), while |my) is transformed into |my41) at the rate

v[ly7m/2 4+ sin?nk(gﬁ)]. We thus conclude there exists no trapping states in a realistic micromaser.

Below we derive Egs. (G71-G82) and the corresponding dynamics of coherences.

a. Multiple stationary states for hard walls without single-photon losses

Hard walls in the far-detuned dynamics of Eq. (10) lead to presence of multiple stationary states (see Sec. IIID).
If the first wall appears at even my, sin,,, (¢) = 0, there are infinitely many stationary states of both parities, as the
parity of subsequent walls alternates. If the first wall appears at odd my, however, there are only odd walls, leading
to multiple odd stationary states [cf. Tab. I]. Furthermore, pure stationary states exist only when the first wall is
odd with the integrated coupling strength such that cos,,, (¢) = 1. In this case also the coherences between the pure
stationary states with the same boundary conditions are stationary.

In derivations below we assume there is a unique stationary state between each two walls. In such case, for the
first hard wall at even m1, the asymptotic state is given by

Jim p(t) = pifof + Y piois (G83)
k=0 k=0
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where p; [pr | denotes kth even (odd) stationary states, i.e., the stationary state supported between walls at mop_1
and Mok (at mag and magys), and we formally expressed the boundary conditions (of non-negative photon number)
as m_; = —2 and mo = —1. The probabilities are given by the initial support between the hard walls, pf = Tr(]lf )
with 1,7 = Y m2k+t |m)m| and 1, = >""2+2  |m)(m/|. Similarly, for the first wall being odd,

m=ma_1-+2 m=maop+2

Jim p(t) = p* WX \I/+|+kzopkpk (G84)
+Z CQk |\II+ 2k| +H. C + Z Z (Ck: k’|\P ];/| +HC> s
k=0 k=0 k' >k
(K" ~k)|2

and p* = Tr(17p) with 1T = > _ [2m)2m|. The second line in Eq. (G84) is present only when the first wall
corresponds to cosy,, (¢) = 1, i.e., the odd stationary states are pure, p, = |V, ¥, | allowing for stationary coherences
with ¢, = Tr(Lj,; p) and o = Tr(Ly 1.p), where L} is a conserved quantity in odd-even coherences with the
odd part within the support of p;,, while Ly is the conserved quantity between the supports of p, and p,, [where
k' > k such that the difference k' — k is divisible by 2].

b. Effective dynamics due to single-photon losses

As a single-photon loss changes the parity of a state, consequently only the states of opposite parity in Eqs. (G83)
and (G84) get connected. Furthermore, a single-photon loss reduces photon number by 1 in each state. Therefore,
for the states to get connected, their supports need to overlap after the loss.

Case of the even first wall. For the probability pki of being in the state pf [cf. Eq. (G83)] single-photon losses induce
the following dynamics [see Eq. (G6)]

ot ey vt
2 (n)g  —(n)o (n) 14_0 Do
% pi‘ — (ndor —(m7 ()1, pi_ ’ (G85)
P1 (i, —my - P1
where <n>f = Tr(n pf)7 (n)fk, = Tr(1}, apfaT), and empty entries correspond to 0. Since the parity of the subsequent

walls alternates, the support of a given state between two walls shifted by 1 overlaps only with two states of opposite
. + + T+ +
parity, so that (n); ;. + (n); x+1 = (n); (except the case of py ).
The dynamics in Eq. (G85) obeys detailed balance, leading to the unique stationary state given by

00 + - - +
_ Dss i (n)h—1k Poss Mk
+ + SS, 3 3 )
Pss = (p sk Pk T Pss i pk) ,  Where - =T and T (G86)
kZ:O . . Pasp-1 (M Pak (M

and pJ, o is determined by the normalisation Zzozo(p;;k +Per) = 1, and (n)¢o = (n)g. Eq. (G86) follows from
Eq. (G85) corresponding to the classical birth-death process.

Trapping states. In the case when the cavity is being pumped by the atoms in the excited state (Jco] = 1), the
stationary states of the cavity are pure and correspond to the position of hard walls p = |maki1)maogt1| and
Pr = |mokt2)(makyo|. In this case a single photon loss transforms the states into |mogy1 — 1) mog+1 — 1| and
|mak42 — 1)(mag42 — 1|, which evolve into p,  and piﬂ, respectively. Therefore, the effective dynamics due to single-
photon losses leads to the stochastic increase of the photon number of the cavity [cf. Eq. (G85)]

2 —my Py
d p(i mip —ma Py
S | =k my —mg po, (G87)

dt  p m3 —my Py
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and no stationary state exists. This is due to the assumption, that Kk < v, so that cavity is pumped at much higher
rate, than it loses photons. Furthermore, the formerly stationary coherences between trapping states of the same
parity decay as

cg;:/ - _L”kﬂzm%'ﬂ . cgg,
—_— — L/
& +ik’k/ =K 77;;;:, 7% +ik’k/ (G88)
Cht1,k/+1 _ M2k43FMog/gg Cht1,k/+1

U 2

where ¢}, is the coefficient corresponding to the even-even coherence |moy+1)(mak+1| and ¢; 5, is the coefficient
for the odd-odd coherence |magi2)mag 42|. We have defined 77,':',1', = /Mokr1Mok+1(Mokr+1 — 1|L;’k,|m2k+1 —1)

and 7, ., = \/Maktr2Mak +2(Mak/ 42 — 1|L;rl k,+1|m2;€+2 —1), where L, ,, and Lgk, are the conserved quantities
corresponding to |magyo)Xmog/ 42| and |magy1)maoks 41/, respectively. Furthermore, when cos,,, (¢) = 1, the formerly
stationary even-odd and odd-even coherences similarly decay as

_m2k+1+m2k’+2p +—

+_

d Cr kr . Cr k!

G| G | =n T ke i [ (G%9)
— ’ +_
Ch+1,k/+1 T 1 — Tk T e S+

where c;;, is the coefficient corresponding to the even-odd coherence |mogi1)}mag 2], c;;g, is the coefficient
corresponding to the odd-even coherence |maog42){mag+1| and we have defined ﬁ,j;, = /Mopr1Mar+2{Mag/+2 —
1\L,;;,+1|m2k+1—1> and 7_];;?:/ = «/m2k+2m2k/+1<m2k/+1—1|L;_;17k/|m2k+2—1> with L,;;g, and LZ,;/ being the conserved
quantities corresponding to |magt2)Xmak 1| and |magy1Xmak 42|, respectively.

Case of the odd first wall. For the case of the first wall with cos,,, (¢) = —1, there exist a single even pure stationary
state and multiple odd mixed stationary states between odd hard walls (cf. Tab. 37). In the presence of single-photon
losses the corresponding probabilities [cf. Eq. (G84)] undergo the following dynamics [see Eq. (G6)]

v g T
d | P n)yg —(n P
ol Il e S S | (G90)

where (n). = (U4 |n|V.), (n), =Tr(npy,), and (n)f = Tr(1, a| V)V |al). For the first wall with cos,,, (¢) = —1,
the dynamics in Eq. (G90) leads to the stationary state

_ o+ - Pssi _ <n>;
Pss = Pss |\D+><\II+‘ + Zpss,k Pk » where - (Ggl)

P pE (n),
which structure is due to the dynamics obeying the detailed balance, as the odd states are only coupled to the unique
even state. In Eq. (G91) pf; is determined by the normalisation pf, + > 7o po . = 1.

For the first wall with cos,,, (¢) = 1, coherences can also be stationary in the absence of single-photon losses

[cf. Eq. (G84)], but the single photon losses lead to their partial decay, as follows. For the coherences between the
even state and odd states we have

nyr+{(n), _ _
ot f% 0.0 2.0 e .
d CQ:JF 70,0 —% n2,0 C(i+
" 02_+ — K To.2 _ (n>+J2r(n)2 .2 02_+ , (G92)
©2 _ ()itin)g “2
i 5 .

70,2 2,2
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where ¢}, ", ¢y are the coefficients for the coherences |V, )XWy, | and |¥5, XV |, respectively, and we have defined
fok,ok = Tr[(L3) 1 al W X5, |af], k, k' = 0,1,.... Furthermore, the coherence between odd states decay as

d __ (n), +(n)p __
& Ck,k’ = —K/% Ck,k” (GQS)
where ¢, ;, is the coefficient for the coherences |V, )XW ;| and (k' — k) is divisible by 2 (then they correspond to states
with the same boundary conditions). Finally, coherences between the odd states can be created by the single-photon
loss from the even state [cf. Eq. (G90)]

WS ] = ) | S g+ S S [T (L al @ ) (9 K]+ He ] (Go)
k=0 k=0 k'>k:
(K k)2

Therefore, the coherences between the even state and odd states decay at long times, while the coherences between
odd states can be featured in the stationary state [cf. Eq. (G91)]

pro = P IO N[+ D p X1+ Y0 DT [emion O X+ (e IR N ]| (G95)
k=0 k=0 k'>k:
(k' —k)|2

where p__ . /pd; = (n)/(n);, as before, while

2Tr (L,;k, a|\If+>(\IJ+|aT>

Coa ho k! = — —
b (M) + ()

P (G96)

c. Effective dynamics due to corrections to the far-detuned limit

The corrections to the far-detuned limit lead to the introduction of the parity-swapping Kraus operators My, Mo
and My, and modification of the parity-conserving Kraus operators M;, M3 (as well as the introduction of M,)
[cf. Eq. (42) and Appendix B2].

Dissipative dynamics. The parity-swapping Kraus operators My, My and M, can change the support of a state between
hard walls only by a single photon number (analogously to adding or removing a single-photon) in the first order of
the ratio between couplings and detunings (see Appendix B 2). Therefore, repeating the arguments for the dynamics
with single-photon losses, we conclude that the parity swapping Kraus operators lead to the second-order dynamics
as in Egs. (G85-G93), but with y/ka replaced by /vMy, v/vMs or \/vM,, and then summed [compare Egs. (45)
and (50) and Egs. (55), (56)].

Unitary dynamics. The parity-conserving Kraus operators M7, M3 change the support of a state between hard walls
by two photons in the second order of the ratio between couplings and detunings (see Appendix B 2). Therefore, these
corrections contribute unitarily to the dynamics of coherences as follows [cf. Eqs. (45) and (47)]. For the first wall
being even and trapping states [cf. Egs. (G88) and (G89)]

Ok =~ [OH) = (SH) L] e, (G97)
d __ , - o
ok = 1 [(0H);, — (0H); ] co X €08, (9), (G98)
d ,_ , oA
ac;;k/ = —i [(6H); — (6H) ] ¢ s (G99)

where §H is given by Eq. (G21). For the first wall being odd [cf. Egs. (G92) and (G93)]

d . _
acgk

d
&c,;;, = —i [(6H); — (6H)/] o X COSm, (), (G101)

= i [(8H) s — (0H) ) e (G100)
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and we further have cos,,, (¢) = (—1).

Steady states. From the above considerations, the stationary state for the first wall being even is, cf. Eq. (G86),

00 + - - +
- Dss i (XD o1k Pt (Xpx
+ + ss, 5 SS, 5
Pss = (p % Pr T Pss i Pr; ) ) where - = ¥ and T = — (G102)
kz:% > > Pss -1 <X>k,k71 Pss i (X)k

where (X)ki’k, = 094 Tr(17 M]prjT) For the first wall being odd with cos,,, (¢) = —1 [cf. Eq. (G91)]

o = rax (X0}
Pss = Pss ‘\II+><‘II+| + Zpss,k P where + - (G103)
k=0 Pss <X>k

where X = Zj:0,2,4 M;Mj, (X)p = Te(X py;) and (X))} = Zj:0,2,4 Tr(L, Mj|‘1’+><‘1’+‘M;)v while for cosp,, (¢) =1
the stationary state features coherence between odd states [cf. Eq. (G95)]

TR TAES S U AED SIS [ TN+ () T X ] (G104)
k=0 k=0 k'>k:
(K'—kK)|2

where p__ . /pd; = (X)/(X); as before and

2 Zj:0,2,4 Tr (le,k’ MJ|‘I’+><‘I’+|MJT> N

Cos b k! = - = Das- (G105)
ok (X), + (X

d. Effective dynamics due to mized atom state

We now show that a mixed, rather than pure atom state (cf. Appendix G2c), can only lead to to dephasing of
coherences between pure states that were stationary in the unperturbed dynamics (the case of the odd first wall
with cosm, (¢) = 1 (cf. Appendix G2c). We can further bound the dephasing rates and frequencies analogously to
Eqgs. (70) and (71). These results are due to the fact that the modified dynamics, preserves not only the parity, but
also the support of the states between the hard walls.

Case of the even first wall. We now argue that the probability the probability pki of being in the state pf [cf. Eq. (G83)]
are stationary

+

20 0
alm ] [
Z =0 (G106)
dt | p; 0

Indeed, from Eq. (G27) we have that My, Ma, My and M, as function of the photon number n conserve the support
of pf, ie. [M;,15] = 0 [cf. Eq. (14)], 5 = 0,2,4,a. Similarly, Kraus operators My, and M, in Eq. (G26)
are defined for the same integrated coupling as Mg, and M,,, and thus feature the same hard walls leading to
(Mo, 1] = 0 = [Mj3,,1F], j = g,e. We conclude that Eq. (G106) holds true to all orders, while the states p;- are
modified by higher-order corrections.

Case of the odd first wall. For the case of the first wall with cos,,, (¢) = —1, there exist a single even pure stationary
state and multiple odd mixed stationary states between odd hard walls (cf. Tab. 37). Analogously to Eq. (G106) we
have

pt 0
Po 0
A0 R I (G107)

dt | P1
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In the limit of almost pure atom state, coherences that are stationary foagainr the unperturbed dynamics undergo
dephasing [cf. Eq. (67)]. For the first wall with cos,,, (¢) =1 [cf. Eq. (G84)],

d ,_ . _ _ . _
dt c;rk = — (72r + 1Q2) C;k ) 62k+ = — (y2r — 1Q021) 02k+ (G108)

where cj,, ;" are the coefficients for the coherences |V )V, | and |¥5, XU |, respectively, and we have defined
—Yk = I =Db Yy Tr(L3, Mjb|\P+><\P;k|M}b) +2 024 piTr(LF, Mj\\Il+><\Ilgk\M;) for k =0,1,.... Analogously,
the coherence between odd states decay as

d __ , __
ar ek = 7 (Voo + 8 k7) € s (G109)

where ¢, ;, is the coefficient for the coherences |W, X¥, |, (k' — k) is divisible by 2 (then they correspond to

states with the same boundary conditions) and we defined —y; — iQx = pp Y. Tr(Ly ;0 Mjb|\If,;)<\I/,:,|M;b) +
S04 PTN(LE 4 M| W YWy |M]) (note that ye = Y and Qg = —Qpr 1)

The dephasing rates can be further bounded as [cf. Eq. (G29)]

Jj=g.e

Yokes Vi < 20(1 — Do — Pa), (G110)

and frequencies as [cf. Eq. (G30)]
|k, [Qkw] < v(Po + P2 + pa). (G111)

These results follow from the derivation in Appendix G 2c¢ by considering dynamics restricted to the sum of the even
subspace and support of |¥,, ), or the sum of supports of |¥,, ) and |V,,,), respectively.

Steady states. The mixed atom state leads to stationary states of the cavity being probabilistic mixtures of states
between hard walls, i.e., given by Eq. (G83) and Eq. (G84) (without the second line), where the probabilities are
determined by the support of the initial cavity state between the walls.

Dynamics for trapping states. Finally, we note that in the case of the atoms prepared in the excited state |c.| = 1,
the probabilities are again conserved [cf. Eqgs. (G106) and (G107)], while the coherences simply undergo dephasing
with bounds analogous to Egs. (G110) and (G111).

e. Effective dynamics due to atom decay

We now discuss how decay of atoms, leads to the mixing dynamics of states between hard walls with the same
parity. This leads to two mixed stationary states of even and odd parity, which is due to the fact that the parity
remains conserved.

There are two contributions arising from the finite lifetime of atom levels that modify the dynamics of micromaser
(cf. Appendix G 2d). First, atom arrive at the cavity in the mixed rather than pure state with probabilities given by
Eq. (G52). In the limit of weak decay, this only leads to the dephasing of coherences between pure stationary states
between the walls [see Egs. (G108) and (G108)] with the rates bounded as in Eqs. (70) and (71) [cf. Egs. (G110)
and (G111)]. Second, the possible atom decay during the interaction with the cavity modifies Kraus operators in
Eq. (10). We now discuss this contribution in the limit of weak decay and only towards the levels uncoupled to the
cavity [see Eqgs. (G48-G50)]. We comment on the general case at the end of this Appendix.

Case of the even first wall. For the probability pf of being in the state pf [cf. Eq. (G83)] atom decay induces the
following dynamics

p:')_ _‘CGE FlTpéml ) |C£]|»|2 F3Tpi~_;m1—2i-2 N ) n pS_
d pi v ‘Cel FlTpO;ml _‘CQ| Ls7 Plimi+2 — |c€| FlTpl;mg |CQ‘ F3Tp2;m3+2 pi
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and, analogously,

p7 _|C€|2F17pa;m2 |CQ|2F3Tp;;m2+2 p7

2 2 Ta7 po.r —|cgl2Ts7 proy g — |ce|2TiT pi. lcy|2T57 ps. 2
d D] v e 1T Po;my g 3T P1ymy+2 e 17T Piymy 9 3T P2;my+2 j2)
alr | "2 |cel* T1T prim, Py |

(G113)
where we introduced pim = (m|pif|m) as the local density of the state pi. Here we considered contribution from
Eqgs. (G48-G50). Since the non-trivial dynamics is only induced when the support of the state is changed beyond the
hard wall, only the contribution decay events, described by the integral in Eq. (G48, lead to the long-time dynamics of
the state between hard walls. In the limit of the weak decay, keeping terms up to linear order allows up to replace Mg (t)
and M. (t) in Eq. (G48 by M, (t) and M_,(t), which can allow a transition of pi to pfctﬂ and pif_|, respectively. The
integral, however, effectively gives a random interaction time ¢ described by a uniform distribution within the interval
[0, 7). In that case the rates of the long-time dynamics are proportional to the averaged probability of crossing a hard
wall at m (see Appendix G 3f), and we simply have sin?, (¢) = 77! Jo dt sin? (M) = K7/(2¢y/(m + 1)(m + 2)) = 1/2
[cf. Eq. (35) and see Eqs. (G122) and (G123)].

The dynamics within the even and odd subspaces, Egs. (G112) and (G113), respectively, obeys detailed balance,
leading to an asymptotic state being a general mixture of odd and even stationary states given by

o o
Pss :pzp;;,k p:—’_ (1 _p)zps;,k P;; (G114)
k=0 k=0
where
+ + - -
ﬁss,k _ ‘Cec Epi—l;mzkfz and ]iSSJ%‘ _ |Ce|z Epli—l;mzk’ (G115)
pss,kfl |Cg| F3 pk;ka_1+2 pss,kfl ‘CQ| F‘3 pk;mgk,+2

and psi&o are determined by the normalisation Zzozo p;tsyk =1, but p = Tr(14p) is determined by the support of
the initial state. In the case of the uniform decay, the stationary state is the same as the stationary state of the
micromaser with a non-monochromatic atom beam [see Eq. (G125) below], as in that case atom decay leads exactly
to the random interaction time described by the uniform distribution [cf. Eqs. (G48) and (G66)].

Case of the odd first wall. Similarly, for the case of the first wall with cos,,, (¢) = —1, we have [cf. Eq. (G84)]

d
Crr =0, (G116)
and
pO_ 7|ce|zl—‘17pa;m1 ) |CQ|2F3Tp1_;m1§2 ) po_
d pl_ v |C€| FlTpO;ml _|Cg| F3Tp1;m1+2_|c€‘ FlTpl;mg |C!7| F3Tp2;m2+2 pl_
de | P2 2 |Ce‘21—‘17pim2 Po )

(G117)
where the first equation is a direct consequence of the parity conservation and uniqueness of the even steady state.
Therefore, the dynamics in in Eqgs. (G116) and (G117) leads to the stationary state

> — — ps_s,k |Ce|2 F1 pk_:flg'm;c
pes =DV N W4+ (L=p) D> P 4Py,  where —— = BT - (G118)
P Pask—1 11" Ts P, 1o
and pg o is determined by the normalisation Ziio Pk =1, but p = Tr(1,p) is a free parameter.
For the first wall with cos,,, (¢) = 1, atom decay also leads to dynamics of coherences in Eq. (G84). We have that
coherences between even and every second odd state decay as
d

! 627 = — (71@ + zﬁk) cﬁf, c,;+ = — (ﬁk — iﬁk) c,;Jr (G119)
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where ¢, c;," are the coefficients for the coherences |V XW,, | and |¥,, ¥ |, while coherences between odd states
decay as

a | =101 Ve gr—1 — Sk -1 Vg i Ck—1,k"—1
,++ — o e
37 Ck, k! = VMge—1,k—1 Vet — e VMgev1,6/4+1 Ck,k/ )
Ck+1,k'+1 4 _ — . Ck+1,k'+1
. VMg ke “Ve+1,k'+1 141,k 41 : .
(G120)

where ¢, ., is the coefficient for the coherences [, )XV¥,,| and (k" — k) is divisible by 2. We have introduced [cf.
Eq. (G56)]

5 ry+7T T r'y+7T

T D [ 3T T My 00 (We)] - S (V) (03). (G1212)
Jj=g,e

Yo I'1+T T I'y+T

T DB [Cae 3wt [ M0 (w00 )] + SR (0 4+ (003). (G1210)
Jj=g,e

ME41 mk/+1

Tt = leePTar ) [e®) 1 mp s +2] Ly g gy M +2) 771 / dt sing,, , (At) sing,,, (M) =0,  (G121c)
0

__ k * _ _ T . .
o = legl Tarel®) L [e®) o1 (mp | Ly oy lmi) 771 /0 At sing,, (M) sing,, (M) = 0, (G121d)

where Y is defined in Eq. (G58) and we used 771 [ dt sing(At) sing(At) = 771 [ dt {cos[At\/(m + 1)(m +2) —
At/ (m 4+ 1)(m + 2)] — cos[Aty/(m + 1)(m +2) + At/ (m+1)(m +2)]}/2 = 0 [see also Appendix G 3{], so that all
coherences simply undergo dephasing (this, however, will not be the case for general decay; see below). Moreover,
there is no contribution to the unitary dynamics, Qg = 0 and Q- = 0 due to real-valued dynamics [cf. Eq. (G57)].
Due to dephasing of all coherences, the stationary state for cos,,, (¢) =1 is again given by Eq. (G118).

General decay. For the case of general atom decay [see Eq. (G36) and Egs. (G43-G47)] decay towards levels
|0), |2) or |1), leads to the non-trivial cavity dynamics also after the decay event [cf. Eqgs. (G48) and (G66)].
In particular, the dynamics of probabilities in Eqgs. (G112), (G113) and (G117) is modified by replacing T's by
(T's — v13) + 713/4 = I's — 3v13/4. Here, the new term corresponds to decay from |3) to |1) followed by atom leav-
ing the cavity in a state |1), which contributes with the average probability as 771 [ dt cosZ, [\(7 — ¢)] sin 2(\t) =

71 [y dtcosZ, (At)] sin (At) = K /(8¢+/(m + 1)(m + 2)) = 1/8 for a hard wall at m described by Eq. (35). Similarly,
the dynamics of coherences will have the structure of Egs. (G119) and (G120), but with modified parameters due to
a more complex single decay contribution in Eq. (G43). In particular 7! fOT dt sing,(At) sing,(At) will be replaced by

771 [ dt cosp(At) cosmA(AL) sing(At) sing,(At) in Egs. (G121c) and (G121d) due to possible decay from |3) to [1).

f Effective dynamics due to non-monochromatic atom beam

Finally, we consider a non-monochromatic atom beam, which leads to the fluctuating integrated coupling 7 described
by a probability distribution (see Appendix G 2e). Since the existence and positions of the hard wall depend on ¢ (see
Sec. IIID and Appendix D), the supports of the states between the hard walls are not conserved leading to mixing
dynamics between the states of the same parity.

Case of the even first wall. For the probability pf of being in the state pkj,E [cf. Eq. (G83)] non-monochromatic beam
induced the following dynamics [cf. Eq. (G85)]

ot —|ce|?sinZ, (6)pdim, legl?sin2, ()P, 10 »
) ) 102
d| o leel?sinZ, (@) pm,  —Icq |12, ()T, 1o = lee |12, ()01, |Cg|?502, (8)PF:1ny 1 P
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de | P2 [cel?sin2, (6) o1, g g b2
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and, analogously,
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(G123)
where sin? | = [dog(e )sin?(4) is the average with respect to the distribution g(¢) of the integrated coupling

strength, and pE.,, = (m|pifim) is the local density of the state pf. Note that we expect sin?(¢) < 1 for narrow

enough distribution g(¢) with sin?,((¢)) = 0, that is when m (¢2 — 52) < L
The dynamics within the even and odd subspaces, Eqgs. (G122) and (G123), respectively, again obeys detailed
balance, leading to the mixture of odd and even stationary states

(oo} (oo}
=pY pharl + (L —=p) D pikris (G124)
k=0 k=0
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Pys -1 |cg| Plymak_ 142 Pss k-1 ‘Cg| Prima+2

and psio are determined by the normalisation ZZOZO psiS x = 1, but p is a free parameter and depends on the support
of the initial cavity space p in the even subspace, p = Tr(14p), which is a consequence of the parity conservation [cf.
Eq. (14)]. We note that the structure of the stationary states is independent from the distribution of the integrated
coupling.

Case of the odd first wall. For the case of the first wall with cos,,, (¢) = —1, there exist a single even pure stationary
state and multiple odd mixed stationary states between odd hard walls. For the non-monochromatic atom beam the
corresponding probabilities [cf. Eq. (G84)] undergo the following dynamics [cf. Egs. (G122) and (G123)]

d
pt = G126
St =0, (G126)
and
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dt p'2 |ce|?sing, (6)P1m, - - p.2

(G127)
Therefore, for the first wall with cos;,, (¢) = —1, the dynamics in Egs. (G126) and (G127) leads to the stationary
state [cf. Eqgs. (G124) and (G125)]

Pes Cel? Pr—tim
|+ (1 p Zpsskpk, where sk _ [l Pimtim, (G128)
pss,k—l ‘Cg| pk;mk+2

and pg, o is determined by the normalisation Zk:o Py = L, but p = Tr(14p) is a free parameter.
For the first wall with cos,,, (¢) = 1, non-monochromatic beam also leads to decay of formerly stationary coherences,
as given by Eqgs. (G119) and (G120), but with parameters defined as

5 ~
2 — e [, M) (12 )05 )] + 1, (G129a)
Vi, Y
S Ty [Lk o M(@) (|5 ><\1fk,\)} T, (G129b)
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with c\f) = (m|¥, ). Here k # k' = 0,1,2,.... and (k' — k) is divisible by 2. There is no unitary dynamics,
Qor = 0 = Q 4, as the dynamics is real valued (see Sec. IIC and Sec. IV C). The coherences decay at long times,
leading to the same structure of the stationary state as in Eq. (G128).

Appendix H: Classical micromaser dynamics for thermal atoms

Here we consider the micromaser dynamics, Eq. (B9), in the case of thermal atoms. The dynamics in the far-
detuned limit is classical and obeys detailed balance, resulting in thermal stationary states of the even and the odd
parity, which are independent from the integrated coupling.

Classical detailed-balance dynamics. Consider an atom in a thermal state

E.

pa= > piliil,  pyoce FBT (H1)
§=0,...,4,a

where T denotes the atom temperature and Ej; is the energy of the atomic level (see Sec. II).
There are eight Kraus operators [cf. Egs. (B7), (10) and (G27)]

Mg, = cos ((/)\/ aTQaQ) Moy = —ia® w, (H2a)
sm (¢ a2aT2)

Mg = N Mo = cos ((b\/ aQaTQ) , (H2b)
N 2 2 2 2
MO — eiTa'a%, ]\42 — e—i‘raaT—‘g?‘ 2\03\ ’ M4 _ ei‘raaT ‘gg‘ , and Ma — ]17 (HQC)

which describe the change in the cavity state due to a passage of the atom as [cf. Eq. (B8)]

oM = 37 py My ptk- 1)Mf + 3 py Myt DMl =M [p(k—l)]. (H3)
ji=g.e j=0,2,4,a

The resulting continuous cavity dynamics in Eq. (B9) conserves the parity, Eq. (14), due to the approximation of
far-detuned limit (cf. Eq. (6)). Furthermore, the dynamics is classical, with diagonal states in the photon number
basis remaining diagonal, and thus evolving independently from the coherences. In particular, for diagonal states,
Eqgs. (H2) describes a detailed-balance process between the photon number states of fixed parity, which corresponds
to the so called birth-death process with the birth referring to the change from |n)n| to |n+ 2)n+ 2| due to the Kraus
operator Mye, and the death - from |n)n| to |n — 2)(n — 2| - due to the Kraus operator M,,, while the other Kraus
operators do not contribute. The respective rates are given by

b, = v p3 sini((b), d, =vp1 sinth(qb). (H4)

Thermal stationary states. From the detailed balance it follows that two stationary states p™ = 3" poy |2n) (2n]
and p~ = > 7 hont1 [2n + 1) (2n + 1| are thermal with the probabilities determined by the recurrence relation

B2 by D3 — 2
_ =22 —¢FpT, H5
I, dny2 D1 (H5)

where 2w = E; — E3 due to the two-photon resonance in Eq. (3). Furthermore, the detailed balance dynamics
is present for any diagonal, not necessarily thermal, state of the atom. In this case Eq. (H5) defines the effective
temperature T'.

The sequence of probabilities h,, is convergent if e~ < 1, which takes place for positive temperatures T" > 0
(or for a diagonal state when p; > ps). In the case of an initial state of the cavity p with the support on both the
even and odd subspace, the asymptotic state is a probabilistic mixture of the even and odd stationary states
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o0

pos =P + (L= p)p” = — > 5T [pl2n)2n] + (1 - p) fom + 120 + 1], (116)

—2w

1+e*BT




66

where the probability p = Tr(11p) is determined by the initial support on the even subspace.

Interaction dependent timescales of dynamics. Due to the initial atomic state being thermal, Eq. (H1), the stationary
states of the cavity are independent from the integrated coupling strength ¢. However, the dynamics of relaxation
towards the stationary state depends crucially on the value of ¢. This follows from the birth and death rates, Eq. (H4)
being dependent on sin?(¢). Therefore, the presence of a soft wall at n = m, sin,,(¢) ~ 0, leads to slowing down of
the dynamics, similarly as it was the case for the quantum micromaser dynamics discussed in Sec. III E. In particular,
the relaxation timescales to the stationary state are dominated by the slowest pairs of the birth and death rates,
i.e., such m within the support of the stationary state for which b,,, d 12 sinfn(qﬁ) ~ 0. Treating b,,,dn+2 as a
perturbation of the dynamics with bg,?) =0, df&rz = 0, from Eq. (G2) we obtain the long-time dynamics between
thermal states supported before and after a wall as [86]

d

. k .
o pu(t) == [pu sinZ, () ) o +pa sinZ, ()], | pi(t) (1)

. k .
+p1 sin?, (0) PN o o1 () + ps sinZ, (@) pE) | praa (),

where py(t) denotes the probability of being in the kth state supported after kth wall, while hgc) denotes the probability
of finding n photons in the kth state (for simplicity we dropped the indices denoting the parity, but only the states of
the same parity are coupled) (see also Appendix E). Note that the final stationary state is again given by Eq. (H6).

Appendix I: Continuous versus discrete cavity dynamics

In this Appendix we discuss similarities and differences between continuous dynamics, Egs. (B9) and (11), and the
discrete dynamics, Egs. (B8) and (9), where the number of atoms that has passed is known explicitly. In particular,
the numerical simulations in Figures 1-3, 5-11, 8 and 10 utilize the discrete dynamics.

Discrete dynamics. The master equations (B9) and (11) represent continuous dynamics of the density matrix, which
describes the cavity state averaged both over the possible measurement outcomes of the outgoing atomic states - i.e.,
when the atoms are traced out - and over the exponentially-distributed arrival times of atoms into the cavity (see
Appendix B1). The former average procedure results precisely in Kraus operators in Eqgs. (B8) and (42), while the
latter average yields the master equation (B9) governing continuous evolution of the cavity in time. Note that by
counting the number of atoms that have passed through the cavity, its state after the passage of k atoms is simply
given by [cf. Egs. (B8) and (9)]

p(k) = Mk(p)7 (Il)

where p = p(® denotes the initial state of the cavity. Note that the conditional discrete dynamics in (I1) is
independent from the atom rate v, but the probability of the passage of k atoms up to time ¢ is given by e "¢ (vt)* /k!,
which depends solely on vt, as described by the Poisson point process (see also Appendix B1).

Timescales of dynamics. We first note that, in the far-detuned limit, the stationary states of the discrete dynamics (9)
corresponding to the eigenvalue 1 of M, are also the stationary states of the continuous dynamics Lo, (11), which
is also the case beyond the adiabatic approximation for M and £, Egs. (B8) and (B9) . Actually, all eigenmodes
of the discrete dynamics are also eigenmodes of continuous dynamics, with eigenvalues \di5cret® of M rescaled to the
eigenvalues A, of £ as [120]

A = p(\diserete 1y (12)
since L = v(M — I). The relation (I2) plays an important role in the presence of a hard wall (see Sec. IIID).
For the discrete dynamics all eigenmodes of M with eigenvalue of absolute value 1 are non-decaying, while for
the continuous dynamics only the modes corresponding to the eigenvalue 1 are stationary. In particular, for a
hard wall leading to different boundary conditions before and after the wall, the coherence between the pure
stationary states after and before the wall is non-decaying in the discrete dynamics, but the coherence phase is
flipped, i.e. is shifted by &, with each passing atom, which in the continuous case leads to its dephasing (see Sec. III D).

Discrete dynamics in the presence of losses. In Sec. IV B we consider cavity dynamics in the presence of single-photon
losses at rate k. In the derivation of the dynamics governed by the master equation (52) it is assumed that photon
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loss takes place when there is no atom within the cavity, i.e., k7 < 1 for the atom passage time 7, so that the
single-photon losses can be considered independent of the atom-cavity dynamics [31, 64]. For the discrete dynamics
this assumption leads to the state of the cavity after the passage of k atoms given by

/)(k) = (Mlph)k Z- £1ph/l/)_1 (p), where Mipn = (I - Llph/l’)_1 Mo. (13)

Note that Mpn describes the joint effect of the passage of an atom in the far-detuned limit given by M, and

the losses that can occur afterwards, but before the passage of the next atom, fooo dtve Vtetbih = [T — L,/ y]_l.
Eq. (I3) can be used to derive the master dynamics (52) in the limit ¥ < v (cf. Appendix A in [31]). Therefore, from
Eq. (I3), the stationary state of continuous dynamics in the presence of losses (52) corresponds to the stationary state
of the discrete dynamics,

ps:jscrete = (Z = Lipn/V) pss; (14)

since Lpss = 0, where £ = v(Mo —Z) + Lipn, so that Mopss = (Z — Lipn/v)pss and, thus, Mipnpss = pss.

Metastability in discrete dynamics. In the metastable limit of a small rate of the single-photon losses, Kk < v, we
recover pdiserete ~ p o from Eq. (I4). Furthermore, the continuous dynamics of all the metastable modes discussed
in Sec. IV B, will be approximately the same in the discrete case, as follows. Recall from above that, without the
losses, the DF'S of pure stationary states |¥,) and |¥_), Eq. (22), is stationary both in the continuous case of £y and
discrete case of M. Expanding My, in (I3) we have

Mipn = Mo + LippMo /v + O(K?/1?). (I5)

Therefore, within the DFS, the eigenvalues and eigenmodes of Mjpy in the lowest order of the expansion in /v
correspond to the eigenmodes of the continuous effective first-order dynamics in Eq. (55), as

Mo Mipnlly = Ilg + Mo Lipnlle /v + O(k2 /1?), (I6)

where IIy denotes the projection on the formerly stationary DFS (cf. Sec. III B and Appendix G 1), while the initial
term [Z—Lpn /]! in (I3) contributes only as the higher-order corrections to the eigenmodes of the discrete dynamics.

Similarly, in the case of the metastability due the higher-order corrections to the two-photon cavity dynamics [see
Sec. IV A], the long-time discrete dynamics beyond adiabatic limit M can be approximated within the metastable
DFS exactly as in Eq. (I6), but with IIoL1,,I1p replaced by the master operator of Eq. (45), which corresponds to
V(HQMHQ - Ho)

Appendix J: Identifying possible (541)-level scheme in Rydberg atoms

Here we provide discussion of the results on Rydberg atoms from Sec. VI.

Methods. We have used the ARC package [106, 107] (see also [121, 122] for related software) in order to evaluate the
energies of levels |j), j =0, ..,4, as well as the corresponding dipole moments

dj—1; = (j — ller|j), (J1)

7 > 0, where e is the electron charge and 7 the position operator. The dipole moments determine the single photon

Rabi frequencies g; as
[ w
— _ J2
g] j—1.J 2h€0v’ ( )

where w, €9 and V' are the cavity frequency, vacuum permittivity and the volume of the cavity mode, respectively. We
take V = 70 mm? as a benchmark from the reference [32]. The number of possible transitions grows rapidly with the
number of basis states considered. Considering Ref. [32] which used a ladder configuration 39S 1 39P 3 408 1
we limit the search to a set of 30 basis states |n, [, j) with n = 35,..,45 and [ = 0, 1, where j =1 £ s, with s = 1/2 the
value of the electronic spin. For 7-polarization, we identify 444600 dipole allowed transitions. In order to satisfy the
resonance condition in Eq. (3) we further define the cavity frequency as

w=(BEs— E,)/2h (J3)
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and the corresponding detunings A; according to Eq. (1). Post-selecting on cases where the levels |j), j = 1,2,3
form a ladder, i.e., By > Fy > E5 or By < Es < E3, cf. Fig. 1(a), and requiring the rotating wave approximation,
max(|A;/w| < 0.1), and the far detuned limit, max(|g;/A;|) < 0.1), to hold, we are left with 104 transitions [123].
Having identified the possible candidates, we asses the conditions (5a,5b) according to the following criterium. We
define factors f, p as [g112/A1 = falg2|*/A, |94?/As = — fi|g3|>/A, so that the conditions are satisfied for f, = f, =1,
and minimize max(|1 — fal, |1 — 1/ fa|) + max([1 — fo[,[1 — 1/ fy[). This leads us to the transitions 37S; < 37P3 «
3885 > BSP% > 398%, as described in Sec. VI.

Possible improvements. In order to increase the effective coupling strength |A|, the search strategy could consider a
larger set of basis states, and, in particular, the level manipulations with external electric field £ which would allow
for further modification og A; through the static Stark effect. Here, in order to evaluate (5) one needs to compute
not only the energies of the atomic levels but also the dipole elements of the allowed transitions. For [ < 3 and small
values of £ one might attempt a perturbative approach with level energies given by

Pry Lo, (J4)

Fniy = =2 7 3

where Egy is the Rydberg energy, n* = n — d,,;; with the quantum defect d,,;; [124-127], while the static polarisability
ap = Bin*® + Ban*7. Here, By, B2 are coefficients which can be obtained e.g., by the ARC package [106] and have been
found to be in good agreement with experimental values, see [128, 129] for the case of rubidium. For higher [ and
values of £, numerical approach requiring exact diagonalization of the Hamiltonian with the external electric field is
necessary. A systematic exploration of the coupling strengths in this generalised scenario, however, goes beyond the
scope of this work.
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