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Abstract
The potential and research surrounding metal hydride (MH) based thermal energy storage is
discussed, focusing on next generation thermo-chemical energy storage (TCES) for concentrated
solar power. The site availability model to represent the reaction mechanisms of both the forward
and backward MH reaction is presented, where this model is extrapolated to a small pilot scale
reactor, detailing how a TCES could function/operate in a real-world setting using a conventional
shell & tube reactor approach. Further, the important parameter of effective thermal conductivity
is explored using an innovative multi-scale model, to providing extensive and relevant
experimental data useful for reactor and system design. Promising high temperature MHmaterial
configurations may be tuned by either destabilisation, such as using additions to Ca and Sr based
hydrides, or by stabilisation, such as fluorine addition to NaH, MgH2, or NaMgH3. This versatile
thermodynamic tuning is discussed, including the challenges in accurately measuring the material
characteristics at elevated temperatures (500 –700 ◦C). Attention to scale up is explored, including
generic design and prototype considerations, and an example of a novel pilot-scale pillow-plate
reactor currently in development; where materials used are discussed, overall tank design scope
and system integration.

1. Introduction

The scaling up of clean power is critical to prevent the disasters facing humanity if climate change is allowed
to accelerate. Harnessing solar energy is essential to achieve this, with available technologies such as solar
photovoltaics (PV) and solar thermal electricity. Solar PV is experiencing rapid growth, with world markets
estimated to add over 125 GW of capacity per year from 2021 to 2025. However, more effort is needed to
meet the International Energy Agency (IEA) target of over 7000 TWh by 2030. Solar thermal electricity, or
concentrated solar power (CSP), is experiencing a more modest growth, from 10 to 16 TWh from 2015 to
2019 and at this rate it will fall a long way short of the IEA target of 204 TWh by 2030. To stimulate the CSP
market, IEA recommends increasing research and reduce costs to attract the necessary investment [1]; in
particular, focusing on the value and potential of CSP thermal energy storage (TES).
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TES is a significant advantage of CSP to combat fluctuating supplies of energy on the grid. Conversion of
stored heat to work and ultimately to electrical energy can be accomplished in a Rankine cycle, in an
Organic-Rankine cycle or Brayton process. Such an energy storage system that stores electricity in the form
of thermal energy is called ‘Brayton Battery’ or ‘Carnot Battery’ [2, 3]. Water-based TES systems, such as
closed-loop seasonal TESs, are widely used for the utilization of low-temperature heat [4]. However, these are
of limited use for storing surplus energy such as medium- and high-temperature heat generated from
industrial production processes. In contrast, the use of thermochemical energy storage (TCES) offers
significantly larger share of usable work. In principle, TCES uses an endothermic chemical reaction to store
heat and release it again during the exothermic reverse reaction.

For a suitable TES there must be sufficient solar energy in a CSP plant to make it viable. The key indicator
for a suitable location of a CSP plant is direct normal irradiation (DNI). DNI is affected by cloud cover and
when the DNI < 2 kWh m−2 d−1, the electricity generation is 0 [5]. Examples of suitable areas considering
DNI only are the Atacama Desert in Chile (11 kWh m−2 d−1), south Namibia and western South Africa
(8.8 kWh m−2 d−1), West Australia (8.2 kWh m−2 d−1), the Tibetan region of China (8 kWh m−2 d−1) and
the Sinai Peninsula in Egypt (7.8 kWh m−2 d−1) [6].

Current state-of-the-art CSP plants operate between 290 ◦C and 565 ◦C using a 60/40 wt% blend of
sodium and potassium nitrate, with the molten salt performing the role as heat transfer fluid (HTF) and a
sensible thermal store, which is coupled to a Rankine steam cycle [7]. However, higher temperature CSP
plants are more efficient, which helps to improve the economics and therefore competitiveness, with a typical
temperature range between 600 ◦C and 750 ◦C, and a desired full night-time duration storage period
(12–14 h) [8, 9].

To reach these higher temperatures chloride salts are required at >700 ◦C leading to corrosion issues and
significant cost increase. For example a nitrate two-tank system has a cost of $20–33 kWhth−1, while
MgCl2/KCl is estimated at $58 kWhth−1, above the CSP-TES target of <$15 kWhth−1 [9]. A design using
ceramic particles as the heat transfer medium has also been proposed, with silos as storage. This design was
estimated to exhibit storage costs of $22 kWhth−1 and $15 kWhth−1 for insulated steel tanks and firebrick
tanks, respectively. The challenge with this route is not the thermal storage, but the design of the particle to
CO2 heat exchanger and system/unit development for a solid heat transfer medium [8, 9].

Utilising a higher energy density technology for TES offers the potential for smaller stores and less
material, such as phase change materials (PCMs) and TCES. For example, a multi-tube heat exchanger
utilising latent heat (chlorides) was estimated at $39 kWhth−1, again above the CSP-TES target [9]. Of the
three TES technologies (sensible heat, PCM and TCES) TCES has the lowest thermal exergy losses and the
highest material energy density, offering potentially low cost. However, it is currently at the lowest
technology readiness level, due to high complexity [10, 11].

Many TCES systems have been proposed and tested, from reversible steam methane reforming [12]
reversible ammonia synthesis/cracking [13], reversible reactions involving metal oxides (including chemical
looping), carbonates, hydroxides or sulphates and reversible metal hydrides (MHs) [10, 14–18].

There are several elements that are key for a successful TCES candidate. These are a suitable operating
temperature, typically up to 565 ◦C (to be retrofitted to current plants) and between 600 ◦C and 750 ◦C (for
future generation plants), reversibility and cyclability over 10 000 cycles, overall system cost and a small
operating temperature gap between the forward and backward reaction (small reaction hysteresis).

For example, industrial ammonia synthesis occurs under an iron catalyst at 300–400 ◦C, while ammonia
cracking under a Ruthenium based catalyst at approximately 700 ◦C [13]. A lithium amide catalyst has been
proposed that can operate at 400 ◦C but long cycle life is still a concern [19]. This means the receiver can
supply temperatures at approximately 700 ◦C, but the power block temperature is limited at 400 ◦C,
demonstrating thermal exergy losses.

Metal oxides are an interesting competitive alternative due to oxygen being drawn from the air, removing
gas storage. Again, oxide systems (such as Mn2O3/Mn3O4) suffer reaction hysteresis [10, 20], however, these
can be negated through creating binary metal oxides such as Cu/(Cu+Mn), which exhibit faster kinetics
and improved cycling stability [20]. Materials chosen usually involve Mn, Ba or Cu due to their lower cost
and operate a charging temperature of greater than 900 ◦C [14].

Sulphate systems are high energy density (1500–3000 kJ kg−1) and operate at high temperatures around
1000 ◦C but have significant corrosion challenges. Hydroxide systems (e.g. Ca/Sr/Ba) have been projected as
an affordable TCES technology ($17–30 kWhth−1) but these systems also suffer reaction hysteresis and
capacity issues persist at higher cycles due to a carbonation side reaction [10].

MHs can operate at a wide range of target temperatures for solar power such as MgH2 for parabolic
trough plants operating between 300 ◦C and 400 ◦C [5] to more efficient solar power towers operating at
higher temperatures such as 565 ◦C (e.g. Na/Mg based) and around 700 ◦C (e.g. Ca/Sr based) [15]. These
examples are fully reversible with low reaction hysteresis, if the appropriate pressure swing (hydrogenation to
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dehydrogenation) is adopted with hydrogen storage. For MH TCES materials, there is a significant advantage
in being able to tune the properties to the temperatures required, utilising destabilisation or stabilisation
techniques. This is particularly useful in finding competing solutions to the 700 ◦C range. For example, for
the calcium hydride system,∆H = 208 kJ mol−1 H2. If based on this ‘parent’ system, adding aluminium
destabilises the parent system, enabling an alternative reaction with∆H = 83 kJ mol−1 H2 [15].

Although the material energy density of MHs (not including H2 storage) often exceeds metal carbonates
and hydroxides, the natural occurrence of carbonates/hydroxides is a benefit considering cost, and the
capability of handling the materials in air is another advantage. As such, metal carbonate systems have
already been demonstrated in pilot plants on a MWth scale [21, 22]. However, the main challenge remains
their energy capacity loss over multiple cycles [21, 23]. Sintering is a key obstacle and many ways have been
explored to circumvent this [24–30]. Even promising solutions such as the CaCO3-Al2O3 system, indicated
the reactor configuration may promote sintering when scaled up to kg level [31].

One major aspect that must be considered is the storage of hydrogen gas that is released during the
endothermic charging (hydrogen desorption) process of the thermal battery. Hydrogen can be stored in a
closed or an open loop system. In a closed system, H2 storage is exclusively sized for the CSP plant. In an
open system, the H2 storage is shared across multiple users, for instance, a large complex could entail a H2
generation plant, ammonia synthesis, steel manufacture and a CSP plant, all sharing H2 storage. Although
hydrogen gas can be stored in canisters near room temperature, its volumetric density is low, even under
high pressure. For instance, if 1 TJ of energy is to be stored by CaH2, 238 tonnes of MH is required [15]. This
would mean that over 129 000 m3 (at standard temperature and pressure) of H2 gas must be stored. Current
options to store this H2 include compression into vessels (above ground 250 bar US $450 kg−1 H2 [32]),
underground caverns (salt US $1.6–5 kg−1 H2 or lined rock US $12–26 kg−1 H2 [32]), or sorption of H2 by a
low temperature metal hydride (LTMH) (such as NaAlH4 at US $1400 kg−1 H2 based on 5.6 kg H2 tank
[33]). Another suggested method is to store H2 within a magnesium hydride slurry system [34]. Each of
these options have their advantages and disadvantages. Techno-economic assessment at the operating
temperature case of 565 ◦C using various promising hydrides (e.g. MgH2, Mg2FeH6, NaMgH3, NaMgH2F
and NaH) with underground gas storage determined a competitive specific installed cost range from US
$14–27 kWhth−1 [32].

At present, TES using high temperature MHs have only been demonstrated on a kilogram-scale on
several of occasions [35–37]. The reasons for MH systems having difficulty to progress are due to technical
bottlenecks, principally: kinetic modelling, materials, and reactor design. As such, this paper concentrates on
addressing these three keys:

(a) Modelling thermal storage systems: Key to designing a practical thermal store is the importance of suf-
ficiently modelling the reaction kinetics of MHs. Often, an empirical approach is adopted, combining
established solid/gas models with various dimensionless pressure terms, however this approach is not
readily transferrable with any considerable accuracy. Here, we have developed the site availability model
(SAM) that improves on these deficiencies, and it is presented in section 2.1. Thermal transport properties
are also essential, and in section 2.2 we present a mesoscopic modelling framework, which provides a use-
ful computational tool for systematically investigating the relationship between complex microstructure
and thermal transport properties of MHs.

(b) Materials selection and reactor design: Thermal measurements and vessel design are also critical to
thermal store development. Approaches to thermodynamically tune MH candidate materials to match
the requirements of a thermal store are explored in 3.1, while the challenges of measurements of thermo-
dynamics, thermal conductivity and reactor design are detailed in sections 3.2–3.4.

(c) Scale-up: The development of an original scale up design is introduced in section 4, demonstrating a
large-scaleMH thermal store industrial prototype being developed in the ‘HyHeatStore’ project funded by
European Union and state of North Rhine-Westphalia (NRW) in Germany. In this prototype, approxim-
ately 350 kg of magnesium hydride is proposed to store about 200 kWhth in a temperature range between
370 ◦C and 400 ◦C.

2. Modelling hydride TCES systems

Models representing reaction kinetics for MHs are often specific to certain systems and operational
conditions, and some models are effective for some materials, but not others. Models available in the
literature do not sufficiently represent metal hydrogenation or hydride dehydrogenation across practical
operating temperature and pressure ranges. As such, until now, no model has successfully represented a
hydride suitable for CSP TES. A common approach is to combine established solid/gas kinetic models
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[38–43] with dimensionless pressure terms [44] in an empirical fashion [45–50]. MH kinetics are a function
of temperature, pressure, and heat transfer, and these three elements should be present in a rate law [51–53].

To improve the understanding of MH kinetics, the SAM was developed, whereby the model has shown
promise at representing both magnesium hydrogenation and magnesium hydride dehydrogenation, a CSP
candidate. The SAM is outlined here, and it is postulated that the SAM could be applied to higher
temperature MH CSP candidates in the future. As proven from results at 0.2 g and at 154 g [54, 55], mass
transfer considerations are not required using the SAM at this scale. This is considering both flow through
porous media and mass transfer effects at a particle level. At small reactor sizes, the reaction rate is governed
by the surface reaction front, rather than the transport of H2 to/from the site. At larger reactor sizes, mass
transport may have to be included. Regarding mass transfer effects at the particle level, it was shown that
diffusion resistance of the hydride layer was inconsequential compared to surface resistance effects, in which
the surface resistance is assumed where the Site Availability occurs [54].

Further, commercial sized MH reactors are severely inhibited by heat transfer issues, particularly driven
by poor thermal conduction. As such, thermal conductivity of powders is an important parameter within
MH kinetics, and a phase-field model that facilitates improved representation of the thermal conductivity is
described in section 2.2.

2.1. Modelling hydrides kinetics using the SAMs
2.1.1. Reaction kinetics
The SAM was validated for the hydrogenation of magnesium and the dehydrogenation of magnesium
hydride at 0.2 g and 154 g samples using atomised Mg powder from SFM (Fluorsid Group) with an average
particle size of 26 µm [54, 55]. The SAM is a surface-based model that expands on the theory of the
Langmuir Adsorption Model (LAM), where a site can not only be vacant/occupied but also unavailable/
available. Thus, it is possible to encounter a site at a certain time to be vacant, but unavailable for reaction. A
certain time later that same site can be vacant and available for reaction, and subsequently, occupied. As the
SAM is based on LAM, the key elements of the reaction rate are occurring at the surface, and thus the
changing surface over time is included [54, 55]. The hydrogenation rate equation is based on assuming
equation (2) as rate determining, with H= a mono-hydrogen or component H,M= empty metal site and
H ·M= bound metal site

1

2
H2 →H (1)

H+M→H ·M (2)

rH·M =
dCH·M

dt
= kesσsCT(1− θ)

5
3 . (3)

The hydrogenation reaction rate (rH·M) is proportional to the sorption site availability (σs) and a 5/3 order
rate equation governed by a shrinking core mechanism. The rate equations are based on the concentration of
bound metal sites (CH·M) and limited by the total site concentration (CT). Time is noted by t.

The dehydrogenation rate equation (7) is based on the following reaction mechanism, where
equation (4) (step 1) is assumed rate determining andM · ·H · ·M is an idealised transition state

H ·M+M→M · ·H · ·M (4)

H ·M+M · ·H · ·M→H2+ 3M (5)

2H ·M→ 2M+H2 (6)

−rH·M = keDσDCT (1− θ)θ
5
3

(
kf(1− θ)

2
+ 1

)2
. (7)

The dehydrogenation rate (−rH·M) is governed by the desorption site availability (σD), an auto-catalytic
reaction, where free metal sites act as the auto-catalyst, and particle fragmentation combined with a shrinking
core, giving an overall effective expanding core for most of the reaction [55]. In strict theory terms, the site
availability terms should not be greater than one. The normalised hydride fraction (θ) is defined by (8)

θ =
x

xM
=

CH·M

CT
=

CH·M

Cref xm
. (8)
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The maximum hydride fraction (xm) is the maximum hydrogen uptake for a single hydrogenation, which
is related to the reference concentration (Cref) governed by the material’s theoretical maximum (for example,
with magnesium hydride this is taken as 7.66 wt%). Therefore, the total concentration and hydride fraction
are CT = Crefxm and x= CH·M/Cref respectively.

For hydrogenation, the hydrogenation/sorption effective rate constant kes = Aesexp(−Ees/RT), with Aes
the effective hydrogenation pre-exponential factor and Ees the effective hydrogenation activation energy. The
sorption site availability is dependent on whether the system is at close or far from equilibrium [55]. For
close to equilibrium conditions, σs = (Pg− PB)/PB, (Pg = gas pressure) with the bound pressure PB
represented by (9)

PB = exp

(
∆rH

RT
− ∆rS

R

)(
1− 1

y1
ln

(
1− θ

θ

))
. (9)

Equation (9) requires θ > 0as an initial starting condition. R, T,∆rH,∆rS and y1 are the universal gas
constant, temperature, enthalpy of reaction, entropy of reaction and curve growth rate, respectively. Between
practical temperature ranges, y1 can be assumed a function of normalised hydride fraction only (θ) and
determined through regression to experimental PCI data. For the magnesium hydride system equation (10)
was used (the α-phase is ignored)

y1 =−245.09θ4 + 310.95θ3− 123.74θ2− 12.268θ+ 73.943. (10)

For dehydrogenation, the dehydrogenation effective rate constant keD = AeDexp(−EeD/RT) (with AeD the
effective dehydrogenation pre-exponential factor and EeD the effective dehydrogenation activation energy),
and the desorption site availability σD =

(
PB− Pg

)
/PB. PB is determined either using equation (9), or by the

van’t Hoff equation. It was found for dehydrogenation at high site availability driving force (i.e. σD ≈ 0.8− 1,
so the gas pressure is far from the hydrogen bound pressure), the van’t Hoff equation (11) is sufficient

PB = exp

(
∆rH

RT
− ∆rS

R

)
. (11)

The fragmentation rate constant kf within the term
(
kf(1− θ)

2
+ 1

)2
governs the extent of particle

fragmentation. The fragmentation rate constant is a function of both over-pressure and temperature, where
the relationship between over-pressure and kf was found to be linear within the pressures tested, and the
temperature relationship was based on an Arrhenius type expression, with Af and Ef the fragmentation
pre-exponential factor and activation energy respectively [55].

2.1.2. Energy balance
The energy balance was assumed dominated by thermal conduction and the rate of temperature change is a
function of the volumetric heat capacity (porous media),(

ρcpe
)
e

∂T

∂t
+∇· q= Q (12)

λe = λs (1− ε)+λgε (13)

(
ρcpe

)
e
= cpgρgε+ cpsρs (1− ε) (14)

where the duty of the reaction, Q= rH·M (−∆rH) for hydrogenation, for example. q is the conductive heat
flux vector (q=−λe∇T). The volumetric specific heat

(
ρcpe

)
e
and effective thermal conductivity of the

powder λe are based on ‘weight arithmetic mean’ terms (equations (13) and (14)), where subscript e is
effective, g is gas/fluid and s is solid. cp is the specific heat capacity at constant pressure and the bed porosity
is defined as ε. The equations were solved using COMSOL, a commerically available numerical solver. The
hydrogen gas data values were taken from the COMSOL directory, and the solid data (porous matrix) values
were assumed constant. The thermal conductivity was more sensitive than the heat capacity within equation
(12) due to the dominance of conductive heat transfer. It is acceptable to assume a constant λe when
modelling an individual run if at high pressure (see figure 9), however λe can change with cycles (see
figure 10) so a more thorough approach would be to model across a range of λe, for example.

At higher temperatures (typically above 500 ◦C) radiative heat transfer will also need to be considered.
However, equation (13) represents the effective thermal conductivity (ETC or λe) in rather simplistic terms,
and in section 2.2 a more sophisticated approach is proposed.
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Figure 1. Geometry and mesh used for the cycling (thermal oil) simulations. (a) 2D-axisymmetric geometry used for the 154 g
reactor (shown 46.5 – 41 cm). (b) Illustration of helical flow of the heat transfer fluid in an annulus reactor (ENG= Expanded
natural graphite).

The heat of reaction used within the energy balance is assumed constant and is determined from
thermodynamic/PCI measurements. The heat supplied/removed to the 154 g Mg reactor was tested in both
electric heating and Marlotherm SH thermal oil configurations (figure 3).

2.1.2.1. Modelling with thermal oil
The reactor was a double pipe reactor where the powder was positioned in a central tube, and HTF flowed
around the central tube in a helical direction (helical flow down an annulus). See figure 1 for visualisation. A
mapped mesh was used in a 2D-axisymmetric geometry with the plane revolved around the centreline. The
model ran the full reactor length (L= 46 cm) with thermal insulating boundaries at the top and bottom. The
initial temperature was 300 ◦C across all domains with the initial reactant H ·M concentration just above
0 mol m−3 for hydrogenation and at maximum for dehydrogenation. The volume to determine the
concentration was the whole reaction domain.

To model the thermal oil temperature profile, equation (15) was assigned to the outer boundary,

∂TF

∂t
+ cpFṁF

∂TF

∂z
= 2πRiU(T−TF) (15)

with subscript F denoting the HTF, ṁF =HTF flow rate, Ri = inner radius of the reactor bed (e.g. if the
reactant was positioned inside a tube, Ri is the inner radius of tube), U= overall heat transfer coefficient and
z is the geometry length scale of the reactor (e.g. when z= 0 this is the reactor length (L) start point and the
reactor end point is at z= L,). This was achieved using the Coefficient Form Boundary PDE COMSOL
interface. A heat flux boundary was assigned in COMSOL as−ho (T−TF), and a Dirchlet boundary
condition was assigned at a corner point (inlet temperature). The convective heat transfer coefficient based
on the outside of the tube (ho) was calculated (within the Nusselt number) for helical flow down an annulus
based on a numerical correlation determined by EI Maakoul et al [56]

NuPr
1
3 = 0.04572Re0.6098(1+B)7.565. (16)

In equation (16), B is the baffle spacing, Nu= Nusselt number, Re= Reynolds number and Pr= Prandtl
number. The hydraulic diameter was assumed to be a fully filled rectangular duct. The overall heat transfer
coefficient (U) is based on the inside tube area of a single tube (Ai),

1

Ui
=

Ai

hoAo
+

xwAi

λwAw
+
1

htc
+

xi
λee

≈ di
hodH

+
xi
λee

(17)
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Figure 2. Geometry and mesh used for the activation (electric heating) simulations. (a) Base geometry showing the individual
domains. (b) Same snapshot but illustrating the tetrahedral mesh. (c) Zoomed mesh of the interface between copper and steel
walls.

where Ai/(hoAo) is the thermal resistance at the outside tube (subscript o), (xwAi)/(λwAw) is the thermal
wall resistance (subscript w), 1/htc is the thermal contact resistance between powder and inside tube wall,
and xi/λee is the approximate powdered bed thermal resistance. x is the length in the radial direction of the
respective parameter, A is area, h is the transfer coefficient and d is diameter (subscript i is at the inside wall
and dH is the hydraulic diameter). The effect of internal heat transfer architecture such as fins is included
within the thermal conductivity, such that the equivalent ETC (λee) is described as,

λee = ελf+(1− ε)(λIHTAλs) . (18)

As the wall and thermal contact resistance are omitted, and the powdered bed resistance is approximated, the
accuracy of U is reduced.

2.1.2.2. Modelling with boundary electric heating
To model the electric heating scenario, a separate geometry was adopted. The heater boundary was assumed
to be at constant temperature, with thermal insulating boundaries at the top and bottom (figure 2(a)). A
tetrahedral mesh was used across all domains with the helical copper wire approximated by circles, as shown
in figures 2(b) and (c). The circle once revolved is a torus. In between the wires is an air domain (no fluid
inside), with a steel domain either side. The geometry runs the length of the reactor. The initial temperature
was 380 ◦C and the initial reactantH ·M concentrations (either hydrogenation or dehydrogenation) were the
same as described in section 2.1.2.1.

2.1.3. Validating model
The electric heating setup and the thermal oil circuit are shown in figure 3. The electric heating setup was
used for magnesium activation. Figure 3(d) shows the reactor commissioned within the thermal oil circuit to
validate the SAM. Diagrams of the hydrogen manifold and thermal oil circuit are shown in figure 4. The
configuration allows operation in hydrogenation and dehydrogenation modes. For hydrogenation, the gas is
supplied from bottles passing through a pressure regulator, through the flow meter, through the needle valve
and then into the reactor. During dehydrogenation, the gas passes through the passive cooling loop, through
the flow meters, through the needle valve and out to the vent line, either directly, or passing through the
vacuum pump first. The temperature in the reactor was measured with three thermocouples, TC1, TC2 and
TC3 and shown in figure 4. The average temperature profiles in figure 5 are an average of TC1, TC2 and TC3.
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Figure 3. Electric heater validation: (a) electric tape arrangement with insulation jackets. (b) Application of rope heater
surrounding flange. (c) Use of tape heater for main reactor section. Hot oil validation: (d) installed reactor within thermal oil
circuit with foamglass insulation. (1) Tool temp oil heater unit (heater, pump, reservoir), (2) reactor (3) valves.

Figure 4. (a) Simplified diagram of gas (hydrogen/helium) manifold. PR= pressure recorder, FR= flow recorder. (b) Layout of
the thermal oil circuit with IN and OUT temperature recorders (TR).

The results for testing the SAM to a 154 g magnesium reactor using this electric heating and thermal oil
configuration is shown in figure 5. The SAM hydrogenation model uses equation (3) with the site availability
as σs = (Pg− PB)/PB, and PB represented by equation (9). The SAM:ACR:F (Auto Catalytic
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Figure 5. Experimental validations of the activation and thermal oil tests using a 154 g magnesium reactor. (a), (b) Hydrogenation
and dehydrogenation simulations compared to experimental data from electric heating. (c), (d) Hydrogenation and
dehydrogenation simulations compared to experimental data from thermal oil [55].

Reaction+ Fragmentation) dehydrogenation of magnesium hydride uses rate equation (7), with the
desorption site availability as σD = (PB− Pg)/PB, and PB represented by equation (11).

Twenty five cycles were performed for activation using electric heating. The concentration profiles from
run 006 to 025 were similar and used a pressure of 25 bar controlled by a regulator. A typical activation run is
shown in figures 5(a) and (b). From figures 5(a) and (b) the concentration profile show good fits (R2 > 0.99).
Considering the temperature profiles, the trajectories are similar but show deviation; this is attributed to the
differences in experimental setup compared to the thermal physics assumptions used within the model. The
first reason was because an adiabatic boundary condition was assumed at the top and bottom of reactor
domain, where there was poor insulation at the reactor ends. The second reason was assuming a constant
temperature boundary condition for the heating element. In reality, a heating tape was used that did not
achieve a constant temperature through the entire length of tape, due to a change in power demand (from
the PID controller) and non-uniform resistance heating along the length of the tape. The third reason was
approximating the copper helical spiral as a group of tori.

For the hot oil scenarios, the magnesium required re-activation due to repetitive temperature ramping
required to commission the hot oil circuit and shut down periods due to Covid-19 lockdown lab closures.
Due to the hot oil circuit being limited at 300 ◦C, only partial re-activation was achieved (5 wt% instead of
7 wt% during activation), where this meant heat transfer to the oil was insufficient. 14 runs in total were
undertaken using thermal oil. For hydrogenation, the operating conditions were 302 ◦C and 9–14 bar(g) and
for dehydrogenation, 302 ◦C and−0.65 bar(g), with an oil flow rate of 6 nl min−1. The results of a typical
run are shown in figures 5(c) and (d). Despite the issues as per above, it is clear the SAM displays robustness
and has modelled the hot oil experimental data for hydrogenation and dehydrogenation with reasonable
accuracy.

In effect, the results in figure 5 of a 154 g magnesium test store demonstrate the potential feasibility of the
SAM (all fits display R2 > 0.95). This indicates prospective scalable characteristics when using the SAM for
modelling magnesium hydride TCES systems.

2.2. Recent development of multiscale modelling capabilities of relevant MHs for thermal storage
2.2.1. Mesoscale modelling of microstructure-aware thermal conductivity of MHs
As the TES mechanism of MHs relies on utilising the enthalpy of reaction, if the reaction rate is limited by
poorly controlled heat transport and dissipation during hydrogenation/dehydrogenation cycles, then this
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Figure 6. (a) Examples of reconstructed digital microstructures of metal-hydrogen systems by phase-field simulations. Computed
effective thermal conductivities of (b) polycrystalline Mg as a function of grain size; (c) porous MgH2 powder bed as a function of
porosity; and (d) Li3N particles infiltrated into templated carbon as a function of Li3N/C loading ratio.

will result in limited TES performance. Thermal transport properties of materials are known to depend on
several microstructural features, including particle/grain size, morphology, connectivity, packing density (or
porosity), and so forth. Therefore, achieving efficient thermal management by tailoring microstructures of
metal-hydrogen systems is one of the viable engineering strategies for improving the TES performance of
MHs. To this end, the mesoscopic modelling framework provides a useful computational tool for
systematically investigating the relationship between complex microstructure and thermal transport
property of MHs. LLNL has established and validated an efficient mesoscale modelling framework for
computing effective thermal conductivities of realistic microstructures [57]. This approach combines two
mesoscale modelling methods: (a) a digital microstructure generator to reconstruct experimentally relevant
microstructures of materials; and (b) an efficient numerical approach to solve the steady-state thermal
conduction equation. Within the modelling framework, the digital representations of associated
microstructures of TES materials are first generated. Some examples from mesoscale simulations based on
the phase-field approach [58, 59] are shown in figure 6(a). Based on the experimental information, a variety
of microstructures can be emulated, including single phase polygranular structure, mixtures of multiple
materials, and particles encapsulated by host materials, as shown in the figure. We then assign thermal
conductivities to individual grains, materials, gases, and/or interfaces, resulting in site-specific thermal
conductivity in the microstructure. To extract the ETC, the steady-state temperature profile within the
microstructure is obtained by numerically solving the following steady-state thermal conduction equation,

∇i ·
[
λij

(−→r )∇jT
(−→r )]= 0 (19)

where λij (⃗r) represents the site-specific (or position-dependent) thermal conductivity and T is the local
temperature, using the Fourier-spectral iterative perturbation method. The established method has been
applied to diverse types of microstructures of metal, composite, or metal-hydrogen systems, which can be
utilized for hydrogen/TES. Figures 6(b)–(d) include three examples: (a) polycrystalline Mg with different
grain sizes (figure 6(b)); (b) MgH2 powder bed (spherical particles) with different porosity (figure 6(c)); and
(c) Li3N particles infiltrated into templated carbon with different Li3N/C loading ratio (figure 6(d)). Note
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that we use the interpolation of conductivities of adjoining grains or phases for defining the interfacial
conductivity for λij (⃗r) in these examples due to the lack of information about interfacial properties for the
given materials systems. However, we emphasize that the site-specific conductivitiy model is mathematically
general, allowing for incorporation of specific interfacial thermal conductivities once determined.

As shown in our modelling results in figures 6(b)–(d), our methodology clearly captures the impacts of
microstructural features, including grain sizes, porosity, and loading ratio for example, on the ETC. Notably,
this analysis could inform future materials-driven modifications to system-level TES models. Instead of using
fixed parameters in the system-level engineering models, the materials parameters (e.g. thermal
conductivity) can vary as a function of microstructural features and reaction progress in the engineering
models, leading to more realistic TES performance prediction. It is worth pointing out key aspects within the
modelling framework, which need to be further improved for more quantitative prediction. First, the
interfacial thermal conductivities need be better parameterized based on well-defined measurements and/or
computations. As we discussed above, the current model assumes the interfacial conductivity as the
interpolation of conductivities of adjoining materials. This can be replaced by the more accurate interfacial
conductivity once it is known. Second, the input digital representations of microstructures can be more
realistic to account for complex features of the experimental microstructures. This requires more detailed
experimental characterizations of the storage material microstructures (e.g. phase fraction, particle size
distribution, particle morphology, porosity, etc) at different stages of the reaction, which may allow for
reconstruction of digital microstructures that are equivalent to experimental ones. Third, more sampled
cases of microstructural configurations should be considered for statistically reliable prediction. For the
given microstructural condition (e.g. grain size, porosity, phase fraction, etc), there exist various different
configurations of microstructural features such as particles, grains, and phases within a material.
Accordingly, we can consider corresponding several digital microstructures for the ETC calculations,
providing the variability of the predicted conductivity values for the given microstructural condition. This
would be important for quantifying the uncertainty of the prediction.

2.2.2. Integrated multiscale model for full simulation of (de)hydrogenation of MHs
The efficiency of TES mechanisms is determined by the (de/re)hydrogenation kinetics of MHs during
operation. Predicting the (de/re)hydrogenation kinetics of MHs incorporating complex microstructures is
not straightforward due to concurrent and coupled multiple chemical, physical, and materials processes. To
systematically investigate the associated kinetic behavior, LLNL has developed an integrated multiscale model
that comprehensively couples the temperature-sensitive processes, including chemical reaction, diffusion,
stress, and phase transformations, which occur at multiple length- and time scales. The model is based on the
mesoscale phase-field method for simulating hydride microstructure evolution in polycrystalline materials
[60]. This model allows us to simulate full (de)hydrogenation reactions of metal-hydrogen systems
incorporating realistic microstructures. By analysing the simulated kinetic (de)hydrogenation and associated
microstructure evolution, we can explore which specific materials parameters could have the highest impact
on overall kinetics. Figure 7(a) shows examples of simulated hydrogenation of model polygranular
metal-hydrogen systems with three different grain sizes. We can monitor the temporal evolution of hydrogen
content and the associated hydride microstructure within the storage medium (see figure 7(a)), as well as the
coevolving latent heat of reaction (see figure 7(b)). Although further refinement and calibration are
underway, this example demonstrates the utility of this model. This model is now being extended to account
for realistic parameters for the promising MHs for TES, as well as to quantify the thermal efficiency by
implementing more refined microstructure-level models for local latent heat release/absorption and thermal
transport within the modelling framework. We also caution here that the model incorporates some
challenges, which need to be overcome for more quantitative modelling and simulations. Since this model
couples several temperature-sensitive chemical, physical and material processes, it involves a variety of input
model parameters. Although many of these parameters can be obtained from atomistic calculations and/or
experimental measurements, some parameters cannot be easily estimated (e.g. pre-factors for chemical
reactions, interface migration mobility, etc). These parameters need to be determined by calibrating
simulated and measured (de)hydriding kinetics or latent heat evolution under controlled conditions.

3. Practical thermal stores—materials and challenges

3.1. Tuning the thermodynamics of MHs for high temperature thermochemical energy storage (TCES)
The thermodynamics of MHs dictate the operating conditions when utilised as a TCES material, for
example, if we consider CaH2,
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Figure 7. Hydrogenation simulations of model metal hydrides: (a) hydride microstructure evolution for three selected grain sizes;
(b) corresponding latent heat evolution with hydriding reaction time.

CaH2(s) ⇌ Ca(s) + H2(g) (20)

where the∆H= 207.9 kJ mol−1 H2 and Tdec(1 bar)≈ 1000 ◦C. The operating temperature and pressure
inherently affect each other via the van’t Hoff equation [15, 61], see equation (11).

While many MHs release hydrogen at elevated temperatures, few have shown reliable cyclic hydrogen
capacity, which is a requirement if the material is to be utilised in applications. Others would be hindered in
application by excessive cost even if cyclic efficiency were to be achieved. At temperatures above 250 ◦C it is
rare for MHs to consistently cycle hydrogen without the requirement of an additive to prevent sintering and
agglomeration. Certain MHs suffer from other issues such as an operating temperature that is too high for
commercial application such as CaH2 shown above, equation (20); or has a too low an operational
temperature with resultant lower efficiency electricity generation, such as MgH2 that decomposes under 1
bar of hydrogen pressure at a temperature of Tdec (1 bar)= 274 ◦C [62]. While 400 ◦C would result in a
manageable operating pressure of 20–25 bar H2, operation of MgH2 at a higher temperature would raise the
pressure too high (≈110 bar H2 at 500 ◦C) [63]. To modify the inherent operating temperature limitations of
MHs and enable them as efficient TES materials, studies have been carried out to thermodynamically
destabilise (or stabilise) MHs to tune the temperature, at which hydrogen can be cycled, into a practical
operating window.

CaH2 has been identified as a potential TES material as it has a practical energy density of 4198 kJ kg−1

and low cost of 2.6 € kWhth−1 [15]. However, decreasing the operating conditions to between 600 ◦C and
800 ◦C with an operating hydrogen pressure of 1–10 bar is required to make it practical for next generation
energy storage systems. Several studies have recently been carried out to achieve these operating conditions
using cost effective materials as thermodynamically destabilising additives.

For example, Griffond et al studied CaH2 with the addition of varying molar ratios of Si [64]. Through
initial theoretical investigations, the optimal ratio of 2:1 CaH2:Si was determined and this system was studied
to determine the decomposition pathway and thermodynamic properties. The decomposition pathway is a
multi-step process, but the reaction of interest is shown in equation (22). The operating temperature was
determined to be 747± 33 ◦C at 1 bar H2 pressure with∆Hdes = 154± 4 kJ mol−1 H2 and
∆Sdes = 151± 3 J mol−1 K−1 H2.

CaSi + CaH2 →
1

3
CaH2 +

1

3
Ca5Si3 +

2

3
H2. (21)

Sofianos et al achieved destabilisation of CaH2 using the halides of calcium (CaCl2, CaBr2, and CaI2) to form
their binary compounds (CaHCl, CaHBr, and CaHI, respectively), where hydrogen desorption was observed
between 700 ◦C and 800 ◦C with working pressures of 1–10 bar H2 [65]. The samples were synthesised by
milling and annealing of the MH and respective halide under a H2 atmosphere before determining the
physical properties of the material. Decomposition of the calcium hydride-halides resulted in the formation
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of the calcium halide along with pristine calcium metal. Segregation, melting, and sintering caused extremely
slow reabsorption kinetics of hydrogen and thus resulted in new obstacles for these particular systems.

Balakrishnan et al used Zn metal to facilitate the thermodynamic destabilisation of CaH2 [66]. When Zn
was milled in a 1:3 ratio with CaH2 the decomposition temperature of the mixture was measured to be 597 ◦C
at 1 bar H2 pressure. The reaction pathway of the CaH2–Zn mixture was a three-step process following the
formation of CaZn13, CaZn11, and finally CaZn5. The material was shown to reversibly cycle with the
formation of CaH2 according to reaction (22). Ten hydrogenation cycles were carried out at 580 ◦C, where a
reduction of 20% capacity was observed. This capacity loss was attributed to the evaporation of Zn from the
alloys. The enthalpy and entropy of formation of reaction (23) was found to be∆Hdes = 131± 4 kJ mol−1
H2,∆Sdes = 151± 4 J mol−1 K−1 H2 respectively, providing a Tdec (1 bar)= 597± 35 ◦C.

CaH2 +
5

6
CaZn11 ⇌

11

6
CaZn5 + H2. (22)

Alumina is also an efficient additive for the thermodynamic destabilisation of CaH2 [67]. When mixed in a
2:1 ratio (CaH2:Al2O3) multiple reversible hydrogen cycles are achieved, with the formation of Ca12Al14O33.
Thermodynamic measurements using Sieverts’ apparatus determined a∆Hdes = 100± 2 kJ mol−1 H2 and
∆Sdes = 110± 2 J mol−1 K−1 H2, providing a Tdec (1 bar)= 636 ◦C for reaction (24).

3CaH2 + 2Al2O3 ⇌
1

7
Ca12Al14O33 +

9

7
CaO + 2Al + 3H2(g). (23)

In comparison, Al2O3 has been investigated in connection with other TES materials, for example metal
carbonates with promising results [24]. A CaCO3–Al2O3 system was shown to form a Ca5Al6O14 compound,
which in contrast to the formed mayenite, Ca12Al14O33, in the CaH2–Al2O3 system [67], does not take part
in the reverse reaction but rather acts as a catalyst enabling a 90% energy capacity retention over 500 CO2
cycles [24]. Thus, ternary aluminium-containing compounds seem to have a positive effect on TES materials
and may be worth further investigation in connection with MHs.

Strontium hydride has an energy density of 2041 kJ kg−1 and would be a more promising TES material if
its high operating temperature, Tdec (1 bar) of≈ 1070 ◦C, was decreased [68]. Humphries et al have used
aluminium to thermodynamically destabilise SrH2 by mixing them in a 1:4 ratio [69]. This system was
expected to proceed similar to the CaH2 + 4Al system that was shown to reversibly cycle H2 at 600 ◦C
under≈ 3 bar H2 pressure [70]. As expected, the thermal decomposition of the SrH2 + 4Al follows a
two-step process with the final formation of SrAl2. The material was demonstrated to cycle 50 times at
867 ◦C by varying the H2 pressure between 0.5 and 3 bar following equation (25), although a reduction in
cycling capacity was observed. The measured thermodynamics of∆Hdes = 132± 2 kJ mol−1 H2 and
∆Sdes = 118± 2 J K−1 mol−1 H2 result in a Tdec(1 bar) of 846 ◦C.

1

2
SrH2 +

1

2
SrAl4 ⇌ SrAl2 +

1

2
H2 . (24)

Similar manipulation of thermodynamics are reported for high-temperature metal carbonates, i.e.
Li2CO3 and BaCO3 (Tdec > 1200 ◦C) where the decomposition reaction is altered through the formation of a
metal orthosilicate, MxSiO4 [25, 71], to release CO2 gas at lower temperature (>650 ◦C), e.g.

BaCO3 + BaSiO3 ⇌ Ba2SiO4 + CO2(g). (25)

Hence, the gas release temperature is significantly reduced. The above examples (equations (21) through
(25)) highlight the potential of chemically manipulating materials to rationally design systems to desired
operating conditions.

Thermodynamic stabilisation (rather than destabilisation) of materials has also been explored to increase
the operating temperature of materials. Previous studies have shown that fluorine substitution into MHs
such as NaH, MgH2, and NaMgH3 is a tuneable and cost-effective method of achieving optimal
characteristics for TES materials with an increase in operating temperature [62, 72–74]. The fluorine
addition also causes an associated reduction in evaporation of the base metals, which can have an inherently
high vapour pressure, thus making the solid-state compound more stable over time at high temperature.
Studies have been carried out on the NaHxF1-x and Mg(HxF1−x)2 (x = 1, 0.95, 0.85, 0.7, 0.5, 0) systems to
further the understanding of these solid-solutions [75, 76]. NaHxF1−x materials were studied by synchrotron
radiation x-ray and nuclear magnetic resonance (NMR) spectroscopy, which determined that yielding a
single phase solid-solution is difficult even after annealing precursor fluorides and hydrides under H2
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Figure 8. Reproduced figure: moles of H2 lost to permeation through stainless steel (SS), over 24 h as a function of temperature at
selected pressures (red) and moles of H2 contained within a metal hydride as a function of H2 capacity for selected sample masses
(blue). Reprinted from [77], Copyright (2019), with permission from Elsevier.

pressure for six days at 450 ◦C [75]. Not only does fluorine substitution increase the thermal stability of NaH
but it also increases the melting point of the material. As such NaH0.85F0.15 melts above 750 ◦C whereas pure
NaH melts at 625 ◦C (both under a H2 atmosphere). This means that these materials may be useful as phase
change TES materials. Inelastic neutron spectroscopy, corroborated by DFT studies, was carried out on the
Mg(HxF1−x)2 system as to determine the structural dynamics between the solid solutions and pure
components [76]. A significant upshift in frequencies of optical phonon was observed and reflects the
enhancement of ionicity in Mg(HxF1−x)2 with increasing fluoride content, as F− is of larger electronegativity
to hydrogen, which consequently draws more electrons from Mg compared to H−.

3.2. Challenges of measurements of thermodynamics of MHs in high temperature stores
Accurately determining the physical properties of MH’s allows for the optimisation of the operating
conditions of a TES plant and also allows for more accurate estimation of capital and running costs.
Hydrogen is known to have a high solubility and permeability in stainless steel (SS) at elevated temperature
(significant above 500 ◦C). As such, hydrogen can diffuse through the walls of a heated SS vessel. Figure 8
illustrates this. For example, an MH sample of 0.5 g with four H2 wt% would uptake 10 mmol of H2 (point
A), whereas the permeation over a 24 h period through the sample cell at 700 ◦C and 25 bar would be
15 mmol of H2 (point B). This is based on a sample cell of 8 cm tube length and 0.21 cm wall thickness [77].

This makes accurate determination of thermodynamics, kinetics of hydrogen absorption/desorption,
thermodynamic plateau shape, and practical hydrogen content difficult, especially if the reaction kinetics are
poor or temperatures are high. Experimental measurements have previously used quartz, silica, heavy walled
SS, or double walled SS sample cells, but each of these have their disadvantages [77]. Quartz and silica
reactors can only operate at low pressure, while the advanced stainless-steel reactors suffer from hydrogen
solubility, can be expensive to construct, and hence experiments become more complex. New hydrogen
resistant materials for reactors have been studied to find an optimal material that can operate at high
temperatures and pressures, is easy and cheap to construct, and does not suffer from hydrogen
embrittlement, permeability, or solubility. A number of options have been considered including different
metals, ceramics, and coatings. It was deemed that SS coated with Al2O3 is acceptable although coating the
parts can be difficult and inhomogeneous [77]. In addition, the reactors must be handled carefully to avoid
damage of the coating, which would lead to permeation of H2 through the defect. If an SS reactor (coated or
uncoated) is to be used then a coefficient may be calculated and applied to calculations to account for the
hydrogen loss through the vessel walls [77]. SiC vessels offer high hydrogen permeation resistance at high
temperatures, reasonable pressure ratings (due to their high tensile strength [78]), and are commercially
available, however, at prices considered high for large-scale applications.
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Figure 9. (a) Measurements of ETC of MgH2 from 25 ◦C to 300 ◦C at hydrogen pressure from 1 to 25 bar (b) ETC of MgH2 in the
range of 300 ◦C–410 ◦C and 1–25 bar H. Reprinted from [79], Copyright (2019), with permission from Elsevier.

3.3. Challenges of thermal conductivity measurements
The thermal transport properties of a TES material are also important to understand as they are essential in
determining the heat flow through a powder bed. The thermal conductivity of a material affects how fast heat
can be dissipated from the different regions of the reactor into the heat extraction system (and vice versa)
and may ultimately induce local differences in reaction kinetics or pathways. A major drawback of MH
packed beds for heat storage applications is the low heat conductivity of the storage material. If the ETC of
the powder bed is poor then the reactor can be designed to optimise heat transport, e.g. by internal heat fins,
addition of thermally conductive additives to the powder, or decreasing the maximum distance between the
heat transfer system and the powder. Measuring the specific heat of a material is useful when calculating the
characteristics of the reactor as although these materials produce heat through thermochemical reactions,
they also have a sensible heat contribution to the energy storage/release. Due to the air sensitive nature of
MHs, measurement of their thermal properties can be difficult unless conducting the experiments under an
inert (or H2) atmosphere, while the measurements are also highly dependent on the density and preparation
of the powder. Thus, the thermal transport properties have only been determined for a small selection of
MHs, which, unfortunately, are not directly comparable due to different preparation techniques and varying
experimental conditions.

The ETC or λe is not a specific property of the material, it is the combination of a variety of single
transport mechanisms as conduction, convection, and radiation [79]. In addition, densification,
inhomogeneity, scale up and purity of the material need to be considered to optimize the system heat
transfer. ETC values of the Mg/MgH2 system under operating conditions up to 25 bar hydrogen pressure and
temperatures up 410 ◦C were recently reported [79]. The Transient Plane Source method was used to
measure the thermal conductivity of the MH under varying hydrogen pressures at given temperatures.
Measurements of effective thermal conductivity in fully hydrogenated MgH2 were performed in the
temperature range from room temperature up to 300 ◦C and between 1 and 25 bar of hydrogen pressure.
The ETC values depend on the hydrogen pressure, especially in the region of up to 15 bar. The ETC values for
all presented temperatures achieve 0.65 W m−1 K−1 at ambient pressure and increase to
0.80–0.85 W m−1 K−1 at 25 bar in the temperature range between 25 ◦C and 300 ◦C (figure 9(a)).

Figure 9(b) shows the results of ETC measurements of hydrogenated and dehydrogenated MgH2. It was
shown that the ETC at 410 ◦C and 25 bar hydrogen pressure increases by 10% from 1.0 W m−1 K−1 to
1.1 W m−1 K−1 after 18 discharging and charging cycles for hydrogenated MgH2. For dehydrogenated MgH2
this increase in ETC was much higher at 50% from 1.20 W m−1 K−1 to 1.80 W m−1 K−1 and at 21 bar
hydrogen pressure [80].

The effective thermal conductivity of the magnesium hydride powder bed changes with the number of
de-/hydrogenation cycles. This is due to the expansion of the magnesium particles by about 30% during the
hydrogenation and the potential to sinter in the dehydrogenation phase at the higher temperatures. Recently,
the thermal conductivity measurements of Ni-doped MgH2 (4 mass% Ni powder) over more than 500 cycles
was published, figure 10. It could be shown that a long-term cycling process has a significant influence on the
ETC [80]. The measurements were carried out at 400 ◦C and at hydrogen pressures of 1, 15 and 25 bar.
During the first 100 cycles, an increase in the ETC value was observed. At 1 bar H2 (dehydrogenated state),
the ETC value increased from an initial value of 1.17 Wm−1 K−1– 6.75 W m−1 K−1 after 76 cycles and
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Figure 10. Effective thermal conductivity of 4 mass% nickel activated MgH2 at 400 ◦C at 1, 15 and 25 bar H2 and as function of
the cycle number. Reproduced from [80]. CC BY 4.0.

reached a maximum value of 7.45 W m−1 K−1 after 251 cycles. At 15 bar H2 pressure, a slightly higher value
of 8.05 W m−1 K−1 was observed. A similar observation with increasing ETC value was also found for the
hydrogenated material (25 bar H2 pressure). The overall increase is lower, but a maximum value of
2.22 W m−1 K−1 is reached after 151 cycles.

Bird et al have recently measured the effective thermal conductivity (ETC), thermal diffusivity, and heat
capacity of 10 MH’s under identical conditions [81]. Each of the samples (13 mm pellets compressed at
370 MPa) were measured under an argon atmosphere at room temperature. This allows for the direct
comparison of the thermal transport properties of materials and also provides valuable information for
reactor design and numerical modelling studies. Carbonates and metal oxides are, besides MHs, prominent
representatives of TCES materials and have been included in the investigations. Thermal diffusivity describes
the rate of heat transfer of a material from the hot to the cold side. It can be calculated from the thermal
conductivity divided by the product of density and the specific heat capacity and is a specific constant for
each material. As shown in table 1, the ETC of LiH and NaF are higher than the other listed materials,
11.0 W m−1 K−1 and 9.4 W m−1 K−1, respectively. By adding different amounts of graphite or exfoliated
natural graphite ENG, it can be shown that the thermal properties can be modified. For Mg2FeH6 without
any additives, an ETC of 1.80 W m−1 K−1 could be determined. When 5 wt% ENG was added, the ETC
increased to 4.43 W m−1 K−1 and to 6.76 W m−1 K−1 with an amount of 10 wt% ENG.

3.4. Challenges of reactor design
3.4.1. General reactor design and orientation
Along with material design and characterisation challenges, there are also reactor design issues to overcome.
In general, three established reactor types have been tested for hydride based TCES. These are shell and tube,
internal/external helical flow and double pipe reactors, and their variations. Double pipe, although the
simplest to design will enable the lowest HTF flow rate of three, followed by helical flow and then shell and
tube [82]. In section 4, a novel large scale pillow plate reactor and its development is detailed.

There are several considerations of reactor choice on scale-up. Every cycle involves hydrogen pressure
swing at temperatures >400 ◦C, where a reactor with 25+ year time will require≈ 10 000 daily cycles.
Mechanical design must be considered here, and the most robust, cost-effective choice would be powder in a
tube, as a thicker tube can be specified. From a mechanical perspective, an external helical flow jacket is
suitable, but an internal helical flow (without a central strengthening tube) although advantageous from a
heat management viewpoint may be problematic for long reactor lengths and require a central strengthening
tube with resultant lower powder capacity.

Considering a double pipe reactor, a larger radius is desirable due to the ability to pack in more powder.
However, this increase in radius causes a rise in powdered bed thermal resistance, which is detrimental to the
reaction rate of the MH store. Methods to reduce the thermal resistance are common, such as using fins or
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Table 1. Effective thermal conductivity (λe), thermal diffusivity (κ), heat capacity per volume (C) and crystallographic densities (ρ) of
selected materials using the transient plane (TPS) method. Standard deviations are in parentheses. Reproduced from [81] with
permission from the Royal Society of Chemistry.

Material λe (W m−1 K−1) κ (mm2 s−1) C (MJ m−3 K−1) (g cm−3)

CaH2 3.10 (±0.07) 1.8 (±0.1) 1.7 (±0.2) 1.90
CaO 0.83 (±0.01) 0.4 (±0.02) 2.10 (±0.09) 3.34
K2CO3 0.55 (±0.01) 0.37 (±0.02) 1.50 (±0.07) 2.29
KBH4 1.03 (±0.01) 0.70 (±0.01) 1.50 (±0.03) 1.11
LiAlH4 1.30 (±0.01) 0.66 (±0.04) 1.9 (±0.1) 0.917
LiBH4 1.30 (±0.01) 0.54 (±0.05) 2.4 (±0.2) 0.67
LiH 11.0 (±0.3) 1.1 (±0.2) 9.0 (±0.1) 0.78
2 Mg+ Fe 2.20 (±0.04) 1.8 (±0.1) 1.2 (±0.08) 2.98
Mg2FeH6 1.80 (±0.02) 1.29 (±0.07) 1.39 (±0.07) 2.74
Mg2FeH6 + 10 wt% Fe 1.72 (±0.03) 1.4 (±0.1) 1.3 (±0.1) —
Mg2FeH6 + 25 wt% Fe 1.73 (±0.03) 1.45 (±0.08) 1.20 (±0.08) —
Mg2FeH6 + 5 wt% ENG 4.43 (±0.05) 2.57 (±0.08) 1.73 (±0.07) —
Mg2FeH6 + 10 wt% ENG 6.76 (±0.03) 1.8 (±0.2) 3.7 (±0.3) —
Na2CO3 0.56 (±0.01) 0.36 (±0.02) 1.60 (±0.08) 2.54
NaAlH4 1.90 (±0.02) 0.88 (±0.06) 2.2 (±0.2) 1.24
NaBH4 0.97 (±0.01) 0.4 (±0.03) 2.4 (±0.1) 1.07
NaF 9.4 (±0.1) 1.8 (±0.2) 5.5 (±0.6) 2.78
NaH 5.00 (±0.07) 1.1 (±0.1) 4.7 (±0.4) 1.39
NaMgH3 1.90 (±0.02) 3.2 (±0.2) 0.58 (±0.04) 1.47
NaMgH3 + 20 wt% ENG 5.15 (±0.07) 2.16 (±0.14) 2.4 (±0.2) —

compacts. For example, adding graphite to a hydride and compression into a compacts yields a λe in the
range of 5–8 Wm−1 K−1 [83–85] and as shown in table 1. The other advantage of compacts is the increase in
bulk density. Maximising the bulk density will significantly save costs as the number of reactors required is
reduced [37, 55].

Without the addition of fins or other heat transfer improvement methods, the nature of the reaction
kinetics limits the radius of tube, assuming cooling occurs on the tube outside only. This implies, combined
with other factors, for a large commercial size reactor, a shell & tube reactor is the most viable option for
hydride based CSP TCES based on the three approaches discussed in this section. However, there are design
considerations with this type of reactor. For shell & tube heat exchangers, adding tubes (equivalent to adding
radius) splits the flow rate through the tubes, while also increasing the heat transfer area. For MH shell &
tube reactors, adding tubes (equivalent to adding radius) adds more MH reactant, so even though the heat
transfer area (A) is increased, so is the heat duty (Q) of the reactor. To increase the temperature difference
between the HTF outlet to inlet (∆THTF) (shell side) there are several methods that can be utilized, such as:

• By increasing the reactor length (L) at a given shell diameter, due to increasing the shell radius adds a whole
set of tubes rather than just extending existing ones, and the HTF has a longer residence time (figure 11(a)).

• By increasing the reactor bed equivalent effective thermal conductivity (figure 10(b)), however this will
reduce total reaction time and needs to be considered relative to the convective heat transfer coefficient.

• Decreasing the HTF velocity (or mass flow rate) at a given shell diameter, enabling longer HTF residence
time (figure 11(c)). For high pressure gases, an acceptable velocity is between 5 and 10 m s−1 [86], although
there is argument the velocity could be lower for TCES applications.

• Changing the HTF. This is shown in figure 11(d). The comparison is between carbon dioxide (properties
at 400 ◦C and 10 bar), and helium (properties at 400 ◦C and 10 bar). Due to the lower density of He, at
10 m s−1, the shell pressure drop (nozzle excluded) is 60 Pa, while for CO2 at 10 m s−1 the∆P = 5000 Pa.
In general, helium is a superior heat transfer fluid than pressurised CO2, especially considering cost and
abundance, but CO2 is sufficient.

The graphs generated in figure 11 are based on a demonstration shell and tube reactor model, with a base
case of shell diameter 0.1 m, a tube length of 4.5 m and a tube bundle of six 1′′ tubes with a 0.065′′ wall
thickness. The assumed material is magnesium hydride, using carbon dioxide at 400 ◦C and 10 bar (property
data taken from the NIST Thermophysical Database [87]). The Kern method was adopted to find pressure
drops and transfer coefficients [86, 88], with the equations in section 2.1 used for the reaction domain.
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Figure 11. Illustration of changing the reactor length (a), reactor bed thermal conductivity (b), cross velocity between tube
bundle (c), heat transfer fluid (d), and their respective effects on the∆THTF in comparison to the base case.

3.4.2. Reactors in series approach
An interesting outcome from the SAM indicates that a continuous modification in the gas pressure allows for
direct control in the fluid outlet temperature. The simulations suggest that the gas pressure can be modified
to encourage a flat outlet temperature profile for an adequate time period. By utilising this control
mechanism, the outlet of reactor one can be used as the inlet for reactor two to create a reactor in series
assembly. This is shown in figure 12, by modifying the shell and tube prototype model shown in the previous
section.

In this prototype, the shell diameter= 0.1 m, 5 m tube length, six 1′′ tubes with 0.065′′ wall thickness,
CO2 @ 10 bar as the HTF with velocity 7.5 m s−1, fill density of 1.3 g cm−3 and λee = 4.75 W m−1 K−1. The
total energy is 10 kWh using MgH2 and 80% capture based on the enthalpy of reaction (75 kJ mol−1), due to
hydrogenation not reaching full theoretical capacity.

Each reactor has individual pressure control, such that in the case illustrated in figure 11, a constant
outlet temperature of 8 h is achieved. Assuming the target storage period is 12–14 h, the constant outlet
temperature period can be lengthened, and the temperature profile subsequently optimised by the applying
the techniques listed earlier. For example, the pressure is controlled to slowly ramp up the reactor during the
evening, sustained at a constant temperature overnight, and then ramped down in the morning.
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Figure 12. Demonstration shell and tube reactor hydrogenation model (based on the SAM) of two reactors, with the heat transfer
fluid positioned in series, and the hydrogen gas pressure system assembled in parallel.

Note that a large∆THTF across one reactor will mean some portions of the bed will encounter much
higher over-pressure than another (which usually means a higher initial reaction rate). The over-pressure is
the magnitude of gas pressure relative to the equilibrium pressure at a given temperature. For a given
material, the equilibrium pressure increases exponentially with higher temperature, so the lower temperature
reactors might allow for a larger∆THTF than the higher temperature reactors. It is then reasonable to explore
modifying/changing the material for these higher temperature reactors, which is achievable through the
reactors in series approach.

4. Thermal stores—scale up

4.1. Past prototypes
Past MH TCES prototypes have been developed over the years typically up to 1 kg of material. The size of the
prototype determines the amount of energy to be stored, but also defines the quantity of hydrogen gas that
must be stored. As such, LTMH have been considered to store hydrogen near room temperature. In either
case, a thermocline has been proposed to act as a device to store and release thermal energy from the specific
heat of hydrogen gas as it exits and re-enters the high temperature reactor [89]. The operational temperature
puts constraints on the containment materials used at high temperature, especially when using hydrogen due
to its permeability and embrittlement issues. A critical requirement is to deliver and extract heat to and from
all regions of the powder bed, which requires heat extraction, typically via a HTF. Choosing a suitable HTF is
reliant on the operating temperature and power requirements of the battery, but usually liquids or
high-pressure gases are used [90]. The extraction of heat through the powder bed also requires careful design
of the geometry of the powder bed to optimise the rate of extraction/delivery. This has led to numerical
modelling studies that have, for example, been undertaken to study the effectiveness of superheated water as
a HTF inside of a MgH2 reactor [91, 92]. The air and water sensitive nature of MHs also creates additional
concerns and could increase handling, synthesis, and construction costs, which are not a major issue with
other thermochemical technologies [24–26].

A 150 g scale thermochemical prototype was recently constructed containing NaMgH3, which showed
minimal capacity loss operating over 40 cycles at≈420 ◦C [93]. This prototype consisted of two cylindrical
reactors with internal helical heat exchange tubes containing supercritical water vapour. Despite this
geometry, the prototype still suffered issues with uneven heat distribution through the powder bed, resulting
in local temperature gradients and thus differences in equilibrium pressures. These problems caused slower
kinetics, but also the degradation of the NaMgH3 in some regions, with the unwanted formation of Na
metal. The HTF was able to extract heat from the prototype as required, but its effectiveness was limited by
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Figure 13. Pillow plate heat exchanger (oil distribution system not installed) with thermal oil flow between the embossed plates
and Mg/MgH2 between the welded pairs of embossed plates.

the scale of the prototype. The cause is the quantity of MH, which is low compared to the mass of the
containment vessel, which also influences the energy storage via its specific heat. More importantly, the
thermal losses to the environment through the outer walls of the reactor were significant (more than 30%),
despite heavy insulation, due to the high surface to volume ratio of the reactor, also indicated by previous
small-scale studies [94].

Insight was gained into the use of an LTMH to store hydrogen gas near room temperature when it was
coupled to a high temperature metal hydride (HTMH) such as Mg2FeH6, in a thermal battery prototype
[35]. The study utilised 85 g of a titanium manganese alloy (Alloy 5800) as the LTMH (near 20 ◦C) coupled
to 40 g of Mg2FeH6 operating from 350 ◦C to 500 ◦C. Ideally, the hydrogen pressure should be controlled by
changing the temperature of the LTMH to release or absorb hydrogen gas from the system. This gas pressure
would then drive hydrogen absorption or release in the HTMH, causing energy storage or release from the
thermal battery. Considerable issues were identified with the performance of the LTMH in this role due to its
hysteresis and a ‘sloping thermodynamic equilibrium plateau’, a result of its changing thermodynamics of
hydrogen release as a function of its hydrogen composition. This meant that large swings in temperature or
pressure were required in the system to fill the LTMH with hydrogen and allow it to release enough to
hydrogenate the HTMH. Despite these issues, the LTMH presented rapid kinetics of reaction, which allowed
for responsive energy release/storage in the HTMH.

To address the small-scale issue, a 900 g Mg2FeH6 reactor was assessed as a thermochemical battery [95].
The battery was cycled between 410 ◦C and 450 ◦C using a supercritical water HTF and maintained an energy
capacity of 1650 kJ, which was 90% of the theoretical capacity. The MH was contained in 8 cylindrical tubes,
externally wrapped with HTF tubing, which was used to control the temperature of the high temperature
reactor. The hydrogen gas was stored in a 50 l gas bottle through a gas compressor and released back into the
reactor via a pressure regulator to provide excellent control and automation over the reaction rate and
conditions. 82% of the theoretical energy available was extracted by the HTF after optimisation of the HTF
flow and supply pressure. The battery also provided constant power delivery of 39 W to the HTF over an
8-hour window, equating to 1.1 MJ, whereas energy storage was delivered over 12 h at 26 W by the HTF.

4.2. Recent prototype development
With MH TCES technology requiring a large step-up, an industry relevant prototype scale is now to be
demonstrated in the ‘HyHeatStore’ project funded by European Union and state of NRW in Germany.
Approximately 350 kg of magnesium metal is proposed to store about 200 kWhth in a temperature range
between 370 ◦C and 400 ◦C.
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Figure 14. View of the heat storage reactor without the cylindrical outer wall.

4.2.1. Storage material
The Mg/MgH2 system is one of the most comprehensively studied systems for hydrogen and heat storage and
has been investigated in small demonstration plants [37]. The main advantages of this system are the high
theoretical hydrogen storage capacity of 7.6 wt% and a heat of reaction of 75 kJ mol−1 H2. In practice,
storage capacities between 6 and 6.5 wt% of hydrogen are achieved. To improve the kinetics of hydrogen
uptake and release, catalysts are added, and the Mg/catalyst mixture is often mixed by ball milling. However,
due to the added complexity, this process is only suitable to a limited extent for technical applications. In the
HyHeatStore project pure Fe-metal with a particle size of 325 mesh (<44 µm) is used as the catalyst in an
amount of 5 wt%. The Fe-metal powder is mixed with the Mg metal (particle size 325 mesh) by mechanical
mixing. This process allows easy, inexpensive, and safe production of magnesium/catalyst mixtures in large
quantities.

4.2.2. Construction of the storage tank
Normally, as detailed in section 3.4 MH-based reactors are designed and fabricated in a cylindrical shape,
either in a single storage vessel or in a tube bundle reactor [96, 97]. However, rectangular plate reactors have
also been proposed as vessels for MHs [98–100]. During the exothermic and endothermic reactions
occurring from hydrogenation and dehydrogenation of the hydrogen storage metal or alloy, heat must be
transferred from or into the reactor in a suitable manner. A very efficient heat exchanger that can be used for
heat transfer, is the pillow plate heat exchanger [101]. In this design one fluid flows between two embossed
plates (which have the shape of a pillow, figure 13) forming a flow channel and the second fluid flows outside
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Figure 15. Organization of R&D platform Herten for the integration of thermal energy storage units.

the walls of the plates. Various arrangements of the pillow plates can be implemented, which can be
combined depending on the desired heat transfer rate. An MH tank with embedded embossed plate heat
exchanger has already been numerically simulated for the case of hydrogenation [102]. The reactor design
includes 13 embossed and welded plate pairs in the reaction zone, where the HTF flows, while the space
between the plate pairs is filled with Mg (3 wt% Fe). The Mg will be hydrogenated to MgH2 during heat
release and the MgH2 will be dehydrogenated during heat storage.

The steel used for the reactor is 316 Ti (US ASTM, Werkst.-Nr. 1.4571 EN 10088-2, X6CrNiMoTi 17-12-2
DIN/EN). The thermal oil used for heat transfer is FRAGOLTHERM X-76-A from FRAGOL AG. The
maximum distance between the pillow plates is 55 mm (wall thickness of the plates 2.5 mm). The width and
height of the plates are 500 and 2000 mm respectively and the heat exchange area is 26 m2. The reactor system
is designed for temperatures up to 400 ◦C, a H2 gas pressure of 25 bar and an oil pressure of 12 bar. The 630 l
reactor will be charged with 352 kg of Mg (with 5 wt% Fe) which has a volume of 504 l based on a powder
density of≈0.65 g cm−3 This leaves sufficient reactor volume for powder expansion during hydrogenation.
An oil distributing system is located at the bottom of the pillow plates and an oil collection system at the top.

The box-shaped stack of pillow plates is enclosed by cover plates leaving only the top open for loading the
Mg-material. Some of the cover plates are made of sintered metal to allow H2 to flow in- and out of the
reaction zone. After infilling the Mg, the powder is prevented from escaping by covering and connecting the
rectangular heat exchanger/Mg system with sintered metal plates. The heat exchanger/reaction system
covered with plates (solid and sintered) is shown in figure 14, without the outer cylindrical wall. Six
thermocouples are provided to measure the temperatures within the reaction chamber.

4.2.3. System integration
The integration and demonstration of the heat storage system will take place in an existing H2 infrastructure
at the hydrogen competence center h2herten in Herten, Germany. The technological heart of the centre is the
hydrogen-based energy supplementation system (HECS—figure 15), a demonstration plant commissioned
in 2013 for the 100% renewable energy supply of buildings and technical areas based on hydrogen. It is a
hybrid energy storage system consisting of a hydrogen storage unit (max 50 bar) and an additional battery
storage unit, enabling the operator to simulate a variety of use cases or scenarios by means of hardware
simulation. In the power-to-heat project, existing plant components such as hydrogen storage, ionic
compressor, cooling system, a low-voltage switchgear and the necessary feed-in of electrical energy can be
used to control and to operate the system.

Figure 16 shows the connection between the heat store system and the periphery. Thermal oil is used as
the heat transfer medium, and the system is powered by electricity to simulate the heat input for the
power-to-heat system. The exothermic reaction heat inside the reactor can be cooled by h2herten’s coolant
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Figure 16. Schematic view of the heat storage system including the peripheral.

system. The measurement and control section consists of various devices to adjust the flow rate and pressure
of hydrogen for the process. Pressure, temperature, and mass flow are measured and transmitted to the
process control system for data analysis. The expected hydrogen release rate of the reaction is above the
maximum delivery rate of the existing ionic compressor, so that an additional buffer tank had to be installed
to temporary store surplus hydrogen. The entire system was designed with a minimum pressure drop so that
testing could be performed even if the hydrogen storage unit is not at maximum pressure of 50 bar. The
associated process control system provides data recording and trends, control of the thermal oil system,
detailed visualization of the key components and an overview of the energy balances during the process. In
addition, a program in the form of a simulation for the design and construction of such heat storage systems
was developed based on previous experience.

5. Conclusion

Here we have discussed the progress in MH TCES specifically targeted for CSP TES. This includes material
design and characterization, reactor design from kinetic modelling to engineering considerations, and
scale-up developments. We have demonstrated models specifically tailored for MH systems, such as the SAM
and mesoscale multi-scale modelling, which can be readily applied to MgH2, a CSP candidate, and
potentially to next generation higher temperature MH CSP materials. In addition, several destabilized Ca
and Sr systems suitable for 700 ◦C operation are presented, along with the recommendation of modified
sample holder materials for effective material characterization (such as SS coated with aluminum oxide). The
effective thermal conductivity of MH systems is an important parameter, where it is outlined that for CSP
MH systems hydrogenation λe is in the range of 0.7–3 W m−2 K−1, the dehydrogenation λe is greater than
hydrogenation, and the λe varies with cycle number. Regarding MH TCES reactor design, a shell and tube
reactor layout was determined as a technical feasible solution based on established and widespread
technology, and the simulations suggest reactors should be positioned in series with pressure
control to enable effective management of the HTF temperature. Although a shell & tube reactor is a safe
option, other options should be explored, and we also cover the potential for a pillow plate design for MH
TCES.

The future target of MH TCES research is to focus on the 700 ◦C temperature zone. Kinetic models of
these 700 ◦C materials need to be validated and proven, with further refinement and discovery of
cost-effective MH TCES materials at 700 ◦C. The scale-up development should look towards retrofitting
current CSP plants to prove the technology (up to 565 ◦C), while also constructing small-scale reactor
demonstrators at 700 ◦C to help achieve the long-term aim of high temperature CSP plants. With the
research community tackling these challenges together, we can realize the potential of MH TCES.
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