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Abstract Motor drives form an essential part of the electric compressors, pumps, braking and

actuation systems in the More-Electric Aircraft (MEA). In this paper, the application of Machine

Learning (ML) in motor-drive design and optimization process is investigated. The general idea of

using ML is to train surrogate models for the optimization. This training process is based on sample

data collected from detailed simulation or experiment of motor drives. However, the Surrogate

Role (SR) of ML may vary for different applications. This paper first introduces the principles

of ML and then proposes two SRs (direct mapping approach and correction approach) of the

ML in a motor-drive optimization process. Two different cases are given for the method compar-

ison and validation of ML SRs. The first case is using the sample data from experiments to train the

ML surrogate models. For the second case, the joint-simulation data is utilized for a multi-objective

motor-drive optimization problem. It is found that both surrogate roles of ML can provide a good

mapping model for the cases and in the second case, three feasible design schemes of ML are pro-

posed and validated for the two SRs. Regarding the time consumption in optimizaiton, the pro-

posed ML models can give one motor-drive design point up to 0.044 s while it takes more than

1.5 mins for the used simulation-based models.
� 2022 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is

an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

With the rapid development of data science and computing
technology, the interests and application of Artificial Intelli-
gence (AI) have been growing recently 1,2. In most cases, AI
relies on Machine Learning (ML) algorithms to perform
desired specific AI tasks after a model training/test/validation
process. Based on the collected data (from the original system)
and the dedicated training, ML algorithms build mathematic
mapping models which can make predictions effectively
without the original system being explicitly executed/pro-
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grammed 3. For a motor drive design, this function of ML
paves the way for effective estimation of system performance,
which traditionally replies on the Finite-Element Analysis
(FEA) of electromagnetic, mechanical, and thermal perfor-
mance 4. However, the FEA model simulation generally comes
with heavy computation burden for computers and very time
consuming. This is the main reason why ML algorithms have
been explored in the design and optimization of electric motor
systems to achieve good design but a much faster way 4.

Permanent Magnet Synchronous Motors (PMSMs) have
beenwidely used in electrical vehicles, fans, drives, and compres-
sors 5–7 due to its high power density and reliability. PMSM is
also commonly selected for electromechanical actuators, electric
compressors and braking systems in the More-Electric Aircraft
(MEA) 8,9. Fig. 1 shows the diagramof studied PMSMdrive sys-
tem, and an actuator example onboard MEA 10,11. For flight
control systems, the electromechanical actuator configuration
is chosen to guarantee the maximum reliability and minimum
mass 12. To design the PMSM based drive systems, FEA and
detailed simulation have become the main approach. However,
because of its multi-physics complexity, designing an optimal
motor drive usingFEAanddetailed simulationmay take several
hours or days of computations. To this end, nonlinear surrogate
models, built by ML algorithms, are proposed to speed up the
FEA-based motor-drive design and optimization process. Two
different Surrogate Roles (SRs) of ML are introduced here to
demonstrate alternative ways for the motor-drive design and
optimization problem.

ML algorithms can be categorized into three main groups:
supervised learning, unsupervised learning, and reinforcement
learning 2,13,14. According to the statistics in Ref.14, most ML
algorithms for the power electronic applications use the super-
vised learning of ML which accounts for 91% (444 journal
papers from 1990 to 2020 were identified). More specifically,
the most popular implementation of supervised learning is
based on Artificial Neural Networks (ANNs), which share
some principles with biological neurons in brains 13,15. The
main three classes of ANN are feedforward, convolutional,
and recurrent networks 2,13. Among those, the theory of feed-
forward ANN is simplest and it is a universal function approx-
imator with strong generalization capability 16. For this
reason, this study will mainly investigate feedforward ANN
in motor-drive design and optimization. It is found that, after
training, the ANNs can smoothly provide the desired perfor-
mance estimation (or dedicated correction factors) with negli-
gible errors for the motor-drive design and optimization.

The applications ofML for the system-level design and opti-
mization of amotor-drive are rarely reported.Most of literature
only uses ML for design and optimization of individual electri-
cal component, for example an electrical motor or an LC filter.
In Ref.4, the authors reviewed the recent developments of
Fig. 1 System
machine learning applications on the design optimization of
passive components within power electronic systems. Though
most of commonly used ML algorithms have been referred
including ANN, Support Vector Machine (SVM), Extreme
Learning Machine (ELM), convolutional neural network etc.,
the application of ANN in the system-level optimal design are
not discussed. Ref.17 reviewed AI/ML applications in electric
machine drives: advances and trends. It is found that, nearly
all the reviewed papers were using AI/ML techniques for the
control and observers of motor drives, rather than the mass/loss
design and optimization.

Ref. 18 used an ELM to train the measured experiment data
of motor indirect flux linkage, and the predictions of this ELM
showed a good match with both motor FEA and the experi-
mental raw data. In Ref.19, ANN has been utilized to build
surrogate models for machine optimization, the model has
the best accuracy versus training time tradeoff among several
surrogate candidates but, most of the ANN technical details
(e.g. sample collection, ANN training and test) are not pre-
sented. An adaptive network-based fuzzy inference system
was presented in Ref.20, this system acted as a surrogate for
the motor FEA optimization. This approach may help acceler-
ate the original FEA-based optimization process but, the com-
putation time for the proposed method was still very long
(around 24 h) in the case study.

To demonstrate the time-saving priority of ANN, the
authors in Ref.21 proposed using ANN to provide dedicated
correction factors for the motor multi-objective optimization.
After the training with 64 data samples, the ANN-analysis-
hybrid model can predict the motor performance much faster
than the traditional 2D FEA method (for one design point,
0.04 s compared to 1 min). However, the ANN-aided correc-
tion approach was used for motor optimization only, no
system-level study was performed. Another interesting ANN
application example for a subsystem can be found in Ref.13,
and reports fast and accurate ANNs to address the inductor
design and optimization problems. There are four workflows
introduced: ANN-based inductor model, ANN-based sub-
component model, classical model with ANN corrections,
and ANN-based inductor optimization. Differently, inspired
by the search (optimization) algorithms, this paper explicitly
focuses on the input–output relation from the motor-drive
optimization problem and proposes two surrogate roles of
machine learning. For the SR method validation, experiment,
full-analytical models, and FEA-joint simulation models are
all considered in the two validation cases.

The main contributions of this paper can be summarized as:
(A) Two kinds of ML SRs are proposed to provide general
ideas for the ML applications on motor-drive optimization,
which are for the system-level design and optimization, instead
of the sub-system level. (B) The proposed SRs are both inde-
diagram.
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pendent to the motor topologies and sizing models due to the
constraint-free data-driven function of ML. Therefore, the
potential applications should not be constrained only to
MEA. (C) Using both SRs, two different cases are given with
technical details to comprehensively introduce how to use
experimental or simulation target data in the surrogate models
of ML. In these cases, ML based surrogate models can all effi-
ciently give predictions to ensure the high accuracy of perfor-
mance estimation in the whole design space. (D) Comparisons
with other surrogate methods (including function fitting,
parameter optimization) are discussed in this paper.

This paper is organized as follows: Section 2 will introduce
a simple category of commonly used algorithms and the prin-
ciples of ANN; after that, the proposed surrogate roles of
ANN in optimization will be illustrated and their differences
with conventional optimization problems will be discussed in
Section 3; Section 4 and Section 5 will give two cases to vali-
date the proposed two SRs of ANN, where the first case
demonstrates the priority of SRs over other surrogate methods
and the second case further compares the performance of two
SRs in the same optimization problem. After comparisons in
Section 5, it is found that the second SR is a little superior than
the first in this specific optimization case. Finally, this paper is
concluded in Section 6.

2. Principle of machine learning

For an optimization problem, no matter which discipline,
search algorithms are widely used to find the optimal solution.
Commonly used search algorithms include Genetic Algorithm
(GA) 22–24, particle swarm 25,26, tabu search 26,27, etc. Recently,
on the other hand, an emerging trend is using ML algorithms
to optimize motor system design 4,21. The main motivation is
that ML algorithms can effectively learn and then accurately
predict the nonlinear and multi-modal characteristics in elec-
tromagnetic devices, which can be used to speed up the general
optimization process. Before introducing the surrogate roles of
ML, it is worth discussing the fundamental and functional dif-
ferences between search and ML algorithms.

2.1. Search algorithm and surrogate algorithm

In Ref.22, a novel category strategy for commonly used algo-
rithms was proposed with two categories, i.e. search algorithm
24,26 and surrogate algorithm 15,28–30. The general idea of these
two categories are depicted in Fig. 2. Both algorithms are
Fig. 2 Search and surrog
describing the relations of x-to-o but their logic directions are
different: for search algorithms, the direction is from outputs
to inputs because the fitness of outputs determine the input of
next generation; in contrast, the logic direction of surrogate
algorithm is ‘‘inside” the system because data in the algorithm
operation is always flowing from inputs to outputs (x-to-o).

As shown in Fig. 2(a), the search (optimization) algorithm
treats a studied system as a black box (no matter linear or non-
linear). This kind of algorithm is to calculate the fitness of all
design candidates in the current generation and then determine
new designs in the next generation according to the specific
algorithm theories and search operations. Obviously, the
search operations would differ for various search algorithms;
for example, GA has three common operators: selection, cross-
over, and mutation 24,31. Apart from the traditional velocity
and position update operations, additional crossover operators
can be introduced into the particle swarm algorithm for breed-
ing high-quality exemplars in the particle evolution 32.

The other category, surrogate algorithm, is to build a math-
ematicmodel based on a set of samples (known as training data).
As presented by Fig. 2(b), there are two parts in the algorithm
operation: model-driven part and data-driven part. The first
part is used to generate required data for the data-driven stage.
In the first part, the outputs are generated throughout the stud-
ied system/model when given a combination of inputs. Based on
that, the training data (inputs and outputs from the studied sys-
tem or models) for the surrogate model can be collected as a set
of input–output samples. Then, the second part is an off-line
training process by only using the collected training data. The
training parameters from various surrogate algorithms are dif-
ferent but, after training, the aim of surrogate model would be
all replacing the original systems to smoothly and effectively
perform specific tasks, without running the original system
model. Therefore, different from the first part, the second part
is a data-driven model-free process without using explicit
instructions, relying on patterns and inference instead 3.

Most of ML algorithms are in the scope of surrogate algo-
rithms, however, as mentioned before, this study mainly con-
siders the applications of supervised learning, feedforward
ANN more specifically. This ANN has been applied to various
electrical engineering topics, from the optimal design for relia-
bility of power electronic converters 15, to the diagnose of
open-switch faults 33. Noting that the SRs of ML presented
here are independent with the ML techniques thus, the general
methodology of using surrogate roles would be the same for
other kinds of learning algorithms, such as convolutional neu-
ral network, ELM, etc.
ate algorithm category.



Fig. 3 Diagram of a feedforward ANN and a neuron in ANN.
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Based on the concept of surrogate algorithm, this paper fur-
ther develops how to use surrogate/ML algorithms in the design
and optimization of a motor-drive system, i.e. surrogate roles of
ML inmotor-drive system design. Generally, there are two roles
ofML, one is providing correction factors for analytical models
while the other role just leaves analytical models, directly map-
ping from design variables to system performance, see Section 3
for more details. Both surrogate roles are based on the theory of
feedforward ANN, as discussed in the next subsection.

2.2. Fundamentals of feedforward ANN

Fig. 3 shows the schematic diagrams of a feedforwardANNand
the mathematic operation in a certain neuron. Within an ANN,
a neuron is a mathematical function that model the functioning
of a biological neuron 13,16. As shown in Fig. 3(a), a basic feed-
forward ANN consists of an input layer (x), one or more hidden
layers (h), and an output layer (o), weights and biases are omit-
ted for simplicity in Fig. 3(a). Each layer has one or several arti-
ficial neurons which receive and process signals from
predecessor neurons, after that neurons deliver the processed
data to the next layer. If only one hidden layer, the structure is
named as shallow ANN. If ANNs have several hidden layers,
they are usually qualified as deep learning ANNs.

In a Layer l (hidden layer or output layer), to calculate the

output of a certain neuron nli, the outputs of all the neurons

pl�1
j in Layer l� 1 j ¼ 1; 2; ::;Nl�1;Nl�1ð denotes the neuron

number of Layer l� 1) are multiplied with given weights xl
ij

and then the bias bli is added. The result is further processed
through an activation (propagation) function fr that usually
takes the form of a sigmoid function, fr Að Þ ¼ 1= 1þ e�Að Þ, to
generate the output pli, as shown in Fig. 3(b). This output then
becomes one of the inputs for the next layer, lþ 1, and the
same procedure is repeated to calculate the output of other
neurons in layer l.

In Layer 1 (input layer), p1i takes the form of inputs through

the neuron n1i . On the other side, Layer L(output layer)
typically uses the linear activation function to integrate signals
of Layer L� 1 for the desired output data pLi . In summary, the
complete data flow of ANN can be described as follows:

Layer 1 (input layer):

p1i ¼ xi; i ¼ 1; 2; . . . ;N1 ð1Þ
where xi denotes the inputs of ANN.

Layers l ¼ 2; 3; . . . ;L� 1(hidden layers):

pli ¼ fr
XNl�1

j¼1

xl
ijp

l�1
j þ bli

 !
; i ¼ 1; 2; . . . ;Nl ð2Þ

Layer L(output layer):

oi ¼ xL
i p

L
i ; i ¼ 1; 2; . . . ;NL ð3Þ

where oi represents the outputs of ANN. Therefore, every neu-

ron is a node which determines the input–output relationship
of the signal. ANN can be trained to be a nonlinear model
using a proper data set. Such general nonlinear model can

approximate any given input–output functions with arbitrary
precision 16. This strong generalization capability is used here
to train surrogate models for fast and accurate mapping and
prediction in the motor-drive design and optimization process.

The number of neurons in the input and output layers are
dependent on samples and they are specific to the studied prob-
lem. The neuron numbers in the hidden layers are arbitrary and
can be set by an ANN algorithm developer. Therefore, neuron
number selection for different ANN structures is flexible and
this has been a persistent andhot topic inmulti-discipline studies
34–36. Obviously, the more hidden layers and neurons, the better
learning capabilities of ANNs, which allows processing a more
complex training dataset. However, over-fitting is prone to hap-
pen with ANNs featuring many artificial layers/neurons com-
pared to the size and/or complexity of the dataset 2,13. After a
certain number of training epochs, the ANN may try to fit the
noise of the training subset but, at the same time, resulted in
increased error with the validation data set. Therefore, in this
study, the ANNs with one-hidden-layer are used for the
motor-drive system design.

3. Surrogate role of machine learning

In this section, two different ML surrogate roles for motor
drive applications will be first introduced: one for the direct
mapping from Design Variables (DVs) to the motor-drive per-
formance while the other for mapping DVs to correction fac-
tors (for analytical motor-drive models). After that, the
surrogate models will be used for optimized design.

3.1. Two different surrogate roles of ANN

Two different surrogate roles (SR1 and SR2) of ANN are stud-
ied in this paper, as depicted in Fig. 4. Both roles are describ-
ing how to perform the ML models in the motor-drive design
and optimization. Inputs of SR1 and SR2 are the same, i.e. the
DVs of motor-drive system. However, the outputs of ANN in
different SRs are different.

ANN in SR1 maps from variables to the target motor-drive
performance data, as shown in Fig. 4(a). In this case, the
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inputs of ANN are the design variables and the outputs are the
motor-drive performance indices, which are usually the opti-
mization objectives. Noting that, the target data can be either
experimental or detailed simulation data, which should be
accurate and fully trusted in the studied problem. Based on
the collection of input–output samples, the ANN of SR1 can
be trained offline, i.e. updating the ANN weights x and bias
b according to the errors between raw outputs and current pre-
dictions. Then, the well-trained ANN can be used to perform
the surrogate task in optimization: fast and accurately provid-
ing the performance index values when given a combination
vector of all the input DVs.

Different from SR1, ANN in SR2 takes the analytical models
of motor drives into account. Analytical models are based on
analytical equations and feature closed-form analytical solu-
tions which are simple and fast compared with FEA models.
However, they are usually prone to lose the accuracy in an opti-
mization problem due to their assumptions and simplifications,
especially for a large design space 21,37. As shown in Fig. 4(b),
ANN in SR2 is used to correct the analytical model estimations
to follow the target data. This ANNwouldmap fromDVs to the
dedicated correction factors, which are the ratios of target data
on the corresponding analytical estimations. The same with
SR1, after the raw-data collection, the ANN of SR2 can be
trained offline; however, regarding the follow-up surrogate task
of SR2, the ANN-analysis-hybrid model should be used to
replace the original models and efficiently provide the accurate
prediction for a DV combination vector.

Therefore, two SRs represent different general functions of
ANN models in motor-drive optimization but, they use the
same offline training process after data collection. The ANN
offline training usually divided all samples into three data sets:
training data, validation data and test data. Training data is
used to directly modify/update the weight and bias values in
a Neural Network (NN); validation data is used for validating
the stopping condition and the ranking of net candidates; test-
ing data is used to obtain unbiased estimates of non-training
data 38. After training, the designed surrogate models can help
perform the design and optimization problem very quickly.
The next subsection will briefly discuss what the function of
surrogate model is in optimization and the main differences
with the traditional optimization approach.

3.2. Surrogate model in optimization

The design and optimization of motor-drive systems can gen-
erally be split into two parts: modelling and optimization.
Fig. 4 Two kinds of S
Modelling is to establish the relationship between the system
design parameters and the system performance (for example
power losses, mass, thermal). Based on the design models,
search algorithms are generally utilized to search for a trade-
off solution for the optimization problem, i.e. finding the best
design point in a variable space subject to the constraints. In
Ref.39, this design and optimization process is named as
optimization-based design, which consists of three parts (from
outside to inside as shown in Fig. 5): optimization engine,
objective function and detailed analysis.

Detailed analysis is a modelling process, which provides an
understanding of the real-world system and models it to take
in a set of input design parameters and, correspondingly, calcu-
late and output values of interests. Based on these interests,
objective function generates the objective values for optimiza-
tion which are direct indices for the fitness calculation and iter-
ation.Optimization engine refers to the function of optimization
algorithms, it can provide insight into possible designs that are
optimal as defined with a set of objective values. The optimiza-
tion engine is depicted at the outer level because its computa-
tional algorithm is operated on the design variables and the
objective function during all the optimization generations.

In this paper, ML algorithms will be applied to the
optimization-based design problems for the aircraft motor
drive systems (see Section 5). Based on the proposed SR1

and SR2 of ANN, the optimization-based design process
(ML part) will not need to reply on the original time-
consuming models (for example FEA) and search algorithms,
but using the trained surrogate models and the exhaustive
algorithm instead.

As shown in Fig. 5, first, the optimization engine would be
just global exhaustive algorithms because, based on the ML
surrogate models, the objective function and the detailed anal-
ysis only involve the mathematic models. These models can
provide the desired outputs extremely fast when given an input
combination. Obviously, after training, there is no need for
extra complex and time-consuming derivations in this opti-
mization process. This is due to the fact the original relations
between inputs and outputs have been learned by the ML
models, based on the collected and processed sample data.

Therefore, the main motivation for using ML is due to the
ML algorithms representing some advantages over search
algorithms 21,22. After an ML model is trained, it can be used
directly in any future study of the same optimization problem,
instead of running the detailed system model all over again
with search algorithms. Apart from the efficiency, other advan-
tages of ML algorithms include: the trained ML models with
urrogate Role (SR).



Fig. 5 Optimization-based design process using ML.
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exhaustive algorithms have no risk of getting stuck in local
optimum; In addition, within the original design space, the
ML models can be also feasible for the evaluation and opti-
mization in any sub design space, also fast and accurate. If
using the FEA-based optimization with search algorithms,
the FEA model needs to be run all over again for these new
optimization problems because, in a subspace, the previous
searched samples can be very little thus cannot be utilized to
give the optimal design.

4. Case I

In this section, the first case will be given using the experimental
data of PMSM losses under no-load condition in a motor-drive
rig. The losses are divided into two parts: iron loss and bench
mechanical loss, and the latter comprises bearing friction loss
and windage loss. In practice, the analytical models have a few
coefficients to define the total loss value, then this loss estimation
is usually corrected by another correction factor to match the
experimental results. All these ratios are usually determined
by trial-and-error thus, there may be significant errors between
analytical estimations and the experimental results.

Therefore, in this section, SR1 and SR2 are used to build
ANN models to precisely predict the PMSM total losses with
regards to the motor mechanical speed (xm). In addition, a
search algorithm (Particle Swarm Optimization, PSO) is used
as a comparative method in this section, which is to find the
optimal coefficients of analytical models matching the experi-
mental data. In the following contents, the analytical models
and the motor rig will be first introduced; after that, the map-
ping results from PSO and ML algorithms will be compared.

4.1. Analytical models

PMSM usually shows three significant parts of their power
losses: winding copper losses, iron losses within the magnetic
circuit, and eddy current losses of Permanent Magnet (PM).
The copper loss is proportional to the input current and wind-
ing resistance; in contrast, the other two are related to the
machine fundamental frequency. As the PM (and rotor) eddy
current losses are only problematic for high-speed machines, in
this section, only iron loss is considered as the fundamental in
the motor.

Under no-load conditions, the mechanical loss includes
bearing friction loss and windage loss. A precise modelling
of bearing friction and windage losses is complicated, and
these losses are typically determined experimentally, using a
dummy rotor without magnets. Therefore, mechanical losses
are given here using empirical coefficients of friction and wind-
age losses. The analytical models of iron loss and mechanical
loss will be given separately, as below. The basic analytical
model of sizing PMSM in from Ref.40.

4.1.1. Iron loss

Under no-load condition, iron losses contribute the largest
part of the total motor loss. A modified Steinmetz equation
is commonly used analytically to calculate the iron
losses 6,21. The Steinmetz equation is with two different terms,
hysteresis and eddy current loss. The specific iron loss ratio
Wir(W/kg) for a certain material is given as:

Wir f; bB� �
¼ Khf

a bBb þ Ke Ksff bB� �2
ð4Þ

where bB is the peak amplitude of flux density and f is the

motor electrical frequency, Ksf is the stacking factor of the lam-
ination sheets which is empirically given as 1.5. Kh;Ke; a, and b
are Steinmetz coefficients determined by fitting the loss data

from manufactures for specific materials. Ksf is assumed as 1
in the analytical model of ML approach but, it is regarded
as a variable in the coefficient optimization.

The assumption of using Eq. (4) is that the stator flux den-
sity is a sinusoidal wave. However, in fact, the flux densities in
stator tooth tip and in the back-iron parts linking stator base
are far from sinusoidal, even approximate linear relations in
time domain. Moreover, analytical models traditionally use
the densities of typical points to estimate stator losses for the
sake of efficient computation which generates another differ-
ence between analytical and FEA model. Therefore, iron-loss
estimation of using Eq. (4) at one or several typical points is
prone to have large errors especially for different geometry
and winding parameters. The iron material used in the test
prototype machine is M235-35A steel whose Steinmetz coeffi-
cients can be found in Table 1.

4.1.2. Mechanical loss

Mechanical losses under no-load condition are estimated using
empirical constants and mechanical loss relationship is given
as:

Pmec ¼ Kfricxm þ Kwindx
2
m ð5Þ

where Kfric is the friction loss coefficient and Kwind is the wind-
age loss coefficient. They can be calculated empirically to be

2� 10�3W � r �min�1
� ��1

and 3:3� 10�6W � r �min�1
� ��2

,

respectively, in this case study. However, these coefficients

may not work perfectly with regards to the variation of
mechanical speed. Thus, they can be adjusted according to
practical data obtained from experiments. As mentioned, this

study utilizes an optimization process to find the best design
of these two coefficients (as well as Ksf) in order to match
the experimental data, see Section 4.3.

4.2. Test rig

Fig. 6 shows the photo of the test bench of motor drive system.
The 12-slot-10-pole (12s10p) prototype machine parameters
are given in Table 2.

To measure the fundamental iron losses, the machine shaft
is allowed to rotate freely, i.e. decoupled from any external
loads. In the test motor drive system, the machine is fed
through a power converter and it is speed controlled by apply-
ing several speed set points. For each speed, the electrical



Fig. 6 Experimental test bench employed for power loss

measurement.

Table 2 Main parameters of 12s10p prototype machine.

Parameter Value

Rated speed (r/min) 1500

Rated output power (W) 1300

Rated phase current (A) 9.33

No. of turns per coil 30

Stack length (mm) 54

Stator outer radius (mm) 61

Fig. 7 Power loss measurement against mechanical speed

(before and after correction).
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machine input power is measured by means of an N4L
PPA2530 precision power analyzer connected at the machine
terminals. As stator current is close to zero (i.e. Joule losses
are negligible), the measured input power consists mostly of
fundamental iron loss. The measurements (Pmeas) are plotted
against mechanical speed are shown in Fig. 7 together with
the estimations of iron losses from Eq. (4) in Section 4.1.1.
Obviously, the measurements are significantly larger than the
predicted values. The reason is that mechanical losses in Eq.
(5) were not initially considered in the analytical model.
Besides, core material machining has a huge effect on the
actual machine’s specific core loss. In order to improve the loss
predictions, estimations of the mechanical loss are added by
Eq. (5) and a correction factor, 1.5, is added to the fundamen-
tal iron loss calculation in Eq. (4). This correction factor is an
empirical value, determined by trial-and-error. After the cor-
rection, the analytical predictions are much closer to the exper-
imental data.

4.3. Coefficient optimization method

In this section, a search algorithm PSO is used to further
improve the analytical predictions. There are three coefficients
introduced in Eqs. (4) and (5): Ksf;Kfric, and Kwind, which are
directly regarded as the DVs. All other parameters are
assumed fixed in this optimization, for example parameters
of M235-35A steel and motor geometry. The predicted total
motor loss Ptot is just the summation of iron loss Piron and
mechanical loss Pmec using 3 DVs. There are 10 data points
from experiment and the objective of the optimization is cho-
sen as the Root Mean Square Error (RMSE) of the analytical
predictions and the corresponding experimental data set. The
diagram of the coefficient optimization problem is shown in
Fig. 8.

This study utilizes a toolbox of PSO in MATLAB 41 to do
the factor & coefficient optimization, i.e. minimize the RMSE
between Ptot and Pmeas. The initial ranges of three variables in
optimization are given in Table 3 based on the empirical val-
ues. Swarm size is set as 20. In order to get the global opti-
mum, derivative-free method is utilized to find minimum of
unconstrained multi-variable function after the particle swarm
algorithm terminates.

After 113 iterations with calling RMSE calculation for 2345
times, the optimal design of Ksf;Kfric, and Kwind is obtained
(Table 3) with the minimum RMSE given as 0.1715 W. Com-
pared with the empirical approach (RMSE = 1.5217 W), PSO
of 3 variables gives a much better solution of PMSM loss
correction.

4.4. Proposed surrogate-role model using ANN

Based on the proposed SR1 and SR2 in Section 3, two different
ANN models are established in this case: one maps from xm to
Table 1 Parameters of M135-35A steel for PMSM stator.

Parameter Value

Density (kg/m3) 7600

Lamination thickness (mm) 0.35

Kh 0.0081294

a 1.208357

Ke 3.442366

b 1.78619
Pmeas, and the other maps form xm to the iron loss correction
factor. In particular, the ANN of SR1 represents the following
relation:

y ¼ F xð Þ () Pmeasð Þ ¼ F1;SR1
xmð Þ ð6Þ

which means this ANN is learning the relation from the DV
xm to the target data Pmeas, replacing all the experimental
and analytical models of motor total losses (under no-load
condition). Regarding the ANN of SR2, it represents another

relation:

y ¼ F xð Þ () kc;mlð Þ ¼ F1;SR2
xmð Þ ð7Þ

where kc;ml is the iron loss correction factor linking Piron to mea-

sured machine loss Pmeas thus, it can be directly computed by
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Pmeas/Piron. After getting loss data from experiment in some sam-

ple conditions (xm),Piron can be given at same conditions by Eq.

(4) based on the accurate estimation of bB6. Then, the target kc;ml

can be obtained by the above simple division. Lastly, the ML
model is built by training the feedforward ANN of Eq. (7).

Since there are only 10 data points with 1-element-input and
1-element-output, twoANNs are both simply using one-hidden-
layer structure with 3 hidden neurons. They can be trained using
the train command, which is a part of MATLAB’s Deep Learn-
ing Toolbox 42. For the training parameters, learning rate is set
as 0.1, training goal (RMSE) is set as 0.001, and the maximum
epoch number is 500. Both ANN can be trained in few seconds
on a standard computer. Since the training starts from random
values, the training was tried 10 times and pick up the best one
for each ANN. The final RMSE results of both PSO and SR
methods are shown in Fig. 9.

4.5. Discussion of Case I

Generally, seen from Fig. 9, the proposed two ANN SR mod-
els are better than the PSO, and the empirical correction
approach performs the worst in this case. SR1 ANN model
is better than SR2 model but the advantage is not obvious.
Here are main reasons of this conclusion: first of all, the empir-
ical approach only uses one factor, 1.5, to correct iron loss
data, which is hard to balance the loss predictions under differ-
ent speed conditions; then, for the PSO, the main challenge is
to choose the ranges for 3 DVs, i.e. the size of design space of
optimization, which would directly determine the optimization
results; lastly, ANN has a strong generalization capability with
no constraint or design space for ANN inputs/outputs, even
for the 3-hidden-neuron structure, there are many parameters
(i.e. weights and bias, see Section 2.2) to be trained for the tar-
get mapping. In addition, it is noted that the RMSE of ANN
approach can be further improved if the number of hidden-
layer neurons is increased; therefore, compared with empirical
factor and PSO approaches, the proposed ANN approach
should be the best way to give the total loss predictions.

Another candidate of surrogate model is using the fitting
function, which is feasible in this case. However, the mapping
performance of fitting is always limited by the pre-defined
functions (e.g. polynomial, exponential). In addition, it would
become extremely hard to choose the functions for high-
dimensional data sets. In contrast, the ANN model has no
limit for the number of elements in inputs and outputs because
Fig. 8 Diagram of coefficient optimization.

Table 3 Correction factors in ACF and RMSE results in NN

approach.

Variable Empirical Optimization

ranges

Optimal

design

Ksf 1.5 [1, 3] 1.675

Kfric mW � r �min�1
� ��1

h i
2 [1, 4] 3.52

Kwind lW � r �min�1
� ��2

h i
3.3 [2, 5] 2
it is based on a nonparametric regression model. User does not
need to specify the relationship between the predictors (input)
and responses (output) since ANN can learn them automati-
cally by using the training parameters.

5. Case II

This section will discuss the case of motor-drive multi-
objective optimization which uses the detailed simulation data
as the target data for ANN training. In the studied motor drive
system, there are two main parts: a two-level VSI (DC-AC)
and a PMSM, as shown in Fig. 10. It is assumed the input
DC interface is connected to a DC bus within an aircraft elec-
trical power system and remains unchanged. Noted that,
though this case is for aircraft actuation applications, the pro-
posed ANN aided approach is independent with the drive’s
operation scenario. The scenarios’ parameters can be fixed in
the optimization or, they can be also set as design variables.
No matter in which situation, the steps of the proposed
ANN aided PMSM optimization methodology would not be
different. The motor drive here is used for an actuator onboard
MEA. The design space of optimization would be different for
different motor-drive application scenarios, either actuation,
fan, or compressor. And, the design space should be predefined
before using the ANN aided design and optimization method.

For the control of such a drive system, the PI controller of a
two-level inverter provides the converter modulators with
appropriate output voltage vector references, to regulate the
motor output torque and speed 40,43. For field-oriented vector
control, the sinusoidal abc current and voltage components are
transformed into a rotating dq frame. This enables the zero
steady state error tracking of the current references with simple
PI compensator 40,43–45. With the conventional cascaded con-
trol scheme employed, motor currents are controlled in the
inner control loop, and the speed control is in the outer loop.
In addition, to ensure that converter voltage limits are not
exceeded, a field-weakening strategy in Ref.44 is adopted in this
motor-drive system.

Optimization of motor-drive system involves in two objec-
tives: minimization of total mass and total power loss of the
drive system. For each design point, the PMSM model is fed
by converter currents operating at a certain condition where
both DC supply and motor output reference should be
assumed (for example, motor speed, motor output torque).
Then, power losses of two subsystems (converter and PMSM)
are computed separately. Regarding the mass estimation, con-
verter mass is assumed fixed in this study while the motor mass
will be different against the changes of Design Variables
(DVs).
Fig. 9 Loss error comparisonusing four differentmethods (Case I).



Surrogate role of machine learning in motor-drive optimization 221
In the analytical approach, some key parameters of the
PMSM (such as motor torque, dq inductance, etc.) should be
provided to the converter analytical model for the further eval-
uation of the converter’s performance 40,46. Therefore, in the
detailed simulation, PMSM FEA model should be first exer-
cised then the drive system can be designed and run with all
necessary parameters. In order to pursue high accuracy of
the detailed simulation, a joint simulation scheme of motor
drive systems is proposed in this case. This scheme can com-
bine the PMSM FEA model (using MotorCAD) with the drive
simulation system (using PLECs) under the operation of
MATLAB script codes.

5.1. Joint-simulation for data collection

Conventionally, the motor-drive system is mainly simulated on
a system-level platform (for example, MATLAB/Simulink,
PLECs), which does not consider the geometrical parameters
of components. In contrast, the proposed joint simulation
takes PMSM FEA model into account thus it can regard the
detailed PMSM geometries as the design parameters for a
motor-drive optimization problem. In this case study, the
PMSM FEA model is utilized here to generate the accurate
motor key parameters (which are feedforward to PLECs for
the system-level simulation) and performance (for example
motor mass, power losses). Lastly, since the key role of SR2

is to establish an ANN-based surrogate model of performance
correction linking the analytical model to the detailed simula-
tion model, the data from both analytical model and simula-
tion model are required for the ANN training. To this end,
the proposed joint simulation scheme integrates all the
required models using MATLAB codes, which can collect
the desired data efficiently and automatically.

The diagram of the proposed joint simulation scheme is
depicted in Fig. 11. First, the used motor-drive analytical
model (built on the MATLAB) is systematically introduced
in Ref.40. The resulting model is a non-iterative and high
dimensional sizing model which costs less than 0.1 s to run
on a standard PC, and its accuracy under certain conditions
was verified by both simulation and experimental tests. For
each design point, the analytical model can be run based on
the inputs of parameters (for example, DC voltage, motor cur-
rent, geometry, materials) and the performance of both con-
verter and PMSM can be estimated. Then, PMSM FEA
model is exercised based on the same motor input parameters,
and the motor performance index values can be obtained by
FEA. At the same time, some key parameters of PMSM, which
are required in the motor-drive system-level simulation, can be
extracted from the FEA model and then feedforward to the
motor-drive system on PLECs. These parameters include Tor-
Fig. 10 Diagram of mo
que reference (T), dq-axis inductance (Ld;Lq), flux linkage
established by magnets (flux), DC cable resistance (R) and
the motor inertia. Moreover, for the converter subsystem,
the basic operation input parameters (i.e. input power, motor
electrical frequency, DC voltage, and switching frequency) are
also the same with the MATLAB analytical model. Finally,
run the entire drive system and the converter power loss data
can be obtained. It is noted that, to run the PLECs model (to-
gether with other models) using MATLAB codes and collect
the training data easily, this PLECs model is embedded into
Simulink platform in this study.

As discussed in Section 3.1, analytical design methods pur-
sue computational efficiency based on simplifications and
assumptions, thus they are prone to lose the estimation accu-
racy compared with detailed simulation models. Most of fac-
tors that could generate power loss are not considered in
analytical methods (for example, non-uniformed flux distribu-
tions in stator tooth or yoke). Moreover, analytical models
often use linearization techniques to simplify the loss calcula-
tion, however practically, the power losses within a PMSM
drive also include losses due to the non-linear characteristics.

To this end, the proposed SR2 ofML in this study is to use an
ANN to bridge the gap between analytical models and the
detailed simulations (FEA + drive circuit system). The ANN-
aided method in SR2 will not only correct the analytical results
with high accuracy but also leave the complicate simulations of
motor drive in the optimization. Though the analytical basic
models are just simple equations, the dedicatedANN-based cor-
rection model can accurately and efficiently link them to the
joint simulation model in a design space. Besides, the proposed
ML SR1 provides an alternative way of generating the target
motor-drive performance data when given an input combina-
tion, without considering the analytical models and the correc-
tion. The next subsections will first introduce the SR1 and SR2

functions using different ANN designs and then discuss how
to comprehensively obtain the surrogate models in this case.

5.2. Surrogate roles in optimization and research thinking

In this section, three different schemes of ANN design would
be proposed one by one for the mapping of two optimization
objectives (power loss and mass). The first scheme is using one
ANN mapping two objectives thus there would be two outputs
in this ANN design. For the second scheme, two objectives are
separated for the ANN training; Therefore, the ANNs only
have one neuron in the output layer. In the third scheme,
two objectives will be integrated into one before training the
ANN. Based on these three ANN schemes, the research think-
ing of ANN training and validation will be introduced and dis-
cussed afterwards.
tor-drive case study.
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5.2.1. ANN design scheme with two outputs, Scheme 1

Three DVs are studied in this case: switching frequency of
inverter (DV1, fsw, [10, 20] kHz), PMSM airgap height
(DV2, hag, [1, 3] mm) and PMSM wire diameter (DV3, dwire,
[0.6, 0.7] mm). Other parameters in this case can be found in
Table 4. In Scheme 1, two objectives are put into one ANN
as the outputs for both SR1 and SR2. Based on the proposed
SR1 and SR2 in Section 3, two different ANN models are
established in this scheme: one maps from three DVs to the
total motor-drive power losses Pdrive and mass Mdrive, and the
other maps from three DVs to the loss/mass correction factors.
In particular, the ANN of SR1 in Scheme 1 represents the fol-
lowing relation:

y ¼ F xð Þ () Pdrive;Mdriveð Þ ¼ FScheme1
SR1

fsw; hag; dwire
� � ð8Þ

which means this ANN is learning the relation from the three
DVs to the target data Pdrive and Mdrive, replacing all the sim-
ulation models of motor-drive performance. Regarding the

ANN of SR2, it represents another relation:

y ¼ F xð Þ () kc;loss; kc;massð Þ ¼ FScheme1
SR2

fsw; hag; dwire
� � ð9Þ

where kc;loss is the motor-drive loss correction factor and kc;mass

is the total mass correction factor. They are linking the analyt-
ical model estimations (Pa;drive andMa;drive) to the target data of

joint simulation, Pdrive andMdrive. The correction factor kc;loss is

given by Pdrive=Pa;drive, and kc;mass is given by Mdrive=Ma;drive.

5.2.2. ANN design scheme with one output, Scheme 2

The second ANN design scheme decouples the two objectives
by using two separated neural nets, i.e. one ANN is for map-
ping the power loss, the other for the mass mapping. This
design scheme trains the ANNs only with one output thus it
can get rid of the linkage between two objectives during the
training. The ANN of SR1 in Scheme 1 represents the follow-
ing relation:

y ¼ F xð Þ () Pdrive ¼ FScheme2
SR1 ;P

fsw; hag; dwire
� �

Mdrive ¼ FScheme2
SR1 ;M

fsw; hag; dwire
� �(

ð10Þ

which means one ANN is learning the relation FScheme2
SR1 ;P

from

the three DVs to the first objective Pdrive, the other ANN is
Fig. 11 Joint simulation sche
learning the relation FScheme2
SR1 ;M

from DVs to the second objective

Mdrive. Regarding the SR2 in Scheme 2, it represents the correc-
tion approach using the following two ANNs:

y ¼ F xð Þ () kc;loss ¼ FScheme2
SR1 ;P

fsw; hag; dwire
� �

kc;mass ¼ FScheme2
SR1 ;M

fsw; hag; dwire
� �(

ð11Þ

Therefore, all the inputs/outputs in Scheme 2 are the same with
the Scheme 1 but using one more ANN for each SR. Obvi-
ously, both Scheme 1 and Scheme 2 are focusing on two objec-
tives of the motor-drive optimization problem. In contrast, the

next design scheme (Scheme 3) will use an integrated objective
for the ANN training, which leaves two outputs and only
needs one element in the ANN output layer.

5.2.3. ANN design scheme mapping the integrated objective,
Scheme 3

Since this case is studying on a multi-objective optimization
problem, a Pareto front will be usually generated after opti-
mization. In order to further give the best design point, an inte-
grated index r of two objectives is utilized to select one
particular point for the Pareto front in objective space, the cri-
terion for this decision-making solution is the minimal distance
from ideal objectives 21,23,47:

Solution � min rið Þ ð12Þ
where

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kMA

Mi

Mmax

� �2

þ Pi

Pmax

� �2
s

ð13Þ

where Mi is the mass of the ith solution; Mmax is the maximal

mass of all designs; Pi is power losses of the ith solution;
Pmax is the maximal power losses of all designs; kMA is the
weight of mass objective.

kMA is usually set as 1 which means two objectives have the
same priority. But, in practice, different objectives can be pri-
oritized by changing the weight value in Eq. (13). Obviously,
the best design obtained from Eqs. (12) and (13) will differ
with regards to kMA. In particular, when kMA increases, power
loss of the best design will climb up while the mass will
me of motor drive system.
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decrease. For the MEA application, kMA is usually set larger
than 1 since the mass objective has a higher priority. In this
case study, kMA is pre-assumed as 3 according to the finding
of Ref.21.

Based on Eqs. (12) and (13), the third scheme of ANN is
designed to map from DVs directly to the r value, which leaves
two objectives in the ANN training. The motivation of this
design is that, the best design point of optimization is directly
determined by r value thus this ANN design scheme can also
serve as the basis of optimization. Obviously, after the sample
data collection, the objective data should be pre-processed
using Eqs. (12) and (13) to give r value, which is required by
the ANN training in Scheme 3. Therefore, the ANN of SR1

in Scheme 3 represents the following relation:

y ¼ F xð Þ () rdriveð Þ ¼ FScheme3
SR1

fsw; hag; dwire
� � ð14Þ

which means this ANN is learning the relation from the three

DVs to the processed target data rdrive, by using the samples
collected from the joint simulation models. On the other hand,
the ANN of SR2 represents the relation:

y ¼ F xð Þ () kc;rð Þ ¼ FScheme3
SR2

fsw; hag; dwire
� � ð15Þ

where kc;r is the motor-drive correction factor of r value. kc;r is

calculated by rdrive=ra;drive, where ra;drive denotes the r value esti-

mation of motor-drive analytical models.
As discussed above, in the proposed three ANN schemes, the

first two are mapping from design variables to the two (or more)
objectives while the third one is mapping the integrated objec-
tive, r. And the unique difference between the first two schemes
is just whether using only one ANN to do the mapping or not.
Regarding the studied motor-drive optimization problem, three
variables (fsw; hag; dwire) are considered here and three ANN
schemes (six ANN models due to two SRs) are all using r value
to represent the fitness of design points and to determine the final
Table 4 Parameters and variables of motor-drive case study.

Parameter Value

Rated speed (r/min) 1500

Electrical frequency (Hz) 125

Input RMS current (A) 10.162

No. of turns per phase 80

Axial length (mm) 54

Depth of tooth tip (mm) 1.26

Depth of tooth base (mm) 19.67

Tooth tang angle (�) 38.38

Tooth base faction 0.6033

PM height (mm) 4.4

Coil density (kg/m3) 8960

Coil conductivity (S) 5:7� 107

Rotor radius (mm) 28.6

Yoke Depth (mm) 6.88

Tooth tip fraction (%) 78.83

PM fraction (%) 88.19

PM density (kg/m3) 7500

PM relative permeability 1.033

Shaft radius (mm) 17.5

Shaft density (kg/m3) 7820

Design variable Range

DV1: Switching frequency (kHz) [10, 20]

DV2: Airgap height (mm) [1, 3]

DV3: Wire diameter (mm) [0.6,0.7]
best design. However, as given by above equations, the first two
ANN schemes should output the objective values first and then
use Eq. (13) to obtain r values; In contrast, the third scheme
directly generates r values based on variable values without
using the original two (or more) objectives.

5.2.4. Research thinking of ANN training and validation

In order to implement the training of three design schemes (to-
tally six ANNs), a small number of sample data should be col-
lected from the joint simulation. After that, the surrogate
ANN can be efficiently trained by these samples. Regarding
the neuron number in the hidden layer of six ANNs, it can
be set by an algorithm developer. However, it is all simply
set as 6 in this motor-drive optimization study. The reason is
that there are only 27 sample points in ANN training thus
good regression performance can be easily obtained with 6 hid-
den neurons, which benefits from the good global generaliza-
tion capability of ANN. All surrogate models were trained
using the same train command. For their training parameters,
learning rate is set as 0.1, training goal (RMSE) is set as
0.00001, and the maximum epoch number is 1000. The ANNs
can be trained in few seconds on a standard computer. Their
validation performance will be given in Section 5.3.

Furthermore, the trained ANNs will be tested by the new
data collected from another round of joint simulation for the
ANN model validation. The new round of joint simulation will
generate new data for ANN validation. If the ANN predic-
tions are very close to the joint-simulation data at these new
samples, the validation is successful (for example, the relative
error of all samples are smaller than 1%). Otherwise, the val-
idation fails, and the ANN should be re-trained. The diagram
of the motor-drive performance validation is depicted in
Fig. 12. Details of the four steps in this approach are discussed
as follows:

Step 1. The joint simulation establishment.As discussed
above, MATLAB analytical model is used to feedforward
parameters to two different simulation platforms (Motor-

CAD for PMSM loss/mass analysis, PLECs for converter
loss analysis). Noting that most of the parameters delivered
to MotorCAD (geometries, windings, input current etc.) do

not need to be delivered to PLECs (for example PM height,
slot fraction, motor axial length), because the MotorCAD
model is the detailed FEA model of PMSM while the
PLECs is a high-level simulation model of the motor-

drive circuit.
Step 2. The data collection via the established joint simula-
tion.At the beginning, a design space with one or several

variables should be assumed for a motor-drive multi-
objective optimization problem. Then, sample at least two
values (i.e. upper/lower boundary) for each design variable.

For example, in this case, there are 3 design variables and 3
values are sampled for each variable during the first round

of joint simulation. Therefore, there are totally 33 ¼ 27
design points. Since 3 different values are sampled for each

variable, this sampling scheme is denoted as ‘‘sweep3”. For
each design point, the joint simulation should be run for
one time and the corresponding power loss results of both

analytical and simulation models can be obtained. There-
fore, the second step of this case is mainly running the joint
simulation based on a sampling scheme in the design space
and collected the detailed power loss data. The ‘‘sweep3”

sampling is further illustrated in Fig. 13.
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Step 3. ANN training part after getting the processed train-

ing data from the joint-simulation models.The power losses
of different components are considered in the joint simula-
tion: the PM loss, stator (York andTooth) iron loss, and cop-

per loss in PMSM, as well as the conduction loss, switching
loss in the converter devices (i.e. six IGBTs and six Diodes).
That means, in SR2, all the analytical models are needed and
all the loss values should be collected from the joint simula-

tion (with regards to design variables). However, in the
ANN training stage of SR1 and SR2, all these power losses
were summated up to generate the whole power loss of the

motor drive. Regarding the mass of motor drive, as men-
tioned, the inverter mass is assumed fixed (as 5 kg) and the
motor mass will change with regards to the variables.

Step 4. Validate/test the trained ANN using another round
of joint simulation.In this step, it is suggested using new
data as much as possible thus the sampling scheme should
be different from that in Step 2. In this case study, 4 differ-

ent values are sampled for each variable (named as
‘‘sweep4”, shown in Fig. 13) and the second round of joint
simulation is then exercised. Under this sampling scheme,

for each design point, the loss/mass/r estimation from the
analytical model need to be corrected by the corresponding
correction factor (given by SR2 ANN); after that, the cor-

rected loss/mass/r value should be compared with the col-
lected simulation data to see whether the error is
acceptable. For the other ANN SR1, the predictions can

be directly compared with the collected new data. If the
error at every design point is very small (for example, rela-
tive error smaller than 1%), the validation is successful.
Finally, the validated ANNs can be used to do the

motor-drive power loss optimization using the exhausted
algorithm, which will be discussed in the next subsection.

5.3. Validation results of surrogate roles in three schemes

Fig. 13 shows the overall scheme of sweep3 and sweep4. The first
and the last values of each DV are the boundary values of their
ranges while the other sampled values are evenly distributed in
the middle. For example, in sweep4, a1 and a4 are the lower
and upper boundaries of DV1, and the distance of adjacent val-
ues equals (a4�a1)/3. Obviously, in sweep4, most of 64 sample
points are not included in sweep3 sampling which provides the
training data (27 samples) for ANN. One the other hand,
Fig. 13 also depicts the series number of DV combinations for
each sample value of DV3. In sweep3, the series numbers are
given as 1,2,...,9 for every value of DV3. And in sweep4, when
a value of DV3 is confirmed, there will be 4� 4 designs whose
series numbers are marked as 1,2,...,16, which serves as the basis
of demonstration in the following validation results.

After training and test, the relative errors of the above-
mentioned six ANNs using the sweep4 design points are shown
in Figs. 14–16. In these figures, the x axis all represents the ser-
ies number (1 to 16) of motor-drive design points and every
solid/dotted line gives the relative prediction errors of 16
design points with a certain value of DV3. Since both Scheme 1
and Scheme 2 consider two objectives as the ANN outputs,
they are compared in Figs. 14 and 15 with two subfigures
(one subfigure for loss prediction, the other for mass predic-
tion). And in Figs. 14&15, all Scheme 1 results are depicted
using solid lines while dotted lines are used for Scheme 2.
Based on Scheme 3, the integrated objective (r value) is consid-
ered as the unique ANN output and two ANN models from
SR1 and SR2 are compared in the Fig. 16.

As shown in Figs. 14&15, generally, the validation perfor-
mance of Scheme 2 is a little better than the Scheme 1, no mat-
ter for which surrogate role, SR1 and SR2. The main reason is
that, Scheme 2 decouples the linkage between two objectives
by training two independent ANNs thus, Scheme 2 can get a
better training and prediction performance. For example,
regarding the mass prediction shown in Fig. 14(b), all 64 abso-
lute errors of Scheme 2 are smaller than 0.05%; In contrast,
half of the absolute errors in Scheme 1 are larger than
0.05% and the ‘‘Dwire=0.667 mm” results are larger than
0.06%. However, it should be noted that, the prediction differ-
ence between Scheme 1 (solid lines) and Scheme 2 (dotted
lines) is not much in this case study, especially for the SR2

results in Fig. 15. The biggest relative RMSE difference is only
0.062%, as shown in Fig. 14(a). This is mainly due to the good
learning capacity of ANN and the small amount of training
data set. Both Scheme 1 and Scheme 2 can easily and effec-
tively learn the designed relations with negligible errors.

On the other hand, compare Fig. 14 with Fig. 15, it is found
that the SR2 models perform better than the SR1 models, no
matter for which ANN design scheme. Regarding the mass pre-
diction (right-side subfigures), the relativeRMSEof SR1 models
is 20 times bigger than SR2 models in Scheme 2, and 30 times big-
ger than SR2 models in Scheme 1. Therefore, in this case, using
ANN predictions to correct the analytical models (SR2

approach) makes the ANN training easier than that of direct
mapping approach (SR1). It is important to notice that, the
SR2 approach is not always superior than the SR1, the perfor-
mance of trained model depends on the characteristics of train-
ing data and should be case-specific. Namely, which surrogate
role is better is mainly determined by the characteristics of
ANN input–output data. After the correction process in SR2,
the data may become easier to train an ANN but, in some cases,
the direct mapping approach (SR1) can be a better choice if the
originalmotor-drive performance data shows an easier relation-
ship with regards to DVs. In the Case I, the loss prediction per-
formance of SR1 is a little better than SR2, see Section 4.

Finally, Fig. 16 gives the validation results of Scheme 3. The
results from the SR1 ANN model are depicted by solid lines
while dotted lines are used for the error results of SR2 ANN
model. Obviously, SR1 approach performs better than the SR2

approach (with aRMSEdifference of�0.05%). This conclusion
is the same with the comparisons in Scheme 1 and Scheme 2
because all three ANN design schemes are use the same training
data (from sweep3) and the same validation data (from sweep4).

5.4. Optimization results

After ANN training and validation, for themulti-objective opti-
mization of drive system, a large amount of data should be sam-
pled for the global optimization framework. As summarized in
Table 5, 11 values of fsw, 11 values of hag, and 11 values of Dwire

were sampled. The total sample number is 1331. Besides, the
maximum and minimum values of power loss and mass from
analytical models and FEA are also given in Table 5. Among
that, the maximum objective values should be used in Eq.(13)
to derive the r values for training and optimization.

Based on the proposed two surrogate roles (Section 3) and
three design schemes (Section 5.2), six ANNs were trained sep-
arately and their validation results have been given in the last
subsection. After that, the optimization using six ANNs were
exercised one by one using the small sample steps. No matter
for the direct mapping approach (SR1) or the ANN-aided cor-



Fig. 12 Research thinking of ANN training and validation.

Fig. 13 Design variable combinations for sweep3 and sweep4.
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rection approach (SR2), the optimization can all be finished in
a short time (see the last column in Table 6) because both ana-
lytical models and trained ANNs only contain simple math
functions which are running very fast. However, since the
direct mapping approach does not need to run the motor-
drive analytical models, it is faster than the correction
approach. After the optimization, the best design from all six
ANN-based methods are summarized in Table 6, together with
their time cost of doing optimization on a standard computer.
Besides, the optimal design was used as the inputs to simulate
the detailed joint-simulation (one design point costs more than
1.5 min), and the total motor-drive loss and mass (target data)
were also obtained and given in Table 6. It would cost a very
long time if only using the joint simulations (conventional
approach) to sample the 1331 design points.

It is found that, all six models can result into the same opti-
mal design point. Though they are predicting different values
of power loss, mass, and r, their differences and the errors with
the joint-simulation data all remain in a very low level. The abso-
lute relative errors of power-loss prediction are no bigger than
0.2% and for the mass prediction, the errors are smaller than
0.071%. The target r value of this optimal design is 1.844541,
calculated by Eq. (13); Therefore, the relative r errors are within
[�0.0273%, 0.0011%], extremely close to the target data. That is
why all six models can generate the same best design point. In
addition, seen from Table 6, the two conclusions of the model
comparison in the validation (Section 5.3) also fit the results
after optimization: Scheme 2 performs better than Scheme 1
and SR2 models give a better prediction than SR1.

Finally, choose the scheme/role candidate (Scheme 3, SR2)
which has the closest r value (optimal) with the target data to
output the optimization results for this problem. All the 1331
samples and the best design point are plotted in Fig. 17. There
is a clear Pareto front in this 2-dimensional objective space,
which shows the trade-off between two objectives. As men-
tioned, all six models can result into the same optimal design
point and very close predictions. Therefore, the optimization
results in the objective space from other five models should
be extremely closed to that in Fig. 17.

5.5. Discussion of Case II

Seen from above discussions of feasible ANN design schemes
and their optimization results, the proposed two SRs can be
easily applied into three different ANN schemes in this
multi-objective motor-drive optimization problem. More
importantly, all ANNs are efficient and can provide accurate
specific estimations for the optimization. Therefore, compared
with the conventional FEA-based methods, the proposed ML
SRs of motor drive are time-saving to do the optimization. As
mentioned in Section 3.2, another advantage of the ANN-



Fig. 14 Validation results of SR1 models in Scheme 1 and

Scheme 2. Fig. 15 Validation results of SR2 models in Scheme 1 and

Scheme 2.

Fig. 16 Validation results of two ANNs in Scheme 3.
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aided approach is that it has no risk of getting stuck in local
optimum due to the utilization of exhaustive algorithm. For
the FEA-based optimization using search algorithms, they
usually need to sample hundreds even thousands of design
points and the search algorithm may also bring the risks of
local optimum. Lastly, the six trained ANN models can all
be feasible for the optimization in any potential design sub-
spaces (the original space can be found in Table 5), also
quickly and accurate, without training new ANNs. This fact
does not fit with the conventional search methods, there may
be few of previously searched samples in a subspace thus they
cannot be used to determine the optimal design.

However, there is one limitation of the proposed ANN aided
optimization approach: the trained ANN(s) may not work well
for the variable ranges out of the original design space. Namely,
if enlarge the design space, the prediction performance of the
trainedANN(s) cannot be guaranteed. It is because the raw data
collected will not cover the whole design space. For the design
points out of range, the FEA model (or experiment) is still
needed to train new ANN(s), which can then provide the accu-
rate estimations for the whole space. Therefore, it is suggested
the motor-drive variables and their ranges should be well
selected before using the ANN aided approach.

6. Conclusions

This paper considered two surrogate roles (SRs) of ANN for
motor-drive optimization problems: SR direct mapping
approach (SR1) and SR correction approach (SR2). Two sur-
rogate roles are defined after introducing the fundamentals
and surrogate functions of ANN. In addition, technical details
of training ANNs are given in two case studies, including sam-
ple collection, data process, ANN training, validation of
trained ANNs, etc. In the first case, the trained SR models
are discussed, and they show the priority of accuracy and fea-
sibility over other surrogate candidates. In the second case,
three design schemes of ANN are proposed for the motor-



Table 5 Design space of motor drive system.

fsw(kHz) hag(mm) Dwire(mm) Pa;drive(W) Pdrive(W) Ma;drive(kg) Mdrive(kg)

Range [10,20] [1,3] [0.6,0.7] [112.0836, 166.1161] [96.4362, 145.4770] [8.9557, 9.3021] [9.0498, 9.4073]

Sampling step 1 0.2 0.01

Table 6 Best design point of six ANN approaches.

Scheme SR fsw(kHz) hag(mm) Dwire(mm) Loss

prediction

(W)

Pdrive, target

data (W)

Mass

prediction (kg)

Mdrive, target

data (kg)

r Time

cost (s)

1 SR1 10 2.4 0.62 107.952468 107.7415 9.168831 9.175265 1.844038 0.051

SR2 10 2.4 0.62 107.631148 107.7415 9.175445 9.175265 1.844267 58.04

2 SR1 10 2.4 0.62 107.859951 107.7415 9.172392 9.175265 1.844383 0.061

SR2 10 2.4 0.62 107.686897 107.7415 9.175370 9.175265 1.844407 43.18

3 SR1 10 2.4 0.62 107.7415 9.175265 1.844120 0.03

SR2 10 2.4 0.62 107.7415 9.175265 1.844561 42.08

Fig. 17 Optimization results in the two-objective space,

Scheme 3, SR2.

Surrogate role of machine learning in motor-drive optimization 227
drive multi-objective optimization problem and two SRs were
tried for every design scheme. After the ANN training and val-
idation analysis, it is found that both SRs can be easily applied
into three different ANN schemes in this motor-drive opti-
mization; six different ANN models are all efficient and accu-
rate, and they can predict the same optimal design point
though their ANN designs are totally different. Generally,
SR2 represents a small superior over SR1 in this optimization
case but noting that, the performance of SR depends on the
characteristics of collected training data thus should be case-
specific.
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15. Dragičević T, Wheeler P, Blaabjerg F. Artificial intelligence aided

automated design for reliability of power electronic systems. IEEE

Trans Power Electron 2018;34(8):7161–71.

16. Hornik K, Stinchcombe M, White H. Multilayer feedforward

networks are universal approximators. Neural Networks 1989;2

(5):359–66.

17. Zhang S. Artificial intelligence in electric machine drives:

Advances and trends. arXiv preprint:211005403, 2021.

18. Xu Y, Zhang Z, Yu L, et al. Indirect measurement and extreme

learning machine based modelling for flux linkage of doubly

salient electromagnetic machine. IET Electr Power Appl 2018;12

(5):643–50.
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