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Abstract- The LCL-type three-level grid-connected inverter is 

extensively employed in photovoltaic (PV) power generation 

systems, which has multiple individually controlled objectives. To 

this end, an integrated Division-Summation (I-D-Σ) control 

strategy is proposed in this paper, which can consider grid-

connected current tracking, neutral-point potential (NPP) 

balance control, resonance suppression and low-frequency 

common mode voltage (CMV), simultaneously. To compensate 

for the fact that the Dual-Division-Summation (D-D-Σ) method 

only considers grid-connected current and resonance suppression, 

a virtual zero potential point is added for NPP balance control. 

Additionally, a low-frequency CMV estimation method based on 

Fully Connect-Convolutional Neural Network (FC-CNN) is 

proposed, which perfectly avoids the unobservability of 

sensorless CMV. The I-D-Σ method can effectively reduce the 

low-frequency CMV, which is compensated by the low-frequency 

CMV. The effectiveness of the proposed strategy was verified 

through comparative experimental results. 

Index Terms—I-D-Σ control strategy, zero potential point, 

common mode voltage, estimation method 

I.  INTRODUCTION 

PV power generation technology, as one of the renewable 

energy generation technologies, is an important energy supply 

in response to the energy conversion process [1]. As an 

DC/AC conversion equipment, the performance improvement 

of PV grid-connected inverter is related to energy conversion 

efficiency and power quality [2]. The LCL-type three-level PV 

grid-connected inverter has been widely used due to its higher 

power generation efficiency and higher grid-connected current 

power quality. The LCL-type three-level PV grid-connected 

inverter has numerous control objectives that controlled 

separately, such as grid-connected current, NPP balance, 

resonance suppression, and CMV [3]. 

Taking a single LCL-type three-level grid-connected 

inverter as an example, grid-connected current control is the 

primary goal. Common grid-connected current control 

methods include Proportional Integral (PI) control [4], Quasi 

Proportional Resonance (QPR) control [5], repetitive control 

[6], deadbeat control [7], D-Σ digital control [8], et al. Among 

them, PI and QPR control require coordinate transformation, 

which get poor control effect under unbalanced grid. 

Repetitive control has poor dynamic performance. Deadbeat 

control and D-Σ digital control have high response speed and 

control accuracy, but are highly dependent on circuit 

parameters. In order to expand the application of D-Σ control 

in LCL-type grid-connected inverter, a D-D-Σ control method 

combined with parameter estimation algorithm is proposed in 

[9] to compensate for the sensitivity problem of the D-Σ 

control method. For LCL-type inverter, resonance effects 

make its control more complex. The common resonance 

suppression methods can be divided into passive and active 

damping methods [10]. The energy loss of passive damping 

methods leads to it not being separately suppressed for 

resonance. The mature active damping methods include state 

variable feedback method, impedance reshaping, et al. 
Generally, the grid-connected current control combined with 

resonance suppression can independently control the 

corresponding control objective to ensure the power quality of 

the AC-side of the grid-connected inverter. Even though the 

D-D-Σ strategy can simultaneously control the grid-connected 

current and resonance, it uses the injection NPP balance 

method. The NPP fluctuation and low-frequency CMV are not 

considered in the derivation process of the D-D-Σ strategy. 

The NPP balancing methods can be divided into additional 

balancing circuit [11], modulation-based method [12] and 

zero-sequence component injection method [13]. However, 

the NPP balance method based on modulation strategy is more 

complex, which has huge amount of calculation. The zero-

sequence component injection method requires high sampling 

accuracy for grid-connected current. In addition, the CMV 

will appear in the topology without connection between the 

DC-side and the neutral-point of the grid. Generally, the CMV 

includes the high-frequency CMV with switching frequency 

times and the low-frequency CMV with zero-sequence 

component injection, which is three times the fundamental 

frequency [14]. There are many methods to optimize 

modulation strategies for suppressing high-frequency CMV or 

considering both high-frequency CMV and NPP balance 

[15][16]. However, low-frequency CMV is also a concern in 

CMV-related problems such as challenges with filter design 

[14]. 

Although the above four objectives have achieved good 

results when controlled separately or partially, there are few 

control algorithms that can be applied to multiple control 

objectives. Model predictive control (MPC) is a global control 

method that can simultaneously consider the multiple 

objectives, which is also widely used in three-level grid-

connected inverter [17][18]. There is no reported integrated 



control method that can fully consider the four control 

objectives described in this paper. Even with MPC, due to the 

lack of sensors for CMV, optimization modulation strategies 

are still used to suppress high and low frequency CMV. The 

closed-loop or injection based low-frequency CMV 

suppression methods have not yet been developed. 

In order to achieve multi-objectives integrated control of 

LCL-type three-level grid-connected inverter, the main 

research contributions in this paper are as follows. 

(1) Based on D-D-Σ control method, an I-D-Σ control 

method which can realize multi-objectives integrated control 

is proposed in this paper. The proposed method can 

simultaneously consider the grid-connected current, NPP 

balance, resonance suppression and low-frequency CMV. 

(2) During the derivation of I-D-Σ control method, a 

concept of virtual zero potential point is proposed to balance 

the fluctuation of NPP. 

(3) A low frequency common mode voltage injection 

suppression method is proposed. A FC-CNN method is used 

to estimate the low-frequency CMV, which can avoid the 

unobservability of CMV. 

This paper is organized as follows. In Section II, the 

specific derivation process of I-D-Σ control method is 

introduced in detail. The unobservability and estimation 

method of low-frequency CMV are proposed in Section III. 

Section IV demonstrates the effectiveness of the proposed 

method through experimental results. 

II. PRINCIPLE OF I-D-Σ CONTROL STRATEGY 

Taking the LCL-type T-type three-level grid-connected 

inverter as an example, which is shown in Fig. 1, Udc is the 

DC-side voltage. Ca1 and Ca2 are DC-side capacitances, and 

uCa1 and uCa2 represent their voltage values, respectively. Lxi, 

Lxg and Cx are components of LCL filters. ixi and ixg represent 

x-phase current of Lxi and Lxg, respectively. UPCCx represents 

the x-phase grid voltage. Where, x= a, b, c. 
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Fig. 1. Topology of LCL-type T-type three-level inverter. 

According to Kirchhoff's Voltage Law, the mathematical 

model of the AC-side of the inverter can be expressed as: 

xgxi

xi xg xo on PCCx

didi
L L u u U

dt dt
+ = + −                    (1) 

Where, uxo is the x-phase output voltage of the inverter to 

point o, and uon is CMV between point o and point n. 

Assuming a virtual zero potential point O of DC-side 

neutral point, Eq. (1) can be converted to: 

xgxi

xi xg xO Oo on PCCx

didi
L L u u u U

dt dt
+ = + + −              (2) 

Where, uxO is the x-phase output voltage of the inverter to 

point O, which refers to the voltage under balanced NPP. uxO 

is the voltage between point O and point o. 

Based on the above definition, it can be obtained that: 

1 1 2oo C Cu u u= −                                (3) 

Within the positive and negative half cycle of the 

modulation wave, substituting Eq. (3) into Eq. (2) can obtain: 
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Where, n represents the sampling time. tPon represents the 

action time of +Udc/2. tNon represents the action time of -Udc/2.  

When the modulation wave is in positive half cycle, the 

inverter output voltage includes two working states +Udc/2 and 

0. Thus, the duty ratios in positive half cycle corresponding to 

+Udc/2 (P), 0 (O)and -Udc/2 (N) can be set to: 

1

0

xP x

xO x

xN

d d

d d

d

=


= −
 =

                                   (5) 

Where, dx is the duty cycle expression. x = a, b, c. 

Thus, the duty ratios in negative half cycle can be set to: 
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                                    (6) 

Division: 

During positive half cycle Ts/2, the division of the inverter-

side inductance current and grid-connected current in positive 

half cycle can be obtained as: 
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Where, Δixyz+ represents current variation in positive half cycle 

corresponding to working state z of phase x on y-side 

inductance under positive half cycle. x = a, b, c. y = i 

(inverter), g (grid). z = P, O, N. 

During negative half cycle Ts/2, the division can be 

obtained as: 
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Where, Δixyz- represents current variation in negative half cycle 

corresponding to Δixyz+. 

Summation: 

Summing the current variations in equations (7) and (8), 

and substituting the duty cycle set in equations (5) and (6), the 

AC-side mathematical expression in a complete Ts can be 

obtained as follows: 

( )1 2
2

dc
xg xg xi xi x s PCCx s C C s on s

U
L i L i d T U T u u T u T +  = − − − + (9) 

Where, Δixy is current variation of x-phase y-side inductor. y = 

i (inverter), g (grid). 

Rewriting Eq. (9) to obtain the modulation wave expression 

as follows: 
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The current variations can be obtained by subtracting the 

sampling value ix(n) at nth switching period from the current 

reference Ixref(n+1) at the (n+1)th switching period, which is to 

achieve grid-connected current tracking. Eq. (11) represents 

the modulation wave expression under I-D-Σ control strategy: 
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The resonance suppression effect is achieved by minimizing 

the current of the filtering capacitor [19]. Compared with the 

results in Ref. [9], the I-D-Σ control strategy proposed in this 

paper additionally considers NPP balance control and CMV. 

In Eq. (11), except for the CMV, all other variables can be 

obtained through sensors. In order to truly achieve integrated 

control of grid-connected inverter, it is necessary to estimate 

the low-frequency CMV. 

III. ESTIMATION METHOD OF LOW-FREQUENCY CMV 

A.  Unobservable of CMV 

Due to the lack of sensors for CMV, using the estimation 

method of unknown parameters, this paper tries to use the 

observer method [20]. Under I-D-Σ control strategy, the 

currents of Lxi and Lxg are considered to be consistent because 

the currents can be tracked accurately. The state equation of 

Eq. (1) can reasonably equate the LCL filter to an L filter. In 

general, if CMV is regarded as a disturbance, the state space 

equation can be obtained as Eq. (12) according to Eq. (1). 
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Where, R is the equivalent resistance of filter inductance. uno is 

treated as a slow-varying disturbance. Therefore, it can be 

considered that duno/dt = 0 [21]. 

By discretizing (12), the state-space equation in the discrete 

time domain can be obtained as Eq. (13). 
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Eq. (13) can be rewritten as: 
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The observability matrix of Eq. (14) can be expressed as: 
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The rank of WO can be obtained as 1. Therefore, Eq. (14) is 

unobservable. Meanwhile, Eq. (12) assumes that CMV is a 

slow-varying disturbance. In fact, CMV is a rapid-varying 

disturbance with low-frequency components and switching 

frequency components. Therefore, it further explains the 

unobservable of CMV. 

B.  Low-frequency CMV estimation method based on FC-CNN 

The CMV of grid-connected inverter includes the low-

frequency component caused by zero-sequence component 

injection and the high-frequency component caused by 

modulation strategy. Many references have proposed 

optimized modulation methods for high-frequency CMV 

suppression. This paper only considers the low-frequency 

CMV caused by zero-sequence component injection. 

Recently, artificial intelligence (AI) based algorithms have 

been widely used in the fields of condition monitoring 

[22][23], fault diagnosis [24][25], intelligent optimization 

[26][27]. Among them, deep learning algorithms can mine 

data characteristics through a large number of training data, 

which has good applications in nonlinear modeling [28][29], 

load forecasting [30]. In this paper, the Fully Connected-

Convolutional Neural Network (FC-CNN) is introduced to 

model and predict the low-frequency CMV [31]. 



As shown in Fig. 2, the constructed FC-CNN consists of 

input layer, one-dimensional convolution layer, adaptive 

average pooling layer, FC layer, and output layer. The hidden 

layer is composed of one-dimensional convolution layer, 

adaptive average pooling layer, and FC layer. One-

dimensional convolution layer is used to extract features from 

the input vector Uin=[uxo, ixi, ixg, UPCCx]T. Adaptive average 

pooling layer is used to reduce the dimensionality of feature 

extraction in convolutional layers while preserving key 

information in deep features. Multiple FC layers are used to 

calculate and characterize the mapping function between 

convolutional layer features and low-frequency CMV. 
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Fig. 2. Structure of the proposed FC-CNN used for low-frequency CMV 

estimation. 

In Fig. 2, the input dimension is 12, which is the number of 

neurons in the input layer. In the hidden layer, M1, M2, … , 

M12 are one-dimensional convolution outputs of 12 channels. 

Then, three FC layers are used to find the mapping 

relationship between the output and features. ReLU activation 

function is used to connect each FC layer [32]. The output is 

low-frequency CMV with an output dimension of 1. The 

entire neural network training uses root mean square error as 

the loss function [33]. 

In actual grid-connected inverter systems, there are no 

sensors for the inverter output voltage, which is also a high-

frequency signal. Therefore, a high-speed data acquisition 

system includes a LTC2290 chip (12-bit and 10MHz, from 

ADI company) and FPGA chip (ZYNQ7020 from Xilinx 
company) is designed to sample the data of uxo, ixi, ixg, UPCCx, 

and uon. The collected data are processed by MATLAB 

software. 

Selecting data from 10 power frequency cycles as training 

data, with a sampling frequency of 2.5MHz and an inverter 

switching frequency of 10kHz for the acquisition system. 

Firstly, the collected data are preprocess by taking the average 

of every 50 sampling points. The data within 10 power 

frequency cycles is 10000 sampling points. Secondly, low-

pass filtering is applied to the processed output voltage and 

low-frequency CMV to retain the fundamental and triple 

fundamental frequency components. Finally, FC-CNN was 

used for offline training and validation, with validation data of 

2 power frequency cycles. The training data can be 

represented as: 

( ) ( ) ( ) 1 1 2 2, , ,m m

in no in no in onu u uU U U， ，，              (16) 

Where, m is number of training data, m=10000. 

Inputting the processed input vector and output variable 

data to FC-CNN to establish a mapping relationship. 

Assuming N and M are the number of neurons in the input 

layer and hidden layer, respectively. For the first hidden layer, 

the output F
k 

1  corresponding to the input vector U
k 

in can be 

expressed as: 

( )1 1 1

k k

h inf= +F WU b                         (17) 

Where, W1 and b1 are weight parameters and bias parameters 

of first hidden layer, respectively. fh is the activation function 

of the hidden layer. 

The outputs F
k 

2  and F
k 

3  corresponding to the second hidden 

layer and the third hidden layer are obtained in the same way. 
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Where, W2 and b2 are weight parameters and bias parameters 

of second hidden layer, respectively. W3 and b3 are weight 

parameters and bias parameters of third hidden layer, 

respectively. 

Therefore, the output ok of the entire hidden layer can be 

expressed as: 

( )4 3 4

k k

oo f F= +W b                         (19) 

Where, fo is the activation function of the output layer, and 

Sigmoid function is selected. 

The goal of FC-CNN training is to minimize the difference 

between network output ok and u
k 

on. Therefore, the average loss 

function can be expressed as: 

( )
1

1
( ) ,

m
k k

on

k

Loss o l u o
m =
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Where, l is root mean square loss function. 

IV. EXPERIMENTAL RESULTS 

In order to verify the correctness of the proposed I-D-Σ 

control method, the hardware platform of T-type three-level 

inverter based on STM32F407+EPM240T100C5N control 

chips shown in Fig. 3 is built. The designed system transmits 

data to the upper computer through a sensor system. The upper 

computer uses FC-CNN to estimate low-frequency CMV, and 

then transmits it to ARM to implement I-D-Σ method. CPLD 

chip is used to process drive signals and incorporate dead zone 

and protection functions. The hardware parameters are shown 

in Table I. The control effects of grid-connected current, 

resonance, NPP balance and low-frequency CMV are verified, 

respectively.  
TABLE I  

EXPERIMENTAL PARAMETERS 

Parameter Value 

DC-link voltage 200V 

Grid voltage(pk-pk) 140V 

Grid-connected current 10A 

Inverter-side inductor Lxi 3.8mH 

Grid-side inductor Lxg 1.1mH 



Filter capacitor Cf 20μF 

Fundamental frequency 50Hz 

Switching frequency 10kHz 

Sampling frequency 10kHz 
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Fig.3 Experimental platform of a T-type three-level inverter with LCL filter. 

Testing the experimental platform using the hardware 

parameters shown in Table I, and comparing the NPP balance 

control effect between the proposed I-D-Σ method and the D-

D-Σ method with zero-sequence injection. The experiment 

results also compare the effects before and after the 

modulation wave with low-frequency CMV injection. Set two 

parameters as: 

1

2

2 / ( )

2 / ( )

p xi dc s

p xg dc s

K L U T

K L U T

=


=

                       (21) 

A.  Verification of grid-connected current tracking effect 

Fig. 4 shows the dynamic waveforms of grid-connected 

currents under different grid-connected current control 

parameter Kp2. When the current reference value is 10A, 

according to the control parameter rules derived in this paper, 

it can stabilize the grid-connected currents at 10A. However, 

when the value of Kp2 is reduced, it can be observed that after 

a brief fluctuation, the actual value of the grid-connected 

currents is less than 10A. Restoring the Kp2 value can restore 

accurate tracking effect of grid-connected currents. 
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(c) 

Fig.4 Grid-connected currents control effect of different Kp2. (a) Overall 

dynamic waveform. (b) Reducing Kp2. (c) Increasing Kp2. 

B.  Verification of resonance suppression effect 

Fig. 5 shows the dynamic waveforms of grid-connected 



currents under different resonance suppression parameter Kp1. 

The Kp1 can make the grid-connected currents operate stably. 

However, reducing Kp1 will trigger resonance, and harmonics 

appear in the grid-connected currents, as shown in Fig. 5 (b). 

Restoring the setting resonance suppression parameter Kp1 can 

eliminate the resonance effect of grid-connected currents. 
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Fig.5 Resonance suppression effect of different Kp1. (a) Overall dynamic 

waveform. (b) Reducing Kp1. (c) Increasing Kp1. 

C.  Verification of NPP balance effect 

Fig. 6 shows the NPP balance control effect under different 

control methods. Fig. 6 (a) adopts the I-D-Σ method proposed 

in this paper, while Fig. 6 (b) adopts the D-D-Σ method with 

zero-sequence injection. Similarly, the experimental process in 

Fig. 6 did not consider the influence of low-frequency CMV. 

During the testing process, by changing the reference value of 

the NPP difference, it can be seen that the two methods have 

the same control effect. However, when the NPP fluctuates, it 

can cause spikes in the CMV. It has also been proven that the 

low-frequency CMV is related to the components of NPP 

balance control. The NPP imbalance will increase the 

amplitude of the low-frequency CMV. 
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(b) 
Fig.6 NPP balance control effect of different control method. (a) The 

proposed I-D-Σ method. (b) The D-D-Σ method with zero-sequence injection. 

D.  Verification of low-frequency CMV suppression effect 

This paper uses FC-CNN to train and predict the collected 

data of low-frequency CMV. The predicted low-frequency 

CMV is shown in Fig. 7, with a training set of 8000, a 

validation set of 2000, and a test set of 4000. From Fig. 7, it 

can be seen that the learning mechanism of FC-CNN can 

achieve accurate prediction of low-frequency CMV. 

Furthermore, the predicted low-frequency CMV is introduced 

into the control chip to form a lookup table method for 

injecting low-frequency CMV. Under unchanged operating 

conditions, low-frequency CMV can be cyclically injected. 
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Fig. 7 Waveform of low-frequency CMV estimation results based on FC-

CNN. 

Fig. 8 shows the comparison waveforms before and after 

using the I-D-Σ method considering low-frequency CMV. 

From the figures, it can be seen that the proposed low-

frequency CMV estimation method can accurately estimate 

the CMV, which is achieved through the DA conversion 

function of the controller. Through comparative experiments, 

it can be proven that the I-D-Σ method proposed in this paper 

can effectively reduce the low-frequency CMV caused by the 

presence of low-frequency components in the modulated wave.  
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(b) 
Fig.8 Comparison waveforms before and after using I-D-Σ method 

considering low-frequency CMV. (a) Without considering low-frequency 

CMV. (b) With considering low-frequency CMV. 

Due to the same derivation process, the effect of grid-

connected current tracking and resonance suppression of I-D-

Σ method and D-D-Σ method should be consistent under 

strong and weak grid. This is also demonstrated by the 

dynamic waveforms under the control parameter changes in 

Fig. 4 and Fig. 5. The comparative experiment in Fig. 6 can 

prove that the I-D-Σ method and the D-D-Σ method combined 

with the zero-sequence injection have the same NPP balancing 

ability. It has also been proven that the low-frequency CMV is 

related to the components of NPP balance control. The NPP 

imbalance will increase the amplitude of the low-frequency 

CMV. This is because the output voltages of inverter will 

fluctuate when NPP is unbalanced. The proposed method is 

similar to the NPP control of the triple fundamental frequency 

zero-sequence component injection, which will lead to the 

fluctuation of the low-frequency CMV. In addition, the 

comparative experiment in Fig. 8 proves that the low-

frequency CMV is also suppressed under the condition of 

equivalent control effect of NPP balance. The I-D-Σ method 

proposed in this paper has stronger integrated characteristics, 

and considers grid-current tracking, resonance suppression, 

NPP balance and low-frequency CMV. 

V. CONCLUSIONS 

In order to solve the problem of multiple and separate 

control objectives for LCL three-phase T-type three-level grid 

connected inverters, an I-D-Σ control method based on the D-

D-Σ algorithm to achieve integrated multi-objectives control is 

proposed in this paper. For superimposing the NPP control 

effect in the D-D-Σ method, a virtual zero potential point is set 

at the neutral point of DC-side. This method is similar to 

superimposing the zero-sequence injection component in the 

modulated wave, and the control effect is also equivalent. 

Meanwhile, a FC-CNN based low-frequency CMV estimation 

method is proposed. The estimated result is compensated into 

the I-D-Σ method, which effectively reduces the amplitude of 

the low-frequency CMV. The experimental results also verify 

the effectiveness of the I-D-Σ method proposed in this paper, 

which realize the integrated control of multi-objectives. Due to 

the difficulty of estimating high-frequency components, 

further reduction of high-frequency CMV can be considered 

by improving the modulation strategy in the future. 
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