IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 16 September 2024, accepted 10 October 2024, date of publication 17 October 2024, date of current version 29 October 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3482572

== RESEARCH ARTICLE

Machine Learning Pipeline for Energy and
Environmental Prediction in Cold
Storage Facilities

NASSER ALKHULAIFI“12, ALEXANDER L. BOWLER 3,

DIRENC PEKASLAN“2, (Member, IEEE), GULCAN SERDAROGLU?,
STEVE CLOSS*, NICHOLAS J. WATSON3, AND

ISAAC TRIGUERO 361, (Senior Member, IEEE)

! Computational Optimisation and Learning (COL) Laboratory, School of Computer Science, University of Nottingham, NG8 1BB Nottingham, U.K.
2Laboratory for Uncertainty in Data and Decision Making (LUCID), School of Computer Science, University of Nottingham, NG8 1BB Nottingham, U.K.
3School of Food Science and Nutrition, Faculty of Environment, University of Leeds, LS2 9JT Leeds, U.K.

“#Faculty of Engineering, University of Nottingham, NG7 2RD Nottingham, U.K.

SDepartment of Computer Science and Artificial Intelligence, University of Granada, 18071 Granada, Spain

9DaSCI Andalusian Institute in Data Science and Computational Intelligence, 18071 Granada, Spain

Corresponding author: Isaac Triguero (triguero@decsai.ugr.es)

This work was supported in part by U.K. Engineering and Physical Sciences Research Council (EPSRC)

for the University of Nottingham under Grant EP/S023305/1; in part by the EPSRC Centre for Doctoral Training in Horizon: Creating Our
Lives in Data; in part by the Knowledge Generation Project funded by the Ministry of Science, Innovation and Universities of Spain, under
Grant PID2023-149128NB-100; in part by the Research, Development and Innovation [Investigacién+Desarrollo + Innovacién (I+D+i)]
Project co-funded by “Consejeria de Universidad, Investigacion e Innovacién’ under Grant C-ING-250-UGR23; and in part by European
Union Related to the European Regional Development Fund (FEDER) Andalucia Program (2021-2027). The work of Isaac Triguero was
supported by the Marfa Zambrano Fellowship funded by Spanish Ministry of Universities and Next Generation Funds from European Union.

ABSTRACT As energy demands and costs rise, enhancing energy efficiency in Food and Drink Cold Storage
(FDCS) rooms is important for reducing expenses and achieving environmental sustainability ambitions.
Forecasting electricity use in FDCSs can help optimise operations and minimise energy consumption by
enabling door opening frequency, maintenance, and restocking to be better scheduled. Although Machine
Learning (ML) has been applied to forecast energy use in various domains such as commercial and residential
buildings, its use in addressing the specific challenges of FDCS, which require stringent temperature and
humidity control for food safety and quality, has been less explored. This work addresses this gap by
proposing a tailored ML pipeline for FDCS settings capable of predicting one-week into the future and is
suitable for small dataset sizes. It provides comparative analysis by employing two distinct real-world FDCS
datasets for training, validation, and testing of the developed models. Moreover, in contrast to existing studies
predominantly concerned with energy consumption prediction, this study includes the forecasting of indoor
temperature and humidity, given their essential role in preserving the quality and longevity of stored food
items. Ensemble-based methods, particularly Random Forest, excelled and achieved the lowest electricity
MAE:s of 150.65 and 384.88 for each dataset, respectively.

INDEX TERMS Energy forecasting, feature engineering, food and drink cold storage rooms, machine
learning, sustainability.

I. INTRODUCTION
A. BACKGROUND
With escalating energy demands and costs, the UK’s food
and beverage industry is increasingly motivated to enhance
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energy efficiency, driven by the need to reduce operational
costs and meet consumer expectations for sustainability. Food
and Drink Cold Storage (FDCS) rooms, as a component of
food systems, play a crucial role in the food supply chain
by preserving a wide array of perishable goods, including
dairy, meat, and fresh produce, and ensuring their safety
by maintaining acceptable temperature and humidity levels.
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For example, wine maintenance in cellar rooms demands
a consistent temperature and abrupt changes can either
hasten its ageing process in warmer conditions or inhibit its
development in cooler environments [1]. Lower humidity can
lead to dehydration, particularly of natural elements such as
cork, resulting in air infiltration in bottles, while conversely,
excessively high humidity can encourage mould development
and damage bottle labels [2]. Accurate forecasts of electricity
consumption, indoor temperature and humidity (driven by
cooling and humidity control systems) in FDCSs can enhance
operations and scheduling (e.g. managing door opening
frequency to minimise energy loss, aligning maintenance
with lower demand periods, determining the optimal times
for restocking) leading to reduced energy consumption and
ensure food product perseveration and quality [1], [3]. The
energy consumption in FDCS is influenced by weather;
temporal; operator activity; and less measurable factors such
as the type, size, quantity, and packaging of food [4], [5].

The recent surge in data availability fuelled by lower
sensor costs and improved data processing capabilities has
ushered in numerous data-driven methods for modelling and
predicting dynamic behaviours such as energy consumption
forecasting [6], [7]. These approaches are particularly useful
when the underlying physics of the system is not well
understood or is difficult to model [7], [8]. In a data-driven
model, data gathered from regular operations or specific tests
is analysed using algorithms such as statistical regression
to understand the relationship between input and output
variables [9], [10]. While statistical methods such as Autore-
gressive Moving Average [11], Autoregressive Integrated
Moving Average [12], [13], [14], [15], and Autoregressive
Integrated Moving Average with eXogenous variables [16],
[17], [18] have been used for forecasting energy consumption
in buildings, they depend on restrictive assumptions such as
linearity and stationary input data (constant statistical proper-
ties over time). These limitations have led to the exploration
of machine learning (ML) techniques, algorithms that learn
from data to make predictions without explicit programming,
thereby overcoming such constraints and demonstrating
growing interest in this field [19], [20], [21], [22].

Current studies on energy consumption forecasting using
ML methods have predominantly concentrated on various
types of buildings, such as institutional and educational
buildings [23], [24], [25], [26], commercial and residential
buildings [27], [28], [29], [30], office and governmen-
tal buildings [31], [32], community buildings [33], [34], fac-
tory building [35], and industrial distribution complexes [36].
However, there remains a notable lack of research specifically
targeting energy consumption prediction in FDCS. While
there are parallels between predicting energy consumption
in buildings and FDCS, FDCS presents unique challenges,
particularly the stringent requirements for maintaining tem-
perature and humidity levels to ensure food safety and
quality. This work addresses this gap in the literature by
trialling ML techniques, commonly used for building energy
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TABLE 1. Nomenclatures.

Nomenclature  Definition

CNN Convolutional Neural Network
FDCS Food and Drink Cold Storage
FFNN Feed-Forward Neural Network
FS Feature Selection

GRU Gated Recurrent Units

KNN K-Nearest Neighbours

LSTM Long Short-Term Memory
ML Machine Learning

MTL Multi-task Learning

RF Random Forest

RNN Recurrent Neural Network
SVM Support Vector Machine

SVR Support Vector Regression
XGB Extreme Gradient Boosting

consumption prediction, to determine a tailored pipeline
to the specific characteristics of FDCS. It focuses on
the prediction of electricity usage, indoor humidity, and
indoor temperature within FDCS environments, whereas
most of previous studies on buildings have only focused
on predicting energy consumption. The following related
work section provides a comprehensive review of the input
features, feature extraction, feature selection techniques, and
prediction methods from building energy prediction studies,
setting the foundation for their trialling in the FDCS context.

B. RELATED WORK

Energy consumption prediction can be formulated as a
supervised ML regression problem where the model learns
the relationship between the input (dependent variable) and
the output (independent variable) [37], [38]. Appropriate
model inputs are essential for developing accurate ML energy
usage prediction models [31]. As weather heavily influences
energy use in buildings through heating needs in cold
climates and cooling needs in warm ones, numerous studies
have utilised weather data such as temperature, dew point,
humidity, precipitation, wind speed, air pressure, and solar
radiation as input features for energy prediction models [25],
[26], [27], [30], [31], [32], [33], [39], [40]. Historical energy
data, capturing the complexities of actual consumption
patterns influenced by various factors such as abnormal
events and human activities, is also commonly used as inputs
because it numerically indicates both the pattern and trend of
the load profile [23], [24], [29], [41]. In addition to weather
and historical data, very few studies have incorporated
indoor features such as the number of occupants, zone air
temperature, zone relative humidity [42], indoor humidity,
indoor temperature, and indoor carbon dioxide levels [39].
However, obtaining such data often requires specialised
sensors that may be unavailable due to privacy concerns,
logistics, and cost [41]. Table 2 and Figure 1 summarise the
inputs, outputs, and prediction methods used in related work
for energy consumption prediction in buildings. In this study,
weather data and the working hours of two FDCSs are used
as inputs, owing to their significant relevance and potential
impact on energy consumption and indoor conditions.
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TABLE 2. Features, building type, and methods used in related work to predict energy consumption.

Raw Data Engineered Features Building Type Algorithm Ref.
Summarised energy classes feature Institutional ANN [23]
Number of occupants Office Ensemble Bagging Trees [58]
Internal environmental condition MLP & SVR MLP & SVR [42]
Internal environmental condition . FFNN, Extreme Learning Machine,
Number of occupants Office and ensemble models [73]
p
Office SVR [42]
Multiple Linear Regression, Elastic
Weather Educational net, Gradient Boosting Tree, RF, SVR, [24]
Data - — EGB, Deep Neural Network
ommercial an
Residential RNN (271
Educational ANN [25]
Residential CNN-LSTM [29]
e Recurrent Inception Convolutional
Industrial Neural Network [36]
Oftége, Fa_c tory & Stacking ensemble approach [40]
Historical ucational .
Data Temporal Feature Educational KNN,. RF, XGB, Gradient Boqsted [41]
Decision Trees, SVM, Stacking
Industrial Park MTL-SVM [67]
Office LSTM with an attention mechanism [32]
Offices, Gymnasium,
Exhibition Hall KNN [33]
36 different types
g;)f: :r:;’ gglrl;s:;orr;: Seq2seq with an attention mechanism [34]
and hospital)
Educational CNN-GRU [26]
Educational MTL [60]
Commercial MTL [30]

Having representative features that establish the relation-
ship between inputs and outputs is key in ML. Feature
engineering plays a crucial role in developing these rep-
resentative features by creating informative attributes from
raw data, more effectively capturing the underlying patterns
and relationships, and thereby developing more robust mod-
els [37], [43]. These attributes often encompass time-based
indicators, such as the hour of the day, whether it is a weekday
or weekend, and the month of the year [24], [25], [29],
[44]. Applying sine and cosine transformations to the cyclic
features can create a more nuanced representation of temporal
patterns, hence enhancing the model’s performance [35].
Additionally, some studies included special occasions such as
holidays, and statistical attributes such as mean, minimum,
and maximum values for temperature and humidity [32],
factored in seasons [30], and performance indicators such
as on-peak, off-peak, and mid-peak statuses, which were
represented as binary variables [36]. Time-lag features are
also used as inputs with varying window sizes for past
data, including the most recent five hours to capitalise
on short-term trends [23] or up to the past 24 hours
to integrate more comprehensive historical patterns [24].
Although some automated feature-extracting techniques such
as Principal Component Analysis (PCA) [45], [46], Wavelet
Decomposition [47], and Autoencoders [48] have been used
in a few studies, they possess certain limitations. For example,
while PCA is powerful for dimensionality reduction, it can
obscure the interpretability of variables [37], The same
applies to wavelet decomposition, as the wavelet coefficients
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are less intuitive than raw data and often require specialised
knowledge for interpretation. With autoencoders, the encoded
features are abstract and lack a clear intuitive relationship
with the original data. This is an important consideration in
this research context because the interpretability of features
can help in understanding the factors that drive energy use and
indoor conditions, which can inform policies and solutions.
Despite these efforts, a comprehensive approach for feature
engineering in FDCS is not yet established, indicating a
gap in current research. Addressing this, the methodology
section delves into this process within the FDCS context,
concentrating on the relevance of features and their potential
impact on model outcomes.

After defining and extracting features, additional pre-
processing techniques such as feature selection (FS) may
applied where appropriate, to identify the most relevant
variable inputs for developing an ML model [49]. While
this is not compulsory, this preprocessing technique can
be useful for building energy consumption prediction [50].
Neglecting to filter inputs can result in larger datasets
and slower training speeds and may either adversely or
positively affect the model’s performance and accuracy [37],
[51]. For energy consumption predictions in buildings,
FS is predominantly conducted manually, guided by domain
knowledge as demonstrated in prior research [52], [53],
[54]. Nevertheless, certain studies have incorporated the
FS methods [55], [56], [57], [58], [59] as explained in
Table 3. Recently, various FS methods for buildings’ energy
prediction, encompassing filters, wrappers, and embedded
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TABLE 3. Feature selection methods.

Feature selection method Description

Ref.

Filter-driven with SVR kernels

Best features are chosen based on acquisition feasibility and performance scores using  [55]

filter methods. These features are tested on datasets using support vector regression with
radial basis and polynomial kernels.

Embedded recursive feature elimination

This backward selection technique involves training a model with all variables, ranking ~ [56]

them for importance, and iteratively removing the least important ones until no further

reduction is possible.
Wrapper Genetic Search

This method explores feature subsets using a genetic search strategy, focusing on predic-  [57]

tive ability, and minimising redundancy among features.

Data Permutation-Based

Optimal features are identified by assessing their role in enhancing predictive perfor-  [58]

mance, with a focus on the impact of introducing irrelevant or noisy information.

Hybrid Filter-Wrapper: Two-Stage Approach

Starts with a filter method to remove irrelevant features, reducing dimensionality without — [59]

compromising accuracy. Then, a wrapper method conducts an exhaustive search for the
most effective feature set, balancing accuracy, and simplicity.

techniques, were reviewed [60]. In brief, the filter technique,
rooted in statistical procedures, assigns a value to each
feature, and ranks them, determining whether they should be
retained or discarded; the wrap-per approach evaluates the
predictive capabilities of models by assessing various subsets
of potential features; and the embedded technique integrates
feature selection directly into ML algorithms such as Random
Forest (RF). Such studies indicate that the effectiveness of
FS is somewhat context-dependent (e.g., data characteristics
and model type), emphasising that no single method is
universally superior. Recognising both the variability and
the lack of investigation into FS within the FDCS context
in the existing literature, this work seeks to bridge this
knowledge gap. However, it is important to clarify that this
work does not attempt to universally address the gap in
FS approaches for energy consumption prediction across all
settings. Instead, it focuses on examining and evaluating their
impact specifically within the FDCS environments, all of
which are explained in the methodology section.

Different ML algorithms have been used in predicting
building energy use. Traditional ML algorithms such as
K-Nearest Neighbours (KNN) [33], [41] have been used
for buildings’ energy consumption prediction. Given their
capabilities in addressing complex forecasting problems,
there is a notable increasing trend in using neural network-
based algorithms for building energy use prediction, such as
using Feed-forward neural networks (FFNN) for daily energy
consumption forecasting of institutional buildings [23],
Recurrent Neural Networks (RNN) for predicting 24-hour
sequences of electric load [27], a Multilayer Perceptron
(MLP) for 1-hour ahead prediction of office building [28],
Long Short-Term Memory (LSTM) for office building energy
consumption prediction [32]. Hybrid methods have also
been studied, where models combine the feature extraction
capabilities of Convolutional Neural Networks (CNNs) with
the sequence modelling capabilities of LSTMs for predicting
building energy consumption [29], CNN-Gated Recurrent
Units (CNN-GRU) for predicting hourly energy usage in
educational buildings [26], and Recurrent Inception Convo-
lutional Neural Networks for predicting power consumption
in large distribution complexes [29]. Additionally, ensemble-
based methods such as Extreme Gradient Boosting (XGB)
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and RF have shown promising results when utilised for
building energy consumption prediction [41], [44], [61],
[62], [63]. In contrast to these single-task methods, Multi-
task Learning (MTL) [64] leverages existing ML algorithms
to simultaneously model multiple input-output relationships
and task interdependencies, capitalising on these to improve
prediction accuracy. For example, MTL was used to pre-
dict a building’s electrical load and outdoor temperature
simultaneously leveraging outdoor temperature forecasting
as a secondary task and employing a hyperparameter c,
to balance the auxiliary task’s weight [30]. Utilising MTL
in combination with a Temporal Convolutional Network
(TCN) for short-term multi-energy load predictions has
shown promising results [65], and reduced training times
were observed when MTL was combined with a Support
Vector Machine (SVM) for similar predictions [66]. The
summary of previous studies, detailed in Table 2, shows
algorithm selection is context-dependent, influenced by
dataset challenges, computational efficiency, model inter-
pretability and potentially by the researchers’ preference for
methods with which they are most acquainted. To address
this challenge, the methodology section details the selection
and justification of the prediction methods applied in
this work for the FDCS context, encompassing traditional
machine learning, ensemble learning, and deep learning
algorithms.

ML model performance is heavily influenced by the
training dataset size [67], [68]. The size of training datasets
for energy consumption prediction of buildings varies widely,
ranging from 5.5 months in some studies [69] to 6-12 months
in others [24], [27], and even extending beyond two years
in other works [29], [70]. A comprehensive study conducted
by [71] indicates that out of 83 ML studies focused on
predicting buildings’ energy consumption, 43 used historical
data ranging from one to two years, and 24 studies extended
beyond two years. In contrast, the current study utilises
comparatively smaller datasets, with the first dataset for
training (FDCS 1) comprising only 53 days of data and the
second (FDCS 2) containing 75 days. Given the very small
size of the datasets used in this study compared to previous
research, the proposed pipeline that is also suitable for other
small dataset sizes, especially where acquiring extended
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N. Alkhulaifi et al.: Machine Learning Pipeline for Energy and Environmental Prediction in Cold Storage Facilities IEEEACC@SS

Weather Data Filter Methods (Univariate Selection, Mutual
Historical Energy Data (Sensors Data) Manual Extraction (domain Information, Correlatloln—Cased Scormg)
P Temporal Features Data ) Knowledge) ) Embedded Methods (Regularl;ed Regression such as
El Indoor Environment Data | Feature Extraction_yJp (Principal Component Analysis) | Feature Selection Lasso andARldge) o
= Methods i Methods Wrapper Methods (Recursive Feature Elimination,
= Occupancy related Data Wavelet Decomposition Forward Selection, and Backward Elimination, Genetic
Operations and Scheduling Related Data Autoencoders ’ Algorithms) ’
Building/Machine Characteristic Data Hybrid Methods
I
Prediction Methods
2
Traditional Statistical Machine Learning Deep Learning Hybrid
Linear Regression (LR) . ~
Autoregressive Integrated Moving Average (ARIMA) SupporRta\;(z]c;;r ?:l-gersets(s;:}?) VR Long Short-Term Memory (LSTM) CCI;I\II;I\I_LGSELI}A
Seasonal Autoregressnsvzllglt;irated Moving Average Gradient Boosting Machines (GBM) Gated Recurrent Unit (GRU) NN-GBDT
B (, 1S )h ES Artificial Neural Networks (ANN) Convolutional Neural Networks (CNN) RI-CNN
VXDtOI}'feAntiar n;looti '[?%\E AR)) k-Nearest Neighbors (k-NN) Recurrent Neural Networks (RNN) GA-SVR
Gau: es?a(; Pruc(:z engssr: sion (GPR) Gaussian Mixture Models (GMM) Transformer-based Models GA-WD-SVR
S8 ocess Regress Decision Trees (DT) LSTM-Attention

Applications |

v

Energy Modeling and Prediction

- Energy Consumption Prediction

- Renewable Energy Generation Prediction

- Energy Load Forecasting (short-term operational decisions)

- Energy Demand Forecasting and Planning (long-term strategic planning)
Energy Data Analytics

- Anomaly Detection

Energy Systems Optimisation

- Demand Response Management
- Energy Efficiency Analysis

- Energy Storage Optimisation

- Energy Monitoring Areas of Application

Residential Buildings
Commercial Buildings and Offices
Educational Institutions
Industrial Facilities
Heating, Ventilation, and Air Conditioning (HVAC) Systems
Energy Grids
Renewable Energy (Wind Turbines, Solar Panels)
Energy Storage Systems (Batteries)

liResearch Gap

- Renewable Energy Integration

- Smart Grid Optimisation - Literature lacks research on using ML to predict energy and

Energy Management and Control indoor environmental conditions in this specific domain. Food and Drinks Cold
- Energy Management « Food companies heavily rely on energy audit-based approaches. 1 Storage Rooms

- Energy Consumption Control

- Predictive Maintenance

FIGURE 1. Overview of literature on predicting energy consumption, including input features, feature engineering, prediction methods,

applications, areas of application, and identified research gaps for this study.

historical data may be infeasible due to time, cost, or data
availability constraints.

C. RESEARCH GAPS AND CONTRIBUTIONS
The novelty and contribution of this study lies in:

o Using ML methods for forecasting essential parame-
ters (electricity consumption, indoor temperature, and
humidity) in the unique context of FDCS. This speci-
ficity is critical because, although previous studies
have explored forecasting energy using ML methods
in various domains such as commercial and residential
buildings, Heating, Ventilation, and Air Conditioning
(HVAC) systems, smart grids, wind turbines, and solar
panels, FDCS presents its own set of unique challenges,
particularly their stringent requirements for maintaining
temperature and humidity levels to ensure food safety
and quality.

o Propose a detailed pipeline for ML techniques in fore-
casting one week (hourly) into the future of electricity
consumption, temperature, and humidity specific to
FDCS environments and suitable for small dataset sizes.
The proposed pipeline was validated using two newly
collected datasets from different FDCS rooms located
in Nottingham, UK. The inclusion of these datasets
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enables a comparative analysis, facilitating a more
robust evaluation of ML methods in the specific context
of FDCS.

Emphasising multi-variable forecasting, in contrast to
existing studies that often focus solely on energy
consumption. This work underlines the importance
of also forecasting indoor temperature and humidity,
factors crucial for maintaining the quality and lifespan
of stored items in FDCS.

Investigating the often-overlooked aspect of feature
selection methods. This involves examining the impact
of eight different methods including filter-based, embed-
ded, wrapper-based, and hybrid methods on different
ML regression algorithms in FDCS settings, provid-
ing insights for future research in a similar context
even though such investigation can be considered
data-dependent.

Trialling of different dataset sizes to demonstrate the
impact of dataset volume on model accuracy in FDCS
environments. Such environments often face limitations
in data collection due to time, cost, or operational
challenges. By evaluating model performance across
varying dataset volumes, the research not only highlights
the influence of dataset size on accuracy but also offers
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FIGURE 2. Proposed ML pipeline for predicting electricity consumption, indoor temperature, and indoor humidity one week into the future in

FDCS settings using weather forecast.

an estimation of the minimum dataset size needed for
forecasting in FDCSs.

Il. METHODOLOGY

This section explains the methodology used in this work
and the proposed pipeline to predict electricity consumption,
temperature, and humidity one week (hourly) into the future,
as shown in Figure 2. The methodology includes collect-
ing electricity consumption data and indoor environment
conditions through metering systems and weather. Different
feature engineering methods were examined, owing to their
effectiveness in previous related works and to assess their
influence within the specific context of FDCS. Various ML
methods were explored, focusing on those that have shown
superior performance in comparable settings as explained in
the preceding related work section.

A. DATA COLLECTION

In this study, electricity consumption data for the condenser
and evaporator units, as well as internal ambient conditions
(temperature and humidity) were collected from two FDCSs
based in Nottingham, United Kingdom, as shown in Figure 3
and Table 4. Electricity consumption data were collected at
4-second intervals for FDCS 1 from 12 November 2021 up
to 31 January 2022, and for FDCS 2 from 21 October 2021 up

153940

to 31 January 2022. The internal temperature and internal
humidity were recorded at 10-minute intervals within the
storage room and close to the evaporator unit. Figure 4 and
Figure 5 present the collected datasets of the three variables
from the FDCS datasets over time, resampled to a 1-hour
resolution. The hourly weather data utilised in this study was
sourced from the NASA Langley Research Centre’s POWER
Project, a repository of solar and weather data sets produced
by NASA to support renewable energy and building energy
efficiency research [73]. In this study, the exact locations of
each FDCS location were identified for retrieving weather
data using geographical coordinates (latitude and longitude).
These observations are historical instead of forecasts to
reduce uncertainty from forecast errors and better understand
the impact of various input features. The data were partitioned
into three subsets: 70% for training the ML models, 15%
for validation (to fine-tune hyperparameters and monitor
performance), and 15% for testing to evaluate the models’
performance on previously unseen data. A 5-fold cross-
validation approach, based on trial and error, was also
employed, and for the final model training, the training and
validation sets were combined to maximise the data utilised.
This approach supports the development of a robust ML
model and aligns with the methodologies adopted in related
studies [30], [65], [74], [75].

VOLUME 12, 2024
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B. FEATURE EXTRACTION

Given that no previous work has identified the optimal
features to extract in the context of FDCSs, and considering
their relevance and potential impact, this work uses a
comprehensive set of extracted features. These include
indicator variables accounting for categorical events such as
the hour of the day and weekends, cyclic features that capture
temporal patterns, time-lag features, and rolling-window
statistical features. The following subsections describe the
feature extraction process used in this work, and Table 5
presents a summary of all the input variables employed.

1) INDICATOR VARIABLES AND OPERATION HOURS
Indicator variables and temporal features are crucial in time
series analysis to account for the impact of categorical
events, such as weekdays and weekends [51], [71]. For
example, in predicting the electricity consumption of FDCS,
these encoded indicator variables enhance the model’s ability
to capture the effects of these events on energy use. A
‘weekend’ variable, for instance, can indicate a potential
increase or decrease in demand for FDCS systems on
weekends, which may lead to lower or raised electricity
consumption. Additionally, variables that represent the daily
operation hours (working hours) of the two FDCSs have been
employed. Such integration could be important as different
operation hours can significantly influence the patterns of
electricity consumption and other metrics being predicted.

2) CYCLIC FEATURES

Although time-based features such as the hour of day and
day of the week provide temporal information, these features
may not always be effective in representing time-based
patterns. To overcome this, sine and cosine transformations
can be applied to these features to capture the temporal
patterns in the data [35]. This enhances the model’s ability to
capture the cyclical and periodic patterns in the data, leading
to improved prediction accuracy. Equations (1) and (2)
calculate the sinusoidal and cosinusoidal transformation of
the day of the week respectively, allowing for cyclical pattern
representation. Similarly, Equations (3) and (4) perform the
sinusoidal and cosinusoidal transformation of the hour of
the day respectively. By adjusting the input by +1 and
normalising by the period (7 for days and 24 for hours), these
transformations capture cyclical temporal patterns in data.

2 DAY + 1
DAYsin = sin (M) (1
2 DAY + 1
DAYcos = cos ( X ( + )) 2)
(2 x (HOUR+ 1)
HOURsin = sin 3)
2 HOUR + 1
HOURCcos = cos ( 7 % ( OU + )) “4)
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3) TIME-LAG FEATURES

Time-lag features in time series data are values from previous
time points. They are created by shifting the target variable
back in time ¢ by a certain number of steps k. The primary
purpose of these features is to capture the relationship
between the current value of the target variable and its
past values. For example, in an FDCS system, the energy
consumption at time ¢ might be influenced by consumption
levels at + — k reflecting the inertia of cooling systems.
Similarly, the indoor temperature or humidity at a given
moment could be a result of conditions from previous hours.
By incorporating such features, models can better account
for historical influences, capture temporal dependencies and
trends, and ultimately improve their predictive accuracy.
In this study, as the forecasting horizon is 168 hours into
the future (one week), the top 10 lags showing the highest
correlation with the respective target variable were employed,
selected from the last 168-336 lags, Figure 6, to ensure the use
of only available data at the time of forecasting.

4) ROLLING-WINDOW STATISTICAL FEATURES

The extraction of statistical features from the target variables
in this study employed a rolling-window technique applied to
historical data. This approach involved segmenting the time
series data into smaller windows, allowing for the capture of
evolving data patterns and trends over time. To ensure that
only past information was used for feature computation, and
to avoid look-ahead bias, rolling statistics were assigned to a
timestamp after the window and from the last 168-336 hours
as the forecast is 168 hours into the future. These features
included the rolling window of the mean, variance, skewness
(a measure of asymmetry), and kurtosis (a measure of the
distribution’s tail heaviness). The mean can be computed
using equation (5), while equation (6) can be utilised to
calculate the variance, equation (7) enables the computation
of the skewness, and equation (8) is employed to derive
the kurtosis, where X; represents the target variable (e.g.,
electricity consumption) during the i hour of the day, with
i ranging from 0 to 23. The total number of hours is denoted
by N. The symbols M(u), V, S, and K represent the mean,
variance, skewness, and kurtosis, correspondingly.

1 N
=N2& )

L
=5 2 Xi—w? (6)

i=1

1 N
=5 2 K-’ (7

i=1

1 N
=5 2 Xi—w' ®)

i=1
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Evaporator: BMI407-104
Manufacturer: Beermaster
Volumetrics: Dry Weight 51kg,
Height 455mm, Length 1590mm,
Width 1400mm

Meter to measure
indoor temperature,
indoor humidity

Control Panel

\

Shelves & stored goods

Condenser: BMO-150-3
Manufacturer: Beermaster
Volumetrics: Dry Weight

68kg, Height 566mm, Length

1112mm, Width 690mm

FIGURE 3. 3D schematic representation of the investigated FDCSs. Key components indicated include (i) evaporator unit, responsible for
absorbing heat from the storage space and maintaining low temperatures; (ii) condenser unit, essential for releasing the absorbed heat outside
the storage room and condensing the refrigerant back into a liquid; (iii) an integrated meter collecting indoor temperature and humidity values;
and (iv) a control panel that facilitates monitoring and adjusting the storage condition.
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FIGURE 4. Collected data from the two FDCS rooms plotted as a time
series. Raw data points are represented by faint lines, while mean values
are shown as solid lines. The mean is calculated by resampling the data
into 24-hour blocks and taking the average value within each block,
which smooths out short-term fluctuations and helps identify trends and
anomalies.

C. FEATURE SELECTION METHODS.

To examine the impact of FS methods on predicting electric-
ity use, temperature, and humidity in FDCS environments,
this study employed eight distinct FS methods, as shown
in Table 6, including filter-based, embedded, wrapper-
based and hybrid. These meth-ods were selected for their
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FIGURE 5. Hourly electricity, temperature, and humidity patterns for the
two FDCSs. Each hourly reading is shown with reduced opacity, while
mean hourly values are depicted in darker lines for clarity. The Coefficient
of Variation (CV) quantifies relative variability. FDCS 1 shows higher
electricity, temperature, and humidity variability (higher CV) than FDCS 2,
indicating greater sensitivity to internal and/or external factors in FDCS

1 versus a more regulated environment in FDCS 2.

effectiveness in related work and potential suitability for
FDCS challenges. Utilising diverse FS techniques allowed for
a thorough examination, leveraging each method’s strengths
to comprehensively assess feature relevance. An analysis and
comparison of these methods are presented in the Results and
Discussion Section.

D. MACHINE LEARNING ALGORITHMS
In this work, electricity consumption, temperature, and
humidity within two FDCSs were predicted using weather
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TABLE 4. Summary statistics of the collected data for electricity consumption, indoor humidity, temperature and weather in both FDCSs.

. Statistics

Variable

Mean Std Dev Min 25th Perc 50th Perc 75th Perc Max

FDCS 1
Electricity Consumption (kWh) 922.22 677.51 106.01 178.35 958.15 1385.56 3613.5
Humidity Closer to Evaporator (%) 76.21 5.22 61.17 72.67 76.25 79.75 92.42
Temperature Closer to Evaporator (°C) 12.16 1.84 9.5 10.67 11.42 13.5 16.92
Outdoor Temperature (° C) 4.62 3.44 —3.30 2.04 4.44 6.80 13.76
Outdoor Dew Point (°C) 3.96 3.34 —4.15 1.55 3.48 6.39 12.33
Outdoor Wet Bulb Temperature (°C) 4.29 3.35 —3.69 1.87 3.94 6.48 12.87
Specific Humidity (g/kg) 5.17 1.25 2.81 4.21 4.88 5.98 8.97
Outdoor Relative Humidity (%) 95.03 5.69 60.12 93.38 96.75 98.69 100.0
Precipitation (mm/hour) 0.06 0.18 0.0 0.0 0.01 0.04 2.09
Surface Pressure (kPa) 100.32 1.50 96.13 99.14 100.44 101.58 102.81
Wind Speed (m/s) 5.14 2.61 0.28 3.13 4.76 6.70 14.88
Wind Direction (Degrees) 238.70 74.11 0.25 212.86 249.14 292.39 359.66
FDCS 2

Electricity Consumption (kWh) 1218.32 572.11 0 781.78 1134.07 1537.62 3361.45
Humidity Closer to Evaporator (%) 76.71 3.98 59.67 74.65 77.33 79.5 85.75
Temperature Closer to Evaporator (°C) 9.77 0.52 7.25 9.5 9.83 10.08 11.67
Outdoor Temperature (°C) 5.53 3.78 —3.23 2.56 5.44 8.26 16.47
Outdoor Dew Point (°C) 4.71 4.71 —4.15 2.02 4.81 7.28 12.99
Outdoor Wet Bulb Temperature (°C) 5.12 3.60 —3.61 2.28 5.12 7.83 14.68
Specific Humidity (g/kg) 5.47 1.37 2.81 4.39 5.34 6.39 9.36
Outdoor Relative Humidity (%) 94.16 6.68 47.07 92.08 96.36 98.48 100.0
Precipitation (mm/hour) 0.07 0.22 0.0 0.0 0.01 0.04 4.30
Surface Pressure (kPa) 100.19 1.45 96.14 99.11 100.30 101.25 102.81
Wind Speed (m/s) 5.35 2.64 0.38 3.29 4.99 7.02 14.55
Wind Direction (Degrees) 238.78 68.62 0.32 209.72 245.02 286.44 357.56

TABLE 5. Summary of input features used in this study.

Features Type Description

Weather data Continuous Outdoor Temperature (°C), Outdoor Dew Point (° C), Outdoor Wet Bulb Temperature (°C), Specific Humidity
(g/kg), Outdoor Relative Humidity (%), Precipitation (mm/hour), Surface Pressure (kPa), Wind Speed (m/s),
Wind Direction (Degrees).

Temporal features Integer Value  Hour of the day (0-23), day of the week (0-6), day of the month (1-31), the month of the year (1-12), weekday
vs weekend (0-1)

Operation hours Binary The *Is_Open’ feature serves as a binary indicator: 1 indicates that the storage is operating within working hours,
while 0 indicates otherwise.

Cyclic features Continuous Sine and cosine transformation of temporal features (hour of day and day of week)

Time-lag features Continuous Previous values of the given target (e.g., electricity consumption from preceding hours/days)

Rolling-window Continuous Summary statistics (maximum, minimum, mean, kurtosis, skewness, and standard deviation) of a given target

statistical features

computed over a fixed-size window

1.0
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ectricity 05
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240 6
Lag Time (Hours)
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Humidity
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FIGURE 6. Correlation heatmaps of target variables against their time
lags over one week for FDCS 1 and 2. The colour scale represents the
Pearson correlation coefficients.

data and extracted features as input variables. The ML
algorithms used in this work, as shown in Table 7, were
chosen not only based on their established efficacy in
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predicting the energy consumption of buildings, as supported
by the existing literature but also to maximise the strengths
of each method, mitigate method-specific limitations, and
enhance prediction accuracy and reliability. More precisely;
KNN was employed for its simplicity and fast training
speed [33], [41]; RF was chosen due to its robustness
against overfitting, along with its embedded ability to provide
insights into feature importance [58]; XGB was included for
its rapid performance and high efficiency [62], [63]; MLP
was selected for its high ability to capture complex non-linear
relationships, necessary for modelling interactions within
FDCS environments [42]; LSTM was incorporated due to its
proficiency in handling sequential data and capturing time
dependencies [32], [70], [75], [76]; and MTL was utilised
for its potential to learn multiple related tasks simultane-
ously, aiming to enhance generalisation despite its inherent
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TABLE 6. Overview of feature selection methods used in the study (k = number of features to select).

Method Type Description Hyperparameters
Correlation Filter Select top-k features using univariate linear regression tests based on F-statistics. k=20

(F-Test)

Mutual Filter Chooses top-k features based on mutual information with the target, capturing non-linear k=20

Information relationships.

Lasso Embedded Uses L1 regularisation in Lasso regression to eliminate less important features by driving their ~ alpha=0.01
Regularisation coefficients to zero.

Tree Importance Embedded Employs an ensemble of decision trees to rank features by importance, selecting those with  n_estimators=300
(Extra Trees) higher importance.

ElasticNet Embedded Combines L1 and L2 regularisation, eliminating features with coefficients that shrink to zero.  alpha=0.01,
Regularisation

Recursive Wrapper Uses RFE with Linear Regression to recursively eliminate the least important features. k=20

Feature

Elimination

(RFE)

Sequential Wrapper Starts with no features, and iteratively adds important features based on negative mean squared k=20

Forward error evaluated by Linear Regression.

Selection

Filter + Hybrid Uses Correlation F-Test as a filter to select top-k features, followed by an embedded method  Filter: k=20,
Embedded with a Random Forest Regressor for final selection. n_estimators=300

complexity and the potential for task interference [30], [65],
[66]. Hyperparameter tuning, which involves setting model
configurations before training, is crucial for optimising model
performance. To fine-tune each model, a grid search of
hyperparameter combinations was conducted using training
and validation sets to identify the optimal values. The tuned
models were then evaluated on the test set. Table 8 shows the
results of the grid search for hyperparameter tuning across all
models.

E. MODEL PERFORMANCE ASSESSMENT METRICS

The performance of the ML regression models was evaluated
using the Mean Absolute Error (MAE) [82]. MAE, which
measures average absolute differences between predicted
and actual values in the original units, was selected for its
interpretability. The equation of MAE (9) is shown below
where M is the number of samples in the studied dataset,
predicted; is the predicted i value, observed; is the true i
value, and m_observed is the mean of the true values.

1 m
MAE = i Z |predicted; — observed,| ©)]

i=1

Ill. RESULTS AND DISCUSSION

This section presents an analysis and discussion of the
experimental results, including the performance of ML
models in prediction tasks within the FDCS settings on the
test set, the influence of eight different FS methods, feature
importance, and finally, the implications of dataset size.

A. PERFORMANCE EVALUATION
The results of the experimental evaluation, as summarised

in Figure 7, Figure 8, and Figure 9, demonstrate that
ensemble methods (XGBR and RFR), can achieve more
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accurate predictions for forecasting electricity consumption
and internal environmental conditions one week into the
future in FDCS settings when compared to other algorithms.
For electricity predictions of FDCS 1, these two methods
outperformed others, even without applying FS methods (i.e.,
using all features), achieving the lowest errors in the test
set with MAEs of 150.75 and 157.79, respectively. The
promising performance of the XGBR algorithm observed
in this study aligns with findings from other studies, such
as [62], [63]. However, while comparing these findings with
existing literature is important, such a comparison may not
be entirely appropriate due to the unique context of FDCSs,
which differs significantly from other domains. Notably, the
hybrid (filter + embedded) was the FS method that most
improved the performance of LSTM, MLP, KNNR, and
MTL. Similar patterns were observed as the ensemble-based
methods produced the lowest errors in predicting both indoor
temperature and humidity in FDCS 1.

In FDCS 2, the MLP model, combined with the Hybrid
(filter + embedded) FS method, produced prediction errors
almost matching those of ensemble-based methods for pre-
dicting electricity consumption, yet the prediction errors were
noticeably high. For predicting indoor temperature in this
storage, LSTM and MTL, alongside RFR and XGBR, pro-
duced the lowest prediction errors when the embedded-lasso
FS method was applied. In understanding the most significant
findings across the two different FDCSs, it’s important to
recognise that these storage systems differ in layout, size, and
operations. Consequently, a direct comparison may not be
entirely appropriate. Nevertheless, some significant patterns
emerge. First, the ensemble methods XGBR and RFR con-
sistently achieve top-tier performance with the lowest errors
compared to other models in both environments. The success
of these two algorithms likely stems from their advanced
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TABLE 7. ML algorithms used in this work.

Model Description

Ref.

K-Nearest Neighbours

Regression (KNR) input feature space.

Random Forest

Regression (RFR) predictions.

Extreme Gradient
Boosting Regression
(XGBR)

Multi-Layer Perceptron

(MLP) Regressor to train the network weights and biases.

Long Short-Term Memory

(LSTM) mechanisms.

Neural Network
Multi-Task Learning
(MTL)

A non-parametric algorithm that predicts the target based on the average of the K closest training examples in the  [78]
An ensemble method that fits multiple decision trees on randomly sampled subsets of the data and combines their ~ [79]

An ensemble method that trains decision trees sequentially, each time fitting the residual errors of the previous tree.  [80]

A feedforward artificial neural network with multiple layers of nodes between input and output. Uses backpropagation ~ [81]
A class of recurrent neural networks that can learn long-term dependencies by using a memory cell and three gating ~ [82]

A learning method where multiple tasks are handled concurrently, using a shared representation. By leveraging the — [64]
similarities and variations across tasks, what is learnt for one task can aid in the learning of other tasks.

TABLE 8. Grid search results for hyperparameter tuning of models predicting electricity consumption. Training used a 4-core Intel CPU with 32GB RAM,

Python 3.11, Scikit-learn, and TensorFlow frameworks.

Model Best hyperparameters
KNNR  ’leaf_size’: 10, 'n_neighbours’: 10, *weights’: *distance’
RFR ’max_depth’: 10, min_samples_leaf’: 2, *'min_samples_split’: 10, 'n_estimators’: 500
FDCS 1 XGBR  ’learning_rate’: 0.1, "'max_depth’: 10, *min_child_weight’: 2, *n_estimators’: 500, ’subsample’: 0.8
MLP “activation’: 'relu’, "alpha’: 0.0001, *batch_size’: 16, "hidden_layer_sizes’: (50, 100), ’learning_rate_init’: 0.01, "'max_iter’: 500, ’solver’:
’adam’
LSTM  LSTM_Layers: [20,10], Optimizer: Adam, Learning_Rate: 0.01, Epochs: 100, batch_size: 32
MTL Base_Layers: 10, 40; Activation: ReLU; Optimizer: Adam; Learning_Rate: 0.005; Loss_Function: MSE; Epochs: 100; Batch_Size: 32;
Loss_Weights: 1
KNNR  ’leaf_size’: 10, 'n_neighbours’: 20, *weights’: "distance’
RFR ’max_depth’: 10, min_samples_leaf’: 10, 'min_samples_split’: 2, 'n_estimators’: 500
FDCS 2 XGBR  ’learning_rate’: 0.01, "'max_depth’: 20, *min_child_weight’: 10, 'n_estimators’: 500, *subsample’: 0.8
MLP *activation’: 'relu’, "alpha’: 0.001, *batch_size’: 32, "hidden_layer_sizes’: (50, 100), "learning_rate_init’: 0.001, *'max_iter’: 500, ’solver’:
sed’
LSTM LSTM_Layers: [20,10], Optimizer: Adam, Learning_Rate: 0.01, Epochs: 100, batch_size: 32

MTL Base_Layers: 30, 30; Activation: ReLU; Optimizer: Adam; Learning_Rate: 0.01; Loss_Function: MSE; Epochs: 100; Batch_Size: 32;

Loss_Weights: 1

feature selection and ensemble techniques - bagging for RFR
and boosting for XGBR. Secondly, the neural network-based
models demonstrate considerable variability in their perfor-
mance metrics across different FS methods. This fluctuation
could be attributed to the models’ sensitivity to specific
features and/or the relatively small dataset sizes used for
training.

Additionally, these results shed light on the predictability
of energy consumption and indoor variables in FDCSs.
The models consistently demonstrate the lowest errors in
FDCS 1, suggesting that its energy consumption and indoor
variables are more predictable than those in FDCS 2.
This observation aligns with the consistent daily trends
observed in electricity consumption, indoor temperature, and
humidity depicted in Figure 5 for FDCS 1 compared to
FDCS 2. While high predictability can facilitate planning
and management, thereby boosting operational efficiency
and cost savings, it should not be equated with effi-
ciency. For example, an FDCS with high but predictable
energy consumption may not be as efficient as one with
less predictable but lower energy consumption. Therefore,
these findings should be integrated into a broader strategy
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for energy efficiency understanding and improvement in
FDCS.

B. EVALUATING FEATURE IMPORTANCE USING SHAP
Building on the insights gained from the FS analysis in
subsection I1I-A, this section aims to delve deeper into under-
standing feature importance. This study employs Shapley
Additive Explanations (SHAP) [83] for feature importance
evaluation, as illustrated in Figure 10 and Figure 11. SHAP
was selected due to its model-agnostic properties, local
accuracy, and game-theoretic foundation, which ensures a
fair and consistent distribution of predictive power across
features. This method ranks features by their impact on the
model’s predictions, with the top feature being the most
influential and data points spread along a horizontal axis
showing the direction and magnitude (negative or positive)
of their impact. For this experiment, XGBR was chosen over
RFR due to its faster training speed.

For FDCS 1, the most critical feature for predicting
electricity consumption, and indoor temperature was the hour
of the day, indicating a daily cyclical pattern, potentially
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FIGURE 7. Model performance evaluation using MAE of the test set of different feature selection methods in FDCS 1.

influenced by operational routines in such an environment.
Notably, in FDCS 1, among the top ten features for
predicting electricity, four were extracted features, while the
remaining six were weather-related features. Similarly, for
predicting indoor temperature and humidity, some features
were extracted features, highlighting the effectiveness of
these methods in capturing complex patterns and trends in
FDCS environments, thus improving the model’s predictive
accuracy.

Likewise, in FDCS 2, key features for predicting the
same variables include time-lags, cyclic, and rolling-window
statistical features, alongside weather-related features. These
results across both systems underscore the importance of
feature extraction in capturing FDCS complexities, thereby
enhancing the model’s prediction capability. The noticeable
variance in SHAP values for electricity in FDCS 2, indicated
by the more widely dispersed dots, implies that the features
affecting its model predictions demonstrate greater variabil-
ity. This could be due to its irregular usage patterns, aligning
with earlier findings discussed in subsection III-A and
Figure 5, unlike the predictable trends seen in FDCS 1. The
weather impact on both FDCSs is noticeable, particularly the
outdoor temperature, which directly influences the cooling
demand, thereby affecting energy consumption, underscoring
the considerable influence of weather-related features in
energy forecasting strategies for such systems.

C. DATASET SIZE IMPLICATIONS

As demonstrated in Figure 12, the evaluation of how the
volume of the training data affects forecasting performance
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was conducted using XGBR and RFR, as they had the
most consistently superior performance as shown in previous
analyses. In this experiment, the models were trained starting
with a baseline of a single day’s worth of hourly data.
From this baseline, the dataset was expanded in one-
day increments, each comprising 24 hourly data points,
to systematically assess the impact of the train dataset size
on prediction performance in the test set. While the best-
performing models can provide valuable insights into the
implications of dataset size, it is important to note that
this approach is computationally expensive, as it involves
iterative retraining of the models on an ever-expanding
data corpus, a constraint that precluded a comprehensive
investigation of dataset size implications across all examined
algorithms.

In predicting electricity consumption, the XGBR and RFR
models showed fluctuating yet overall declining MAE in the
test set as the train dataset size increased in both FDCSs.
The most notable improvements (i.e., reduction in prediction
errors) for both models occurred at 1344 hours (56 days’
worth of data) in FDCS 1 and at 1680 hours (70 days) in
FDCS 2. After those levels, and as the dataset size continued
to grow, both models showed a trend towards stability with
minor MAE fluctuations, signalling performance plateaus.
For temperature, both models showed signs of stabilisation
around 1560 hours’ worth of data with minor MAE changes
in FDCS 1 compared to FDCS 2. In analysing the dataset
size impact on humidity prediction, MAE decreased as data
grew; however, there were more noticeable fluctuations in
prediction errors.
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FIGURE 8. Model performance evaluation using MAE of the test set of different feature selection methods in FDCS 2.

TABLE 9. Summary of key recommendations for ML applications in FDCS systems, offering guidelines and insights to enhance the performance and
efficiency of forecasting models in real-world applications.

Focus Area Recommendations

Enhancement of input Use feature extraction (e.g., the hour of the day, and cyclic features).

features

Feature selection Hybrid FS methods generally enhance model performance. Avoid wrapper methods if computational resources are limited.
techniques

Algorithms selection Ensemble-based learning methods (XGBR, RFR) were superior to traditional ML, NN-based, and deep learning models in

FDCS predictions. XGBR is particularly recommended for its computational efficiency.

Dataset collection Contrary to popular belief, larger datasets were not necessary for accurate prediction in this work. Smaller datasets from
real-world FDCS facilities may yield reliable predictions when enhanced with robust feature engineering.

DO 1 Flecrcty (kWh) FDCS 2 Bloctricty (kWH)

|

|
Hereeverty
T

ety

FIGURE 10. Analysis of the top ten features in terms of their impact on
model output, as explained by SHAP for electricity, temperature, and
humidity variables in FDCS 1.

FIGURE 9. Comparison of the three lowest model errors in predicting e 2 o

electricity, temperature, and humidity in FDCS 1 and 2. Plots show actual FIGURE 11. Analysis of the top ten features in terms of their impact on
versus predicted values on the test set. model output, as explained by SHAP for electricity, temperature, and
humidity variables in FDCS 2.

It is important to acknowledge that these conclusions are needed to confirm these findings in broader applications.
drawn from the available data, and additional research is Yet, such observations could be valuable in scenarios where
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FIGURE 12. Variations of MAE in the test set occur when predicting electricity, temperature, and humidity in both FDCSs, as a function of

increasing the training dataset size for the XGBR and RFR models.

acquiring extensive historical data is impractical due to time,
cost, or data availability limitations.

IV. CONCLUSION, RECOMMENDATIONS, AND FUTURE
WORK

This study proposes an ML pipeline tailored for predicting
electricity consumption, indoor temperature, and humidity
one week (hourly) into the future in FDCS settings, address-
ing the unique challenges of such environments compared
to previous building-focused ML studies and also suitable
for small dataset sizes. Two real-world datasets of FDCSs
have been employed for training, validation, and testing of
the developed models. The results show that ensemble-based
methods (RFF and XGBR) outperformed other models in
both examined FDCS datasets, evidenced by the lowest MAE
values while neural network-based and deep learning models
showed varied performance. Eight FS methods have been
investigated, and the results from the datasets used in this
study indicate that hybrid methods generally enhance model
performance, while wrapper methods are computationally
expensive. The conducted feature importance analysis under-
scores the importance of feature extraction, given that the
extracted features have a noticeable impact on model outputs,
as evidenced by SHAP analysis. The implication of dataset
size on model accuracy was analysed, providing some
insights into estimating the minimum dataset size needed for
forecasting electricity in FDCS (1344 hours’ worth of data
for FDCS 1 and 1680 hours for FDCS 2). Nevertheless, these
conclusions are drawn from the available datasets, and further
research is needed.

This study, while providing insightful findings, acknowl-
edges some limitations that pave the way for future research.
The data collected predominantly during colder months
(end of October to end of January) may not fully capture
FDCS dynamics during warmer periods. Future studies
should expand data collection across different seasons,
particularly warmer months, to better understand the impact
of varying outdoor conditions on FDCS environments and
the performance of ML models. Another notable limitation

153948

is the untested generalisability of these ML models across a
broader range of FDCS settings. Although benefitted from
comparative analysis using datasets from two different FDCS
environments, this does not fully address potential variations
in operational scales and geographic locations. Consequently,
future research should focus on validating and enhancing the
universality of these models in various environments, further
exploring their applicability across a wider spectrum of FDCS
operational contexts.
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