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Emergence of subharmonics in a microwave driven dissipative Rydberg gas
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Quantum many-body systems near phase transitions respond collectively to externally applied perturbations.
We explore this phenomenon in a laser-driven dissipative Rydberg gas that is tuned to a bistable regime. Here two
metastable phases coexist, which feature a low and high density of Rydberg atoms, respectively. The ensuing
collective dynamics, which we monitor in situ, is characterized by stochastic collective jumps between these
two macroscopically distinct many-body phases. We show that the statistics of these jumps can be controlled
using a dual-tone microwave field. In particular, we find that the distribution of jump times develops peaks
corresponding to subharmonics of the relative microwave detuning. Our study demonstrates the control of
collective statistical properties of dissipative quantum many-body systems without the necessity of fine-tuning
or of ultracold temperatures. Such robust many-body phenomena may find technological applications in sensing.
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Open many-body quantum systems in which dissipative
processes and coherent interactions compete may display
emergent behavior. This manifests in novel timescales and
dynamical regimes, which are not simply predictable from
the knowledge of the underlying microscopic physics alone.
For example, symmetries of the microscopic equations of
motion can be spontaneously broken and as a consequence
nonergodic dynamical behavior occurs. Further to that, the
entire system responds collectively to externally applied per-
turbations. Not only can such a mechanism be exploited in
practical applications, such as collectively enhanced sensing
devices [1–3], but it may also underlie the physics of learning,
as demonstrated in the case of pattern retrieval dynamics in
the Hopfield neural network model [4].

In recent years Rydberg gases have become a widely em-
ployed system for the investigation of many-body physics.
The Rydberg platform features strong long-range interactions
[5–7] together with dissipation channels, which enabled the
study of nonequilibrium phase transitions [8–14] and the ob-
servation of signatures of self-organization [15–18], as well as
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of ergodicity breaking and synchronization [19–22]. Besides,
Rydberg gases are systems where bistabilities can be created
in a robust way without the requirement of cold temperatures
or the need of any fine-tuning. Moreover, by choosing suitable
Rydberg states it is possible to select the frequency range
of the perturbation to which the response of the gas is most
dramatic.

Here we demonstrate an experiment conducted in the
metastable (or bistable) [8,11,23,24] regime of a dissipative
Rydberg gas, where two phases—one with low and one with
high Rydberg density—coexist. Dynamically this coexistence
manifests in the random switching of the Rydberg density,
with exponentially distributed switching times. We monitor
this macroscopic effect continuously and nondestructively via
an electromagnetically induced transparency (EIT) detection
method. We show that by applying a periodic external per-
turbation, via a dual-tone microwave (MW) electric field, the
collective dynamical behavior of the Rydberg gas can be dra-
matically altered. This manifests directly in the statistics of the
switching times, which ceases to be continuous and develops
instead discrete peaks at multiples of the period associated
with the relative detuning of the MW drive.

Before going to the detailed description of our experimen-
tal findings, we illustrate the central idea of our work in Fig. 1.
In our setup we excite Rydberg states from hot atomic vapor,
where the atomic density is sufficiently large such that atoms
in Rydberg states strongly interact. As shown in a number of
previous works [24–27], this induces nonlinear and bistable
behavior. The latter manifests for instance in a sudden jump
from low density ρlow to high density ρhigh of Rydberg atoms,
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FIG. 1. Collective quantum jumps. (a) Schematic diagram of experimental energy levels. �p and �c are the Rabi frequency of probe and
coupling light, respectively, and �c is detuning of coupling light. The blue (upper) arrow represents the microwave field at resonance, while
the red (lower) arrow represents the microwave field with a detuning of δ f . (b) Sketch of the stationary density in an ensemble of laser-driven
Rydberg atoms as a function of the detuning � of the Rydberg excitation laser. A sudden change between two phases (ρlow and ρhigh) occurs
at a detuning �c.c.. (c) The central features of the physics in this bistable regime are effectively captured by a double-well model. Driving
the Rydberg manifold via dual-tone MW fields, with frequencies f0 and f0 + δ f , periodically modulates the potential landscape (see different
curves). (d) Collective jumps between the two phases appear in the time-resolved transmission signal, here in the presence of the MW field
(a.u. stands for arbitrary units, as the transmission signal is obtained through the voltage of the detector). (e) Histogram of the time intervals δt
between consecutive upwards jumps (from low to high Rydberg density) for the data in panel (d). Here, the histogram develops characteristic
peaks corresponding to subharmonics of the frequency difference δ f between the dual-tone MW field components.

ρrr , when one of the system parameters is tuned. Figures 1(a)
and 1(b) are sketches for a situation in which the detuning
� of the excitation laser is varied. This sudden change can
be interpreted [11] by evoking an analogy with equilibrium
thermodynamics: one may assume that the stationary state
in the bistable regime is governed by an effective potential,
which exhibits a double-well shape, as sketched in Fig. 1(c).
The two minima correspond to two phases. Close to the tran-
sition point, i.e., near �c,c shown in Fig. 1(b), the system
performs collective jumps, switching between the two phases
with macroscopically distinct Rydberg densities [see trans-
mission signal in Fig. 1(d) which shows data obtained using
our EIT detection method]. This qualitative picture can be put
on a solid theoretical footing using the theory of metastablity
[28,29] and in the Supplemental Material [30] we provide
more details on this aspect. The switching is stochastic, i.e., it
is driven by noise, and the characteristic time δt between con-
secutive jumps from the low-density towards the high-density
phase follows an exponential distribution (see Supplemental
Material [30]). As shown in Fig. 1(e), the application of a
dual-tone MW field, with relative frequency difference δ f [see
Fig. 1(a)] leads to a noncontinuous distribution for the times
δt . In particular, the resulting distribution exhibits peaks at
times that are multiples of 1/δ f .

Experimental setup. In our experiment rubidium-85 atoms
are placed into a 10 cm long heated glass cell and
the temperature is stabilized to 45.0 ◦C (atomic density
9.19 × 1010 cm−3). Atoms are excited from the ground state
(5S1/2, F = 2) to the Rydberg state (51D3/2) via a two-photon
process. A 795 nm probe light (with 1/e2-waist radius of
approximately 500 µm and peak value of Rabi frequency

�p/2π ∼ 10 MHz) excites atoms from the ground state to
the intermediate level (5P1/2, F = 3) and a further coupling
laser with wavelength 480 nm (with 1/e2-waist radius of
approximately 200 µm and peak value of Rabi frequency
�c/2π ∼ 10 MHz) takes atoms to the Rydberg state. This is
an EIT configuration, where the coupling light controls the
absorption of the probe light. To observe the EIT spectrum, the
detuning of the coupling light �c is scanned while the probe
light detuning �p is resonant to the transition 5S1/2 − 5P1/2.
The Rabi frequency of the probe light and its detuning are
both fixed. After setting the detuning of the coupling light
to a specific value �c, the time evolution of the transmission
signal is obtained, yielding curves such as the one depicted in
Fig. 2(a). In this way, we can study the collective response of
the Rydberg gas through the time-dependent transmission.

Besides the probe and coupling beams, there is a dual-tone
MW field applied to Rydberg atoms by a MW generator and
a horn close to the rubidium glass cell. The polarization of the
MW field is linear and one MW field is resonant with the Ryd-
berg transition 51D3/2 − 52P1/2. Here, 51D3/2 is the Rydberg
state in EIT configuration. The lifetimes of the atoms (includ-
ing spontaneous emission and blackbody radiation at a tem-
perature of 45.0 ◦C) in these energy levels are 7.13×10−2 ms
(for 51D3/2) and 9.48 × 10−3 ms (for 52P1/2), respectively
[31]. A second MW field is detuned from this resonance
by an amount δ f . Specifically, this dual-tone MW field has
the form EMW1 sin(2π f0t ) + EMW2 sin(2π [ f0 + δ f ]t ), where
f0 = 16.67 GHz is near resonant with the 51D3/2 − 52P1/2

transition and δ f = 300 Hz represents the relative MW field
detuning. The amplitude of the first MW field is fixed at
EMW1 = 3.8 mV/cm and that of the second MW field can
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FIG. 2. Controlling the collective quantum jump statistics. (a) Transmission signal showing collective jumps in the absence of MW driving
in the bistable region. (b) The corresponding histogram of the time interval δt between consecutive upwards jumps from low to high density
[see Fig. 1(b)] displays exponential behavior, given by the fit g1(δt ) ∝ exp(−0.7 δt/ms) (solid line). (c) Transmission signal in the presence
of MW driving. The Rabi frequency of the probe light is �p/2π = 7 MHz, which is the same as that in the (a) panel. (d) The histogram
for the case in (c) displays peaks occurring at multiples of the modulation period (see labels). The solid line corresponds to the fit g2(δt ) ∝
exp(−0.26 δt/ms)[sin(1.88 δt/ms + π/2) + 1]. (e) Transmission signal far from the bistable regime and in the presence of MW driving. The
Rabi frequency of the probe light is �p/2π = 1 MHz. (f) Histogram of the time intervals between peaks in (e). The solid line corresponds to
the fit g3(δt ) ∝ exp(−56 [δt/ms − 3.3]2). All data are obtained for the same detuning �c and �p. In panels (a),(b) there is no MW. In panels
(c)–(f) the dual-tone MW field of amplitude EMW2 = 3.8 mV/cm is applied. In panels (e), (f) the Rabi frequency of the probe light is lower
than that in panels (a)–(d), such that there is no bistable effect.

be attenuated during the experiment. The effective Rabi fre-
quency of the dual-tone MW field is then modulated according
to �MW(t ) = �MW1 + �MW2 exp(−i2πδ f t ), where �MW1(2)

corresponds to the Rabi frequency of the MW field resonant
(detuned by δ f ) to the Rydberg states. The MW frequency
resonant to the transition 51D3/2 − 52P1/2( f0 = 16.67 GHz)
is calculated via the method reported in Ref. [31]. The
amplitude of the MW in the center of the rubidium cell is cal-
ibrated by peak splitting of the EIT spectrum according to the
Autler-Townes split [32] (for more details see Supplemental
Material [30]).

Statistics of collective quantum jumps. As discussed pre-
viously and sketched in Fig. 1, stochastic collective jumps
manifest in the transmission signal. To establish a benchmark,
we show this phenomenon in Fig. 2(a) in the absence of the
MW field. We choose Rabi frequency and detuning of the
probe and coupling light such that the system is located in
a bistable parameter region. The physical process underlying
the collective jumps was discussed in Ref. [8]. The jump

process from the low ρlow to the high density phase ρhigh

(upward jump) is analogous to the collective jump in the
double-well model, where the fluctuation [noise in Fig. 1(c)]
in the Rydberg population triggers an avalanche or facilitation
of Rydberg excitations. As argued in Ref. [8] also the down-
ward jump (from high to low density) is collective.

On a more formal level, the intermittent dynamics orig-
inating from the collective jumps can be understood from
the theory of metastability [28,29]. Here the low- and the
high-density phase correspond to two metastable states that
are approximate steady states of the dynamical generator
that governs the time evolution of the dissipative Rydberg
gas. These two states are connected via an effective classi-
cal stochastic dynamics that entails collective jumps between
them. This predicts that the time interval δt between two
consecutive upwards jumps follows an exponential distri-
bution for sufficiently large δt (see Supplemental Material
[30]). As shown in Figs. 2(a) and 2(b) this is indeed con-
firmed by our experiment. To produce histograms as shown
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in Fig. 2(b), we collect 20 sets of transmission signals with
same length 100 ms, one of which is shown in Fig. 2(a),
and count how often a time interval of length δt occurs be-
tween two consecutive upward jumps (from the low- to the
high-density phase). The details of the procedure for gener-
ating the histograms from the transmission signals are given
in the Supplemental Material [30]. Note that, at small δt ,
there is a hole in the histogram. This is a consequence of
“antibunching” in two-level systems: after an upward jump,
a downward jump has to occur first, before the next upward
jump can take place. This limits the smallest value of δt that is
observable.

In the second and third row of Fig. 2 we show data obtained
in the presence of the dual-tone MW field. We distinguish
here the case in which the system is initially in the bistable
region [Figs. 2(c) and 2(d)] from the case in which the system
is initially far from it [Figs. 2(e) and 2(f)]. For a bistable
system the application of the MW leads to a drastic change
of the distribution of the jump times, as shown in Fig. 2(d).
The histogram breaks up into multiple disconnected peaks
with an exponentially decaying envelope. This is indeed a
collective response to the dual-tone MW, which can be seen
by making a comparison with the case in which the system is
far from a bistable regime. Here, the application of the MW
with oscillating Rabi frequency �MW merely modulates the
transmission signal monochromatically; see Fig. 2(e). The as-
sociated histogram, shown in Fig. 2(f), displays a single peak
at δt = t1 ≈ 3.3 ms, which corresponds to the relative detun-
ing of the dual-tone MW field: δ f = 300 Hz. The bistable
system, however, responds not only at that frequency, but also
features collective subharmonic responses: a second, a third,
and a fourth peak appear in Fig. 2(d), labeled as t2 = 6.6 ms,
t3 = 10.0 ms, and t4 = 13.2 ms.

Tunable response. To characterize the observed
subharmonic response, we vary the amplitude of the
second MW field EMW2, as quantified by the parameter
β = 20 log10(EMW2/EMW1), and the frequency difference δ f .
As shown in Fig. 3(a), upon decreasing EMW2 the subharmonic
peaks decrease in height and broaden, while remaining in
their position. As apparent in the bottom panel of Fig. 3(a), the
distribution approaches a continuous one for sufficiently weak
driving EMW2. To understand the origin of the subharmonic
response, we consider a simple mean-field model described
by a Lindblad master equation [2]. At the mean-field level,
the presence of many-body interactions between Rydberg
atoms results in a nonlinear shift of the detuning which
depends on the Rydberg state density. In addition, we
include a noise term in the detuning, encoding thermal
fluctuations (see Supplemental Material [30]). The latter term
is crucial for the emergence of the subharmonic response (for
details on the theoretical model see Supplemental Material
[30]). The distribution of δt calculated with our model is
illustrated in Fig. 3(b), as a function of the amplitude of
the second MW field, EMW2. It is important to note that
the theoretical model employed in our study is primarily
designed to capture qualitative features of the observed
phenomenology rather than providing precise quantitative
predictions. Several experimental factors, such as laser noise
and atomic velocity distribution, were not considered in our
model.

FIG. 3. Jump time distributions as a function of MW intensity.
(a) Experimentally measured distributions of δt for different values
of β, from −10 dB to −20 dB, and δ f = 300 Hz. (b) Distributions
of δt obtained with our theoretical model for values of β as in
(a) and δ f = 0.01γ . Here γ is the lifetime of the Rydberg state in
our theoretical model. Details are given in the Supplemental Material
[30]. (c) Behavior of the contrast C = (h2 − hmin )/h2 as a function of
the parameter β. Here, h2 is the height of the second peak and hmin

is the minimum height of the bins between the first and the second
peak [see bottom of panel (a) for an example]. We display results
from both experimental (bullet) and theoretical (solid line) data.

The change of the jump time distribution upon decreasing
the driving intensity EMW2 can be understood in terms of
the double-well model discussed at the beginning [please see
Fig. 1(c) and Supplemental Material [30] for further details
on the double-well potential and its underlying physics]. The
driving modulates the “potential landscape” periodically in a
way that gives rise to an optimal time within the period, at
which collective jumps are favored. When the modulation is
strong in comparison to the noise this leads to narrow peaks
in the distribution [cf. Fig. 2(c)]. However, as the driving
weakens, the modulation of the potential is less effective and
noise becomes the main driver for the collective jumps. In this
case, there is no preferred time for their occurrence and the
distribution broadens.

To characterize the broadening of the peaks, we define
the quantity C = (h2 − hmin)/h2, which measures the contrast
between the height of the second peak, h2, and the minimum
height of the bins between the first and the second peak, hmin.
As illustrated in Fig. 3(c), when the amplitude of the second
MW field is decreased below a threshold value, the contrast
becomes smaller than one, indicating the merging of the first
and the second peak. This behavior is also captured by our
theoretical model.

In Fig. 4, we present data showing how the distribution
of δt changes with the MW frequency difference δ f , in both
(a)–(c) experiment and (d)–(f) theoretical model. This illus-
trates that the subharmonic response persists for varying δ f .
Furthermore, as the value of δ f increases, the detuned MW
field gradually decouples from the system and only the res-
onant MW field is relevant. Consequently, the distribution of
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FIG. 4. Experimental and theoretical distribution of the collective quantum jump times as a function of the MW frequency difference δ f .
(a)–(c) Experimental distribution of the jump times for different relative detunings of the double-tune MW, δ f = 100 Hz (a), 500 Hz (b),
and 1000 Hz (c). The distance between neighboring peaks changes with δ f . (d)–(f) Distribution of the jump times calculated through our
theoretical model.

δt changes from a subharmonic distribution to an exponential
distribution.

Discussion. We have demonstrated that driving a bistable
Rydberg-atom system, via a dual-tone MW field, can change
the distribution of the times between collective jumps. The lat-
ter passes from a late time exponential distribution to one with
several peaks corresponding to subharmonics of the relative
MW detuning. Details of the distribution can be controlled by
varying the amplitude and the detuning of the dual-tone MW
fields.

The relevance of the observed phenomenon is not restricted
to Rydberg gases. Related features are observed in other
settings, such as non-Hermitian systems as well as in dynam-
ical models studied in neuroscience, psychology, and biology
[33–38]. In the presence of a periodic driving in these bistable
systems, internal or external fluctuations can trigger phenom-
ena similar to the one described here. Our work sheds light
on how collective nonlinear macroscopic behavior is linked
to the microscopic behavior of the many-body system. Estab-
lishing such a connection is notoriously difficult, especially in
quantum systems. Further, the observed collective effects may
lead to increase of the signal-to-noise ratio during sensing in a
noisy environment through the so-called stochastic resonance
effect [39–42].
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