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Abstract 
Diabetes-related hyperglycaemia can lead to sight-threatening conditions 
such as diabetic retinopathy (DR) and diabetic macular edema (DME). Manual 
diagnosis is time-consuming and requires a high level of expertise, hence 
automation is helpful. Deep learning models have achieved high accuracies 
but can be biased against groups that are underrepresented within the data. 
This study extends existing work on debiasing DR detection models to DME, 
for which there is less available data and less reported algorithm development. 
The best method (image augmentation) reduced the gap in accuracy between 
the best and worst-performing classes within the dataset from 18.5% to 4.5%.

Introduction 
Diabetes mellitus, known colloquially as “diabetes”, is a condition 
characterised by issues with insulin production or response, leading to 
hyperglycaemia (elevated blood sugar levels) [1]. When left untreated, 
diabetes-related hyperglycaemia can damage the blood vessels and nerve 
tissue in the retina, leading to conditions such as diabetic retinopathy (DR) 
and diabetic macular edema (DME), which can lead to vision impairment or 
loss [2]. Manual detection of DR and DME is time-consuming and requires 
a high level of expertise, making it difficult for people living in remote or 
rural areas to access diagnosis and treatment [3,4]. This is a significant issue 
for diabetic individuals who reside in low and middle-income countries, 
where there is a significant shortage of ophthalmologists [5, 6]. Therefore, 
automation is a promising solution to this problem.

Machine learning (ML) and deep learning (DL) methods have proven effective 
in detecting DR and DME from retinal images, with convolutional neural 
network (CNN) methods achieving accuracies as high as 97.3% and 86.4% 
respectively. However, these models can become biased against groups that 
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are underrepresented in the available training data. Ethnicity and iris colour 
are associated with retinal pigmentation, which impacts on the appearance 
of retinal images and disease markers within them [7]. Hence, it is crucial that 
models for DR and DME detection are exposed to a diverse, balanced range 
of images during training. This is challenging, as capturing large new datasets 
is expensive and time consuming, while obtaining current patient data raises 
privacy and ethical obstacles. Despite this, computational methods have 
been developed to produce unbiased, or “fair” models, with promising results. 
However, most of the existing research has been performed with respect to 
DR and looks at debiasing with respect to only “lighter-skin” and “darker-skin” 
groups, rather than testing across a spectrum of ethnically diverse datasets [8, 
9]. This paper enhances the current debiasing methods that were developed 
for DR, and applies them to DME, for which there is less available data, and 
less reported algorithm development. Furthermore, it explores debiasing 
models for a diverse dataset comprising more than two ethnic groups.

Data 
Three open-access datasets of retinal fundus images were combined: the 
Hamilton Eye Institute Macular Edema Dataset (HEI-MED) [17], the Indian Diabetic 
Retinopathy Image Dataset (IDRiD) [18, 19], and MESSIDOR-2 [20]. All datasets 
graded DME according to severity. For this study, all DME grades were converted 
to a binary label of 0 (no DME) or 1 (DME). HEI-MED reported the patient ethnicity 
for each sample, and the other two datasets reported the data collection location, 
making it possible to infer the ethnic group(s) mainly represented. Following the 
approach of Paul et al. [9], individual typology angle (ITA) was investigated as a 
proxy for patient ethnicity, however it did not show any clear relationship with 
the ethnicity labels provided in the HEI-MED. Instead, a CNN-based method was 
implemented to classify the ethnicity of the retinal images.

Methods 
The study followed a similar methodology to that in Paul et al. [9], shown in Figure 
1. Experiments were conducted to test model bias due to domain generalisation, 
by training on samples derived from one ethnic group only (White), and testing 
on a diverse dataset consisting of White, Indian, and African samples. Then, 
the following debiasing methods were trialled: data augmentation, adversarial 
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debiasing, TARA [9], and TARA+F [9]. This study aimed to extend the original 
work by testing whether debiasing with respect to the ethnicities represented 
in the training data could improve performance on other, unseen ethnicities. 
Additionally, this study used a much smaller dataset, with 200 training samples 
compared with the 20,000 in the original study. The baseline and adversarial 
debiasing models were trained on White samples only, while the augmentation 
and TARA+F models were trained on a combination of White samples and 
artificial Indian samples. All models were tested on the same dataset to enable 
comparison. The models were trained to perform a binary classification task on 
each sample, to categorise it as “DME” or “non-DME”. In the data, all DME samples 
have DR, as DME develops as a complication of DR. The non-DME samples 
contain both samples with and without DR. ResNet-50, the baseline classifier 
used in [9], resulted in overfitting on our dataset, even after applying dropout and 
regularisation techniques. Instead, DenseNet121 [10] was used as the baseline 
classifier, as it has fewer parameters but has demonstrated high performance on 
similar tasks [11-13].

Patho-GAN [14] was used to generate artificial samples of Indian individuals 
with DME to augment the dataset. A version of the model pre-trained on 

FIGURE 1

Methodology for adversarial debiasing, TARA, and TARA+F, based on Paul et al. [9].
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IDRiD was available, hence this method had a higher speed and lower 
computational cost compared with alternatives. Adversarial debiasing, TARA, 
and TARA+F were implemented following the methodology in [9].

Results 
All methods were tested on White, Indian, and African samples. The test dataset 
consisted of 132 images, 44 of each ethnicity (22 with DME, and 22 without). Table 
1 shows a comparison of accuracy across the models. The study proved that 
the novel debiasing methods used in Paul et al. [9] were applicable to a different 
disease, and when using a smaller dataset. However, as the code for the original 
study was not available, the implementation will have differed from the original 
implementation. This may explain why, in this case, the novel debiasing method 
was outperformed by simple dataset augmentation using Patho-GAN [51]. The 
results showed that, for data augmentation and TARA+F, debiasing with respect 
to White and Indian samples improved accuracy on the African samples, of which 
no real or artificial samples were included in the training or validation datasets. This 
suggests that these techniques help the model generalize well to new samples. In 
the case of adversarial debiasing, the acc

gap
 was reduced, but the accuracy on the 

African samples was not improved. Dataset augmentation and TARA+F improved 
the overall AUC, but increased the AUC

gap
, while adversarial debiasing decreased 

the overall AUC, but reduced the AUC
gap

. The overall accuracy and AUC of the 
models appears to have been limited by the low number of training samples. 
Hence, further work is required to optimise the models and bring the model 
performance to an acceptable standard for clinical use. Additionally, given that the 
AUC values prefer different debiasing methods to the accuracy values, it is crucial 
to examine the true positive and false positive rates.
TABLE 1: Comparison of accuracy (acc) and AUC across the baseline model and the best model for each of the 
debiasing methods. The acc

gap
 and AUC

gap
 are the difference in accuracy and AUC, respectively, between the best-

performing and worst-performing classes.

Model Overall White Indian African

acc AUC acc AUC acc AUC acc AUC acc
gap

AUC
gap

Baseline 77.3% 0.6995 86.4% 0.8595 77.3% 0.9184 68.2% 0.7211 18.2% 0.1973

Augmentation 72.7% 0.7142 75.0% 0.8678 72.7% 0.9638 70.5% 0.7531 4.5% 0.2107

Adversarial 
Debiasing

75% 0.6930 77.3% 0.8533 81.8% 0.9132 65.9% 0.7180 15.9% 0.1952

TARA+F 76.5% 0.7165 77.3% 0.8760 81.8% 0.9514 70.5% 0.7500 11.3% 0.2014
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This study explores debiasing with respect to ethnicity, however, this is only 
one axis on which bias may exist; it is necessary to ensure that models are 
also not biased with respect to other protected characteristics, such as age 
and sex. Additionally, as explored by Li et al. [15] and Mehta and Waheed 
[16], there are variations in retinal characteristics even within ethnic groups, 
so an ethnically diverse dataset still may not adequately capture a set of 
characteristics that represents biological diversity across the human race. 
This reinforces the need to produce models which generalise well to unseen 
samples that are not represented within the training or validation data. 

The combination of multiple datasets in this study may have introduced 
confounding factors related to image characteristics, for example, due to 
the use of different cameras; however, it is anticipated that the comparative 
approach reported will still provide valuable insights for future studies. 
While debiasing methods have been successful in reducing the disparity in 
results in cases with limited data, the development of a large, diverse, open-
access dataset reporting anonymised patient demographic labels would 
be invaluable in training models that perform well across a wide patient 
demographic.
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Abstract 
Diffusion-weighted MRI (DWI) can offer vital quantitative biomarkers to 
understand pediatric brain tumours. However, extraction of these markers 
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requires delineation of pathological tissue, which is time-consuming, requires 
expert-resource and can still be highly variable. This study develops an 
automated segmentation approach, leveraging transfer-learning and multi-
modal ensembling to tackle the issues specific to this DWI-only approach. 
Using a 3D CNN (namely Deepmedic) to perform automatic segmentations, 
we demonstrate the benefit of transfer-learning and ensembling for this 
task. However, we find limited accuracy of these segmentations, with limited 
reliability of the radiomic features extracted from these regions of interest 
(compare to the ground truth tumour mask). The current study highlights the 
potential of this approach, indicating the biases and issues which need to be 
addressed before it can be implemented in future clinical decision support 
tools. 

Introduction 
Diffusion-weighted MRI (DWI) is a standard imaging modality for 
neuroradiological assessment of pediatric brain tumours, with derived DWI-
biomarkers providing insights into tumour microenvironment and enabling 
diagnostic classification of tumour-type [1]. Regions of interest (ROIs), 
drawn around visible pathology, are needed to extract DWI metrics from 
the pathological tissue, which are subsequently incorporated into classifiers. 
Individuals with the requisite neuro-radiological expertise to draw these ROIs 
have limited capacity to conduct this additional, time-consuming workload. 
However, even expert-drawn ROIs are still subject to inter-/intra-rater 
variability [2], therefore, automated approaches are appealing. 

Automated approaches for brain tumour segmentation exist [3], but are 
inappropriate in this use case. Typically, they do not segment the DWI image, 
instead using other imaging modalities (T1w, T2w, FLAIR) – however, this 
then requires co-registration across modalities which is challenging in the 
presence of gross pathology/abnormality and geometric distortions common 
to DWI acquisitions [4]. Given this, automated methods for segmentation 
based solely on DWI, from which we wish to extract quantitative biomarkers, 
is warranted. 
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The current study employed a 3D, multiscale convolutional neural network 
(CNN) to develop a model for the automated segmentation of pediatric 
brain tumours from DWI, with the specific goal of implementing these 
automatic segmentations/ROIs into a diagnostic classifier, using DWI imaging 
biomarkers to predict tumour diagnosis in-vivo.

Method 
Dataset 
This study utilised data for n=107 pediatric brain tumour patients. DWI was 
acquired during standard care at the Birmingham Childrens Hospital, prior to 
surgical intervention or adjunct therapy. Consent was given for the upload 
of patient data to the UK Children’s Cancer and Leukaemia Group Functional 
Imaging (CCLG-FIG) Database. Multiple tumour types were included in the 
current cohort.

Region of Interest (ROI) Drawing 
ROIs were manually drawn on B0 volumes, using 3D Slicer [5] (ver.5.2.1). 
Additional imaging modalities were used to ensure inclusion of tumour 
only, with oedema and large cystic regions excluded. ROIs were iteratively 
improved through drawing by TM and review/evaluation by JN & DGK. 

Image Preprocessing 
B0 and B1000 volumes were extracted from DWI, and parametric maps 
of apparent diffusion coefficient (ADC) calculated from observed diffusion 
signal. B0/B1000 volumes were corrected for bias field and Gibbs artefact. 
Subsequently, all volumes were resampled to 1mm isotropic, intensity-
normalised and had non-brain tissue removed.

Segmentation Tool 
Automated segmentation was performed using Deepmedic [6] (ver.0.8.4), a 
multi-scale 3D Convolutional Neural Network, 11-layers deep, with a normal- 
and low-resolution pathway, with the final 3 layers fully-connected.
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Training and Evaluation 
All experiments were evaluated using a 4-fold cross-validation (CV) approach 
(each fold consisting of Training (n=80/81) and Testing data (n=27/26)). All 
hyperparameters and model choices were decided upon performance on 
training data with final performance evaluated on testing data across all folds. 
Concordance between segmentations and ground truth ROIs was assessed 
using Dice scores.

Exp. 1 Transfer-learning and Fine-Tuning 
The rarity of pediatric brain tumours, and relative limited availability of DWI 
data poses challenges for sample sizes. We use transfer-learning to exploit 
knowledge from a similar classification problem with an additional, larger 
dataset. Specifically, the model was pre-trained on existing, open-access 
MRI data of pediatric brain tumours (n=99) –from the 2023 BraTS-PEDs 
Challenge [7]. BraTS-PEDs does not include DWI, and so T2w MRI was 
used as the closest to expected DWI contrast. Learning rate and number 
of fully connected layers frozen for transfer-learning were optimised using 
systematic search. Once non-frozen layers were retrained on the CCLG-FIG 
data, all layers were unfrozen and fine-tuned using a smaller learning rate.

A baseline model was also trained for comparison – without pretraining on 
BraTS-PEDs, using only CCLG-FIG data for training (4-fold CV). 

Exp. 2 Multimodal Ensembling 
Despite being a single acquisition sequence, DWI offers 3 reconstructable, 
volumes; B0, B1000 and the ADC map. Three models, each using a different 
image as input channels, were trained and the output segmentations 
ensembled using a union-mask approach (i.e. a voxel is included if it is 
included in ANY of the three masks).

Exp. 3 Concordance of Radiomic Markers 
Radiomics can be used to extract quantitative features from DWI for future 
analysis and processing. Radiomic features from the ADC map were extracted 
from within the predicted segmentation (using PyRadiomics [8]) and 
compared to ground truth ROI using Intraclass correlation coefficients (ICC). 
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Results 
Exp. 1 
For the B0 volume, transfer-learning alone did not significantly improve 
performance on test data (Mean Dice Score (Dice  = 0.25, Standard Deviation 
(SD) = 0.24) compared to the baseline model (Dice  = 0.38, SD = 0.28). 
However, a slight improvement to average Dice score was achieved using 
transfer-learning followed by fine-tuning (Dice= 0.39, SD = 0.27).

Exp. 2 
Fine-tuned models using B1000 performed similarly (Dice  = 0.34, SD = 0.29), 
however ADC maps gave greater improvement (Dice  = 0.47, SD = 0.30). The 
greatest performance on test data was achieved through ensembling  
(Dice  = 0.49, SD = 0.26). Examples are seen in Figure 1.

FIGURE 1

Examples of tumour masks for individual cases with high (A) to low (C) segmentation performance (using 

ensembled method), based upon Dice score. Arrows indicate areas of prediction error.
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Exp. 3 
19 radiomic features were extracted from the ADC, for both the ground truth 
ROI and the segmentations from the ensemble (B0, B1000,& ADC) model. 
Across features, agreement was poor with mean ICC = 0.37, SD = 0.23. Only 
6 features performed with an ICC of ‘moderate’ or above (Entropy, Mean, 
RMS, Median, 10th Perc., 90th Perc. (in order)).

Exploratory Analysis 
Considering DICE at the patient-level, no bias due to age at diagnosis 
was observed, but a positive correlation existed between tumour grade 
(where available) and Dice (Rho=0.23, p=0.038). Unsurprisingly, qualitative 
investigation suggested those cases with lowest Dice scores were typically 
rarer tumour types, with fewer cases in the dataset overall.

Discussion 
Overall, based on Dice alone, the best model still performed poorly, for 
instance in comparison to results on the 2023 BraTS-PEDs Challenge 
(winning Dice score for tumour core was 0.80 using typical MR modalities). 
Further research should therefore focus on utilising prevailing state-of-the-
art architectures such as U-Nets, alongside larger cohorts for both pre-
training and fine-tuning segmentation models.

However, in developing automated segmentation approach for pediatric 
brain tumours from DWI, we demonstrated that transfer-learning and 
fine-tuning – even when pretrained with a different imaging modality (T2w 
vs DWI), improves segmentation performance, as does the multi-modal 
ensembling using additional volumes derivable from the DWI sequence 
alone. 

In-vivo diagnosis and classification of pediatric brain tumours using MRI 
will help guide early disease management, potentially supporting decision 
making through data-driven, clinical decision support tools. Through 
developing ways to leverage additional imaging modalities, such as DWI, this 
work will further contribute to this goal. 
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Background 
Plaque accumulation is the primary cause of peripheral artery disease (PAD), 
which strikes millions of lives worldwide (Martin et al., 2024). Stenting is widely 
accepted as a treatment for PAD. However, hemodynamic changes induced by 
the implementation of peripheral arterial stent can lead to in-stent restenosis 
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(ISR) and stent thrombosis (ST) (Hirschhorn et al., 2020). It is reported that ISR 
result from neointimal hyperplasia is linked with low and oscillating wall shear 
stress (WSS). Whereas high WSS induced platelet activation contributes to the 
formation of ST (Wu et al., 2024; Ng et al., 2017). Therefore, it is important 
to investigate hemodynamic factors, such as wall shear stress (WSS), time-
averaged wall shear stress (TAWSS) and oscillating shear index (OSI), when 
studying stented peripheral arteries.

Aims and Objectives 
In this study, we aim to rigorously investigate the hemodynamic quantities of 
a patient specific stented femoral artery model based on computational fluid 
dynamics (CFD) analysis. This patient-specific model is generated based on 
computed tomography (CT) image. To this end, a finite element (FE) analysis 
is first performed to deploy the stent in a patient-specific femoral artery. 
Subsequently, a CFD analysis is carried out based on the stented arterial model 
obtained from the FE analysis to investigate the hemodynamic factors of this 
model. Pulsatile boundary conditions are applied in the CFD simulations.

Methods 
CFD Model Preparation (see (Wang et al., 2021) for details): Femoral artery 
computed tomography (CT) images of a 73-old male patient are used to 
construct a patient-specific 3D model. The data contains 3918 slices of 
CT images with 0.625 mm slice thickness, each slices contain 512×512 
pixels (see for details). The CT images were identified and selected by our 
clinical collaborator. Ethical approval was obtained from HRA and Health 
and Care Research Wales (HCRW). A 25-mm-long left femoral artery 
model is reconstructed based on these CT images. The internal diameter 
of the arterial wall ranges from 8.3 mm to 9 mm. The femoral artery wall 
is assumed to be nonlinear hyperplastic material, and the strain energy 
function Mooney-Rivlin constitutive model. The stented peripheral arterial 
geometry was prepared through FE simulation. A six-ring stent is created 
using SolidWorks (Dassault Systems, SolidWorks Corp., MA). The stent is 6 
mm long and the strut thickness is 1 mm. A FEM simulation is established 
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for fully expanded stent configuration with a diameter of 9 mm. The stent is 
considered as stainless steel.

CFD Simulation 
A structure simulation is carried out first to obtain the stented artery 
geometry, which can then be used in the CFD simulation to study the 
hemodynamic behaviour in the stented femoral artery. Time-dependent 
velocity and pressure wave-forms are applied as the inlet and outlet 
boundary conditions, respectively. No-slip boundary condition is applied 
on all the lumen surface. ANSYS MESH is used to discretize the models with 
tetrahedron elements.

Results 
To investigate the hemodynamic characteristics of the patient-specific 
stented model, we demonstrate CFD results including blood flow pattern, 
time-averaged WSS and oscillating shear index in this section. For example, 
Fig. 1 demonstrates the flow velocity streamlines and contours at two-time 
instants during cardiac cycle at the time of 0.16s and 0.48s. 

FIGURE 1

Velocity streamlines and contours at different time instants.
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Conclusions 
Hemodynamic features including blood velocity, time-averaged wall shear 
stress and oscillating shear index are carefully considered in this study. 
Notably, regions of low and oscillatory wall shear stress are observed around 
the stent strut surface, where in-stent restenosis is likely to happen. Whereas 
high wall shear stress which could lead to stent thrombosis is mainly found 
within the stent cell area.
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Abstract 
We determine the feasibility of using a deep learning (DL) approach for 
predicting the gBRCA mutation by using the whole three-dimensional (3D) 
MR images of breast cancer and clinical data in high-risk cancer patients. 
A total of 324 breast cancer patients who had high-risk factors (such as 1) 
triple negative breast cancer; 2) primary bilateral breast cancer; 3) young 
breast cancer diagnosed at age less than or equal to 40 years; 4) at least 
one first- and/or second-degree relative with BRCA-related cancer and 
underwent gBRCA tests were retrospectively collected. A 3D convolutional 
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neural networks (CNNs)-based transformer architecture was trained on 80% 
of the data set and tested on the remaining 20%. Clinical data obtaining from 
biopsy (such as hormonal receptor, human epidermal growth factor receptor 
2 and Ki-67 proliferation index) were also used. The models’ performances 
with or without clinical data were analyzed in terms of accuracy, sensitivity, 
specificity, and areas under the receiver operating characteristic curve 
(AUCs). Among 324 patients, 100 (30.9%) had gBRCA 1/2 pathogenic 
mutation. For prediction of gBRCA mutation in the test set. a 3D CNNs-
based transformer architecture was evaluated using subtraction and T2WI 
MRIs with Logistic Regression (LGR) classifier. The best performance (only 
deep learning) among our models achieved an AUC of 0.82 (95% confidence 
interval [CI]: 0.64, 0.93), 80% sensitivity, 83% specificity, 80% PPV, 83% NPV, 
and 81% accuracy. In conclusion, DL models can effectively predict the 
gBRCA mutation without clinical data. Artificial intelligence may provide an 
early detection of gBRCA mutation for breast cancer patients who had high-
risk factors. 

Introduction 
The purpose of this study was to determine the feasibility of using a deep 
learning (DL) approach for predicting the gBRCA mutation by using the 
three-dimensional (3D) MR images of breast cancer and clinical data in high-
risk cancer patients.

Materials and Methods 
Datasets 
A total of 324 breast cancer patients who had high-risk factors and 
underwent gBRCA tests were retrospectively collected. A data set of 3D 
MR images of breast cancer from 324 subjects were manually segmented 
on contrast-enhanced T1-weighted subtraction images by an experienced 
breast radiologist. The ITK-SNAP software version 3.6.0 was used for 
segmentation (www.itksnap.org) of breast cancer. After segmentation, the 
reviewer crosschecked and revised the segmentation results in consensus. 
Clinical data obtaining from biopsy were also used. They were randomly 
split into training, tuning, and test (n = 253, 28, 43, respectively) after breast 
cancer annotation, with summary shown in Table 1. 
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TABLE 1: Number of MRI and clinical datasets in the training and test sets

Heading 
level

Number of images in the 
training set 
(with tuning set)

Number of images in the 
test set

BRCA no 181 (18) 23

BRCA yes 100 (10) 20

Total 281 43

Development to Classify BRCA
We proposed an integrated architecture, named 3D CNNs1-based 
transformer in Figure 1. The lesion volumes extracted from MRIwere first 
entered to train this model for high-level feature representations through 
layers including convolutional layers and max-pooling. The clinical data 
and deep features were concatenated using machine learning like Logistic 
Regression (LGR) classifier connected to last layer to classify non-BRCA 
and BRCA. The validation of the classifier models was performed with 20 
repeated 10-fold stratified cross-validations using test dataset. In addition, we 
conducted an ablation study on the prediction of BRCA with a test dataset to 
compare with radiomics1,2,3 and clinical feature model.

Results 
In figure 2, for prediction of gBRCA mutation in the test set, a 3D CNNs-
based transformer architecture achieved an AUC of 0.83 and 0.6, 
respectively. The DL model using subtraction and T2WI MRI achieved 80% 

FIGURE 1

Architecture of 3D CNNs-based transformer to classify the patients including BRCA.
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FIGURE 2

Diagnostic performances of the models in test set.

sensitivity, 83% specificity, 80% PPV, 83% NPV, and 81% accuracy in LGR 
classifier, and 45% sensitivity, 74% specificity, 60% PPV, 61% NPV, and 60% 
accuracy in LGR classifier, respectively.

Conclusions 
We developed DL models to classify BRCA using MRI different from other 
studies4,5. In the future work, we will compare with another deep learning 
using our dataset. Using 3D MR images, DL models can effectively predict the 
gBRCA mutation without clinical data. Artificial intelligence may provide an 
early detection of gBRCA mutation for breast cancer patients who had high-
risk factors.
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Abstract 
The prevalence of dementia, mainly Alzheimer’s disease, emphasises the 
need for early detection, especially in people with normal cognitive function. 
To predict the progression of Mild Cognitive Impairment and Alzheimer’s 
disease, statistical modelling and machine learning methods are used to 
analyse complex datasets. Our study demonstrates the efficacy of a statistical 
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Cox regression model for clinical application and shows strong predictive 
potential. While utilising imaging data has demonstrated significant predictive 
capability, including both imaging and clinical data notably enhances the 
predictive accuracy of the Cox model.

Introduction 
The field of healthcare is advancing, leading to increased global life 
expectancy. For instance, from 2014 to 2016, the UK witnessed a modest 
increase in life expectancy for both men and women, reflecting this 
global trend (Yang, et al. 2019). With longer life comes a higher risk of 
age-related brain disorders, impacting daily life (Li, et al. 2021). Dementia, 
notably Alzheimer’s disease (AD), is a leading cause of death. The most 
common early symptoms of AD pathology are poorer episodic memory 
and orientation, followed by a widespread decline in cognition and it likely 
leads to loss of independence (Arvanitakis, Shah and Bennett 2019). As no 
treatments to date can fully restore cognitive health, pharmacological and 
non-pharmacological interventions are applied to attempt to slow cognitive 
decline and improve the overall quality of life (Chen, Jiao and Zhang 2022). 
Once healthcare systems adopt treatments, there will be a need to enhance 
early AD diagnostics. Statistical and machine learning models can boost 
accurate and timely prediction of the time of conversion to MCI, enabling 
physicians to promptly apply appropriate treatment strategies for at-risk 
patients.

Related Work 
Detecting early cognitive impairment is crucial but challenging. Zhao et 
al. underscore the importance of identifying specific biomarkers for early-
stage AD to enable early intervention. They (Zhao, et al. 2019) assessed 
the risk of AD progression within two years, using the AD-Resemblance 
Atrophy Index (AD-RAI) to categorise patients by brain atrophy severity. 
Statistical analyses (ANCOVA, ANOVA), and logistic regression showed AD-
RAI’s potential in estimating MCI or AD progression risk. Similarly, Lin et al. 
(Lin, et al. 2018) predicted MCI occurrence over four years, differentiating 
individuals transitioning to MCI from those with normal cognitive abilities. 
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Using support vector machine (SVM), logistic regression, and random forest 
(RF), they achieved over 75% ROC AUC. Cognitive decline in AD or MCI 
can be detectable through MRI. AI is increasingly applied to MRI analysis, 
facilitating non-invasive identification of brain structural changes. Frizzell 
et al. reviewed 97 studies from 2009 to 2021, focusing on AI models using 
MRI for AD diagnosis (Frizzell, et al. 2022). They compared algorithms like 
SVM, RF, neural networks, and logistic regression, mainly for diagnosis 
classification or MCI to AD conversion. Reported algorithmic performance 
ranged from 75% to 95%, with some reaching up to 98% accuracy in AD 
and MCI classification. Convolutional neural networks were found to be the 
most efficient. Deep neural networks are used in survival analysis due to their 
powerful image-processing capabilities (Ocasio and Duong 2021). However, 
statistical techniques such as the Cox regression model are widely used due 
to their effectiveness. Studies have shown that the Cox model performs 
equally well as machine learning approaches (Billichová, et al. 2024). The Cox 
model lacks image processing capability but effectively handles preprocessed 
tabular data. Notably, it can outperform machine learning models even with 
smaller sample sizes.

To our knowledge, there is currently limited literature on predicting the 
development of MCI. Existing studies focus mostly on Alzheimer’s disease 
using demographic and clinical data. MRI data is gaining popularity in 
predicting neurodegenerative diseases. This paper focuses on predicting MCI 
conversion using imaging data in tabular form obtained from preprocessed 
MRI images to investigate their potential. We apply an advanced statistical 
Cox regression method, which has demonstrated its strength and advantages 
in this novel medical field.

Materials and Methods 
Data
In our research, we use data from the National Alzheimer’s Coordinating 
Center. We carefully chose a subset of measures based on brain areas 
commonly associated with AD-related atrophy, such as areas in the medial 
temporal lobe and the whole brain, as shown by MRI (Liu, et al. 2021). 
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Selected MRI variables were: total intracranial volume, total brain grey 
and white matter volume, segmented left and right hippocampus volume, 
segmented total hippocampi volume, left and right entorhinal grey matter 
volume, left and right parahippocampal grey matter volume, left and right 
entorhinal mean cortical thickness, and left and right parahippocampal mean 
cortical thickness. Demographic and clinical data were chosen by a backward 
feature selection approach. Due to a large number of features, we narrowed 
them down by referring to current publications (Lin, et al. 2018, Billichová, et 
al. 2024), ultimately selecting the variables: gender, age, education, memory 
decline, judgment, travelling difficulty, motor function and cognitive status.

Methods 
Cox proportional hazards model. Survival analysis commonly employs the 
Cox proportional hazards model, renowned for its popularity in statistical 
prediction (Kurt Omurlu, Ture and Tokatli 2009). As a semiparametric model, 
it requires fewer assumptions compared to parametric models, making it 
widely employed (Abadi, et al. 2014). The core assumption of this model lies 
in the proportionality of the hazard function.

Results 
To tackle the aim of our study, we implemented the Cox proportional 
hazards (CoxPH) model and assessed three scenarios for predicting 
conversion to MCI using: 1) imaging data, 2) demographic and clinical data, 
and 3) imaging, demographic and clinical data.

The dataset, comprising 1366 individuals, was randomly split into a training 
set and a test set with an 80:20 ratio. This resulted in 1092 samples (80%) for 
training and 274 samples (20%) for testing. Additionally, we evaluated each 
scenario using 10-fold cross-validation.
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TABLE 1: Comparison of the accuracy of Cox regression models on a test dataset across different data types

C-index
Brier 
score

Mean C-index 
(10-fold CV)

Imaging data 0.756 0.167 0.710 ± 0.045

Demographic and clinical data 0.861 0.148 0.866 ± 0.033

Imaging + demographic and 
clinical data

0.861 0.158 0.854 ± 0.036

The CoxPH model trained on only imaging data achieved a C-index of 75.6% 
and a Brier score of 0.167 on the testing set. The mean C-index from 10-fold 
cross-validation was 71.0% with a standard deviation of 4.5%. The model 
performance was significantly improved by incorporating both image and 
clinical data, with mean C-index = 85.4% (Table 1). Demographic and clinical 
data alone provided comparable performance to the combined model, 
achieving a mean C-index of 86.6% with a standard deviation of 3.3% and a 
Brier score of 0.148 on the testing subset.

Conclusion 
Detecting MCI at an early stage, even in people with normal cognition, 
is crucial. Time-to-event predictive modelling, helps clinicians identify 
individuals who are at risk of developing Alzheimer’s disease in its early 
stages. We have successfully implemented a predictive statistical Cox 
regression model. This method has shown strong predictive potential (mean 
C-index, 86.6%) and has the potential to screen progression to MCI. Imaging 
data have some predictive power (mean C-index, 71.0%) however, they 
do not add any further predictive power to demographic and clinical data. 
Previous research using CNNs reported strong but not necessarily superior 
performance to the Cox regression model used in this study. However, 
CNNs typically require larger datasets and more computational resources. 
Furthermore, the interpretability of CNNs remains challenging, whereas the 
Cox model offers more straightforward insights into the influence of specific 
risk factors. In future, interactions of the imaging data with demographic 
and clinical data can be investigated, as heterogeneity of risk factors 
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between e.g. males and females has been previously reported. Furthermore, 
feature selection methods and other machine learning approaches (CNNs, 
DeepSurv, RF, etc.) can be investigated and compared to enhance predictive 
performance.
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Abstract 
Accurate segmentation of tumors in breast MRI is always a critical issue 
in medical imaging. Breast MRI images are used for surgical planning and 
post-operative care; therefore, they need to be analyzed accurately. The 
application of deep learning techniques for the automated segmentation 
of breast tumors in MRI has been introduced, leading to significant 
advancements. Nevertheless, breast tumors vary in size and shape, accurate 
segmentation remains a challenge.

In addition, diagnosing the entire MRI image slices can be inefficient, as only 
a small percentage of slices in a patient’s entire MRI image slices contain 
tumors. Therefore, our study aims to classify the presence of tumor in MRI 
slices and accurately segment tumors of different sizes and types.
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Introduction 
Our proposed model is based on a multi-task learning framework 
that consists of sharing an encoder with a classification network and 
segmentation network. Multi-task learning has been previously applied to 
the analysis of medical data, leveraging the simultaneous training of multiple 
related tasks to improve model performance [1, 2]. The difference between 
our proposed model and the existing methods is that our classifier has the 
capability to not only classify tumors but also, as it learns knowledge, predict 
theapproximate location of the tumors. This is the basis for the classifier to 
consider it interpretable. The learning process of the classification network 
influences the segmentation network as both networks share an encoder, 
thereby enhancing segmentation performance. Additionally, it is possible 
to consolidate the slices predicted as containing tumors by the classifier to 
ascertain the precise location of each patient’s tumor. Our proposed model 
structure is shown at Figure 1.

FIGURE 1

An overview of multi-task learning process. Classification and segmentation share an encoder, as called Global 

Network.
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Methods 
We utilize the Globally-Aware Multiple Instance Classifier(GMIC) [3] as a 
classification network. This model is a multiple instance classifier that uses a 
two-step process. First, a low-capacity Global Network identifies key regions 
in an image. Then, a high-capacity Local Network analyzes these regions in 
detail.

Finally, a fusion module combines global and local information for the 
final prediction. A decoder network is added to the global network of this 
classification model to perform segmentation simultaneously. The global 
network and decoder network utilize the structure of U-Net. This approach 
allows the classification network and segmentation network to share an 
encoder (the Global Network) so that they can improve each performance by 
influencing the learning process through mutual exchange of information. We 
also utilized an attention module the skip-connection of each encoder and 
decoder stage. This module is a variant the Convolutional Block Attention 
Module(CBAM) called Topt-CBAM, aimed at enhancing segmentation 
performance.

Dataset and Experiments 
The study used a private DCE-MRI dataset containing images from 1,010 
breast cancer patients, which were acquired at the KNUMC institution. Tumor 
masks are annotated by radiologists. The data utilized in this study comprises 
the subtraction image, obtained by subtracting the post-contrast image from 
the pre-contrast image. By subtracting the pre- and post-contrast images, 
only the changes due to the contrast enhancement are highlighted, making 
it easier to distinctly visualize abnormalities such as tumors orinflammatory 
diseases. Mohamed Eid et al. [4] also shows that subtraction images are 
helpful. The dataset is split into training, validation, and test sets in the ratio 
of 0.7, 0.1, and 0.2. Considering that the number of slices containing tumors 
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is significantly lower than those without tumors, we opted for the under-
sampling method to balance the training and validation datasets. In our study, 
due to the subtraction process, pixel values in these images may be negative. 
We address this by replacing any negative pixel values with zero prior to 
normalization. Subsequently, images undergo Min-Max normalization to 
scale the pixel values to the range [0,1]. 

To compare our proposed model, we conducted experiments with existing 
segmentation models. Additionally, we compare a version of our proposed 
model without an attention module, a version using the traditional CBAM 
module instead of Topt-CBAM. Segmentation evaluation was conducted 
by calculating the DSC, Sensitivity, and Average Hausdorff distance(Avg 
HD). Evaluation metrics was calculated individually for each patient, and 
the final score was determined by averaging the scores across all patients. 
Additionally, the classification task was evaluated using the AUC metric. We 
also performed subgroup analyses based on tumor type and size.

Results 
Given that our model, the classification results exhibit a significant level 
of performance, attaining an AUC of 97.1%. The AUC was computed 
on a per-slice basis. This high classification performance results are a 
reliable indicator that our model can accurately classify slices containing 
tumors. Segmentation results for test data patients are shown in Table 1, 
demonstrating the superior performance of our model. Our proposed model 
showed the lowest performance without the attention module. Performance 
improved with the use of CBAM, and the highest performance was achieved 
with the Topt-CBAM module.Our model’s performance is further improved 
when classification is performed on slices with tumors classified first and 
then segmented only on those slices. Fig. 2 illustrates a qualitative example. 



48

Medical Image Understanding and Analysis

frontiersin.org

TABLE 1: Comparison of experimental results for breast tumor segmentation. We estimate the 95% confidence 
interval(CI) using 10,000 samples

DSC ä(%) Sensitivity ä (%) Avg HD å (mm)

UNet [5] 70.50(CI:67.76,73.13) 70.55(CI:67.38,73.65) 13.00(CI:10.42,15.83)

UNet++ [6] 70.09(CI:66.88,73.12) 72.09(CI:68.55,75.48) 15.25(CI:11.81,19.05)

SegNet [7] 66.89(CI:63.70,70.02) 66.42(CI:62.65,70.03) 19.69(CI:15.96,23.68)

SwinUNETR [8] 72.57(CI:69.62,75.30) 77.42(CI:74.43,80.24) 10.88(CI:7.33,15.44)

Ours 
(without attention 
module)

72.53(CI:69.66,75.26) 76.64(CI:73.73,79.37) 10.36(CI:7.86,13.10)

Ours 
(with CBAM [2])

73.03(CI:70.14,75.87) 77.01(CI:73.86,80.07) 10.01(CI:7.08,13.43)

Ours 
(with Topt-CBAM)

73.37(CI:70.70,75.88) 80.46(CI:78.06,82.74) 8.49(CI:6.68,10.48)

Ours (after classification, 
with Topt-CBAM)

77.29(CI:75.00,79.44) 82.20(CI:79.86,84.37) 6.93(CI:5.21,8.83)

FIGURE 2

Qualitative examples of model. It shows the capability to detect various types and sizes of tumors that other 

models could not identify.
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TABLE 2: Tumor type comparison. Our proposed model performs well, demonstrating a sensitivity of 82.96% for 
Non-mass tumors, which is particularly challenging due to tumor blurring

model DSC ä(%) Sensitivity ä (%) Avg HDå(mm)

Mass SwinUNETR [8] 75.23

(CI: 71.04,79.04)

75.36

(CI: 70.51,79.83)

14.24

(CI: 8.43,22.88)

Ours 80.52
(CI: 77.46,83.35)

80.16
(CI:76.08,83.85)

9.62
(CI:6.55,13.09)

Mass + 

Non-mass

SwinUNETR 79.16

(CI:75.16,82.79)

83.85

(CI:79.41,87.66)

4.86

(CI:1.90,8.82)

Ours 81.86
(CI:78.11,84.91)

85.78
(CI: 81.17,89.37)

3.90
(CI:1.16,8.49)

Non-mass SwinUNETR 68.94

(CI:61.95,75.45)

77.72

(CI: 70.50,84.47)

3.15
(CI: 1.74,4.94)

Ours 70.27
(CI: 63.60,76.08)

82.96
(CI: 76.99,88.47)

3.97

(CI: 1.73,7.08)

TABLE 3: Tumor size comparison. Our model outperforms the SwinUNETR model across all categories, 
demonstrating superior capability in accurately capturing small tumors

model DSCä (%) Sensitivityä (%) Avg HDå(mm)

Small  
(size≤ 

18mm)

SwinUNE-
TR [8]

70.87
(CI: 64.89,76.29)

73.61
CI: 66.73,79.87)

19.77
(CI: 10.32,33.98)

Ours 77.40
(CI: 72.67,81.65)

77.94
(CI:71.78,83.58)

13.59
(CI:8.20,19.58)

Medium 
(18mm<-

size≤32mm)

SwinUNETR 75.29
(CI:70.65,79.54)

76.46
(CI:71.06,81.41)

6.89
(CI:4.39,9.88)

Ours 78.76
(CI:74.78,82.46)

81.19
(CI: 76.71,85.21)

5.17
(CI:3.39,7.16)

Large 
(size>32mm)

SwinUNETR 77.94
(CI:73.20,81.84)

83.73
(CI: 78.99,87.86)

2.92
(CI: 1.46,4.84)

Ours 79.68
(CI: 75.60,82.90)

87.23
(CI: 84.05,90.13)

2.91
(CI: 1.38,5.09)
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Subgroup analysis involved the comparison of two distinct subgroups. We 
compared performance by tumor type and tumor size using our proposed 
model and the second best performing SwinUNETR model.

In the tumor type category as shown in the Table 2, our model outperformed 
SwinUNETR in all categories except Average HD in the Non-mass category. 
At the tumor size category as shown in the Table 3, our model outperformed 
SwinUNETR in all categories. Our model demonstrated the ability to segment 
small tumors, with a Sensitivity of 77.94% in the Small tumor category. 
This subgroup analysis demonstrates that our proposed model effectively 
segments even the tumors that are challenging to locate.

Conclusion 
In this paper, we propose a multi-task learning approach for tumor 
classification and segmentation of breast MRI images. This method can 
help radiologists analyze tumors efficiently because it can achieve accurate 
segmentation by classifying only slices that contain tumors. We found that 
an interpretable classifier and segmentation network can better capture 
tumor features by sharing an encoder. Furthermore, we leveraged a modified 
attention module called Topt-CBAM to improve segmentation performance. 
Our model has been trained on a variety of tumors using data from over 
1,000 patients, thereby equipping it with the ability to segment between 
various tumor types.
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Abstract 
MRIs are a common imaging modality used in the diagnosis and 
management of conditions related to the brain. One common type of 
MRI is structural MRIs, these record the structure of the brain and have 
high spatial resolution. Another common type is functional MRIs (fMRI) 
which are used to capture neural activities of the brain by examining 
the variation of oxygen levels in the blood flow. fMRI is non-invasive 
and has a high temporal resolution but low spatial resolution. A recent 
paper on enhancing the spatial resolution of fMRIs to near structural MRI 
quality was recently published by Ota et al[3]. This paper also introduced 
the idea of subject-specific learning to this problem. In this approach, 
the model is trained on data from one patient only to eliminate any 
anatomical variation that might be caused by training on other subject’s 
data. This is opposed to the more well-known approach of using 
multiple patients to train the model, referred to as generalised training in 
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this article. It was suggested by Ota et al[3] that subject-specific training 
is important for fMRIs as changes in functional activation can be very 
small and artefacts caused by training on multiple patients may mean 
information is lost or incorrectly analysed, but this hypothesis wasn’t 
tested. A further limitation of the work was that the model presented 
was in 2D. Our research is focused on developing 3D architectures 
for this problem and analysing the impact of using subject-specific vs 
generalised training. To this end, we have designed 3D architectures for 
this problem based on three GAN-based [1] models- SRGAN, DCGAN, 
and CycleGAN- and tested them using subject-specific and generalised 
training. The resulting models from DCGAN and CycleGAN-based 
architectures can successfully generate high-quality structured MRI 
images from resting-state fMRI (rs-fMRI). The novelty of our work is to 
extend 2D architectures to 3D and test subject-specific and generalised 
learning with 3D medical images.

The research is conducted on the Human Connectome Project dataset[2]. 
Structural MRI is considered as high resolution MRI and fed to the model as 
ground truth whereas rs-fMRI is used as input to the generator. rs-fMRI of 
each subject is acquired in four different sessions, each session has two runs. 
We have used a fairly standard (Min-Max) loss function and gradient penalty 
with a penalty coefficient of 5. In subject-specific learning, we split the data 
so that data from different sessions is used to train, validate, and test the 
models whereas, in generalised learning, a model is trained with data from 
multiple subjects’ images and other unseen subjects’ images are used to 
validate and test the model. Through this, we wish to test the hypothesis that 
subject-specific training is more appropriate for sensitive medical data.

Experimental Comparison of Subject-Specific and Generalised Training 
 In this section, we compare the performance of subject-specific training 
against generalised training to determine the suitability of subject-specific 
and generalised training for sensitive medical applications. To test this, we 
have trained models using the three architectures using both subject-specific 
and generalised approaches. For subject-specific training, we trained the 
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model using four runs from the first two imaging sessions’, we validated 
and tested the model with two runs from the third and fourth session’s 
images respectively which are completely unseen data for the model. For 
generalised training, we trained the model using 70 subjects with all eight 
runs’ data from all four sessions of each subject. The model is evaluated 
using all eight runs of four sessions’ data from 15 different (unseen) subjects 
each for validation and testing. We use statistical metrics and box plot 
methods to compare our models.

Statistical Analysis 
The quantitative evaluation metrics for subject-specific and generalised 
training are shown in Table 1 and Table 2 respectively. From this we can 
see that images generated via subject-specific training have generally 
higher SSIM and PSNR than the images generated from generalised 
training. Images generated from subject-specific training also have lower 
MSE and MAE than the images generated from generalised training. This 
suggests that subject-specific model may be much easier to train and can 
more easily produce higher quality images than in the case of generalised 
training.
TABLE 1: Average of SSIM, PSNR, MSE and MAE of SRGAN, DCGAN and CycleGAN- based models on  
subject-specific learning

TABLE 2: Average of SSIM, PSNR, MSE and MAE of DCGAN and CycleGAN- based model on generalised learning
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Looking at the statistics, presented in Tables 1 & 2 subject-specific models 
are easier to train and more accurate than generalised learning. This can be 
seen by the significantly higher SSIM and PSNR values and the significantly 
lower MAE and MSE reported for subject-specific models. This is further 
confirmed by the plots in Fig. 1 which demonstrates that in addition to 
achieving the best average values for the evaluation metrics, the best 
performing subject-specific models also showed lower variation of SSIM 
when compared with the best performing generalised models.

Conclusion 
These results support the idea that subject-specific training is more 
appropriate for sensitive medical applications. If small variations are 
important (such as in MRI/fMRI analysis) then generalised models may not be 
appropriate as they are much higher variation in SSIM, suggesting that they 
may introduce small differences not present in the original data. Generalised 
learning may be more appropriate for applications trying to identify broad 
trends in the data from many patients, as small variations are less likely to 
impact the final results.

FIGURE 1

Box plot of Test SSIM of DCGAN, CycleGAN and SRGAN- based models on both subject-specific and 

generalised learning.



Medical Image Understanding and Analysis

57 frontiersin.org

References

[1] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, 

S. Ozair, A. Courville, and Y. Bengio. Generative adversarial networks. 

Communications of the ACM, 63(11):139–144, 2020.

[2] C. Ledig, L. Theis, F. Huszár, J. Caballero, A. Cunningham, A. Acosta, A. 

Aitken, A. Tejani, J. Totz, Z. Wang, et al. Photo-realistic single image super-

resolution using a generative adversarial network. In Proceedings of the IEEE 

conference on computer vision and pattern recognition, pages 4681–4690, 

2017.

[3] J. Ota, K. Umehara, J. Kershaw, R. Kishimoto, Y. Hirano, Y. Tachibana, H. 

Ohba, and T. Obata. Super-resolution generative adversarial networks with 

static t2* wi-based subject-specific learning to improve spatial difference 

sensitivity in fmri activation. Scientific Reports, 12(1):10319, 2022.



58

Medical Image Understanding and Analysis

frontiersin.org

Implicit neural networks for  
breast ultrasound image  
segmentation

Author
Michal Byra – Institute of Fundamental Technological Research, Polish Academy of 

Sciences, Warsaw, Poland

Citation
Byra, M. Implicit neural networks for breast ultrasound image segmentation.

Abstract 
Breast cancer is the most common cancer in women, and ultrasound 
(US) imaging is important for breast mass assessment. Accurate automatic 
breast mass segmentation facilitates mass characterization. Traditional deep 
learning methods, such as convolutional networks and transformers, have 
achieved high performance in breast mass segmentation. Recently, implicit 
neural representations, which use continuous, nonlinear, coordinate-based 
approximations through multi-layer perceptrons, have shown promise 
in various fields, including medical image segmentation. In this work, we 
present an implicit network for breast mass segmentation in US. We train a 
coordinate-based implicit network to jointly output the US image pixel values 
and the segmentation pixel scores. The network is conditioned using latent 
codes, effectively associating the regression and segmentation tasks with the 
mass type (benign/malignant) and BI-RADS category. Additionally, a trainable 
image-specific code is used. During inference, given a US image, we fix the 
weights of the network and use the backpropagation algorithm to determine 
the latent codes, facilitating the image regression task. This process, due to 
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the learned associations, also provides the segmentation mask. Our results 
confirm the feasibility of using implicit networks for breast mass segmentation 
and other tasks leveraging learned associations between latent codes and 
image/mask appearances.

Introduction 
Breast cancer is the most common cancer in women, and ultrasound (US) 
imaging is widely used for breast mass assessment. Accurate automatic 
breast mass segmentation facilitates mass characterization, as malignant 
lesions often have more variable shapes compared to benign lesions. Over 
recent years, various deep learning methods, primarily based on feed-
forward convolutional networks or transformers, have been proposed for 
this task, achieving excellent performance with high agreement with manual 
annotations by medical experts.

Recently, implicit neural representations (INRs) have gained attention in 
computer vision and computational physics. INRs provide a continuous, 
nonlinear, coordinate-based approximation of target quantities using a multi-
layer perceptron. In computer graphics, INRs are used to efficiently handle 
high-resolution data and are well-suited for tasks like differentiable rendering 
and scene reconstruction due to their ability to interpolate and generalize 
from sparse data. Singh et al. demonstrated that a single polynomial implicit 
network could represent large datasets like ImageNet, enabling tasks such as 
guided image generation or style-mixing. [1]. 

Implicit networks have emerged as a novel approach for medical image 
segmentation, offering several advantages over convolutional networks 
or transformers. Stolt-Anso et al. used implicit networks for cardiac 
segmentation in MRI. Authors trained a multi-task coordinate-based implicit 
network to jointly output MRI image pixel intensity values and segmentation 
mask scores [2]. This network was conditioned with an image-dependent 
latent code, efficiently relating the tasks of joint image regression and 
segmentation mask computation. 
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Methods 
In this work, we extend the approach by Stolt-Anso et al. and develop an 
implicit network for breast mass segmentation in US. To our knowledge, this 
is the first application of implicit networks for this purpose. Our framework is 
presented in Fig. 1. Compared to the original approach, our method includes 
several innovations. In addition to a trainable latent code sampled from a 
normal distribution, we condition the network using latent codes related to 
BI-RADS category and breast mass type (malignant/benign), which allows 
the network to associate US image regression and mass segmentation tasks 

FIGURE 1

We train a coordinate-based implicit network to jointly output the US image pixel values and the segmentation 

pixel scores. The network is conditioned using latent codes, effectively associating the regression and 

segmentation tasks with the mass type (benign/malignant) and BI-RADS category. Additionally, a trainable 

image-specific code is used. During inference, given a US image, we fix the weights of the network and use 

the backpropagation algorithm to determine the latent codes, facilitating the image regression task. This 

process, due to the learned associations, also provides the segmentation mask.
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with clinical descriptors of the pathology. This conditioning mechanism 
opens new possibilities. For example, the network may learn to associate 
the complex shape of a breast mass with malignancy. During inference, 
we freeze the network weights and use the backpropagation algorithm to 
regress the test US image and determine the latent code along with the 
segmentation mask. Furthermore, the learned associations between US 
images, segmentation masks, and clinical descriptors can be leveraged for 
several tasks. For instance, we can determine the latent codes corresponding 
to the BI-RADS category and classification label, effectively transforming 
the implicit network into a classification model. Additionally, given a 
segmentation mask and a latent code, our method can address tasks related 
to image inpainting or interpolation.

Experiments and Discussion 
We trained our network using the BUS-BRA dataset, which includes around 
1800 breast US images with BI-RADS categories and malignant/benign 
labels [3]. Our approach was also evaluated using the UDIAT dataset [4]. 
The segmentation branch was trained using a Dice score-based loss 
function, while mean squared error was used for the image regression task. 
Results confirmed the feasibility of using implicit networks for breast mass 
segmentation and other tasks leveraging learned associations between 
latent codes and image/mask appearances. However, the proposed method 
achieved lover performance compared to deep learning methods utilizing 
transfer learning with models pre-trained on large scale datasets. 

Although still in their infancy compared to convolutional models, implicit 
networks offer a promising approach to breast mass image analysis. Our 
study is an important preliminary step exploring the usefulness of implicit 
networks in US image analysis. 
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Abstract 
The deformation of the lateral ventricle (LV) shape is widely studied to 
identify specific morphometric changes associated with diseases. Since 
LV enlargement is considered a relative change due to brain atrophy, local 
longitudinal LV deformation can indicate deformation in adjacent brain areas. 
However, conventional methods for LV shape analysis focus on modeling the 
solely segmented LV mask. In this work, we propose a novel deep learning-
based approach using peripheral area projection, which is the first attempt 
to analyze LV while considering surrounding areas. Our approach deforms 
the follow-up LV mesh to match the baseline shape, while optimizing the 
corresponding points between baseline and follow-up LVs are located on 
the surfaces with the same adjacent brain area. Applying this approach, we 
quantitatively evaluate the deformation of the left LV in normal (n=10) and 
demented subjects (n=10). Noticeable differences are observed on local LV 
surfaces adjacent to thalamus, caudate, hippocampus, amygdala and right LV. 
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Introduction 
Enlargement of the lateral ventricles (LV) is observed alongside the loss of 
brain cells during normal aging and is more pronounced in diseases such 
as dementia. Thus, LV shape deformation is widely studied to find specific 
changes associated with brain atrophy. The primary method for shape 
analysis compares baseline and follow-up LV obtained from longitudinal 
brain images. Longitudinal changes are derived by deforming the original LV 
to match the target shape and comparing the original and deformed one. 
For example, deformable mesh-based methods (Styner et al. (2006)) deform 
the source LV mesh to the target shape, while diffeomorphic mapping-based 
methods (Qiu and Miller (2008); Djamanakova et al. (2013)) warp the source 
brain image to align with the target image. 

Despite the successful alignment of the LV shapes, previous approaches 
cannot ensure that the corresponding points on the baseline and follow-up 
LV surfaces accurately represent local deformations. To be more specific, 
these methods do not guarantee that points along brain parts such as the 
amygdala and hippocampus in the baseline LV are moved to the same part in 
the follow-up LV.

In our work, taking into account that LV shape deformation is accompanied 
by surrounding brain atrophy, we utilize peripheral area information to find 
corresponding points more accurately. Our deep learning-based method 
induces the vertices of the source mesh to move to the corresponding points 
located in the same surrounding brain area.

To demonstrate the quantitative local deformation of the LV while 
considering peripheral areas, we applied our approach to longitudinal 
brain MRIs of normal (n=10) and demented (n=10) subjects. By projecting 
peripheral brain structures onto the LV, we analyzed local deformations 
relative to adjacent brain regions. Noticeable differences in local surface 
deformations adjacent to the thalamus, caudate, hippocampus, amygdala, 
and right LV were observed. 
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Method 
As illustrated in Fig.1, our method for longitudinal analysis of LVs consists of 
two stages. In the first stage, the LV and its peripheral areas are segmented 
from registered longitudinal brain MRIs. Using the LV mask, we constitute 
point cloud-based baseline and mesh-based follow-up LVs. Then, using 
surrounding area masks, we classify the points of the baseline point cloud 
and the vertices of the follow-up mesh into the nearest peripheral areas.

In the second stage, the follow-up mesh is iteratively deformed to match the 
baseline shape using a vertex deformation module based on Pointnet (Qi et 
al. (2017)) architecture with the input of the vertex position. The objective 
function to minimize is the sum of the distance loss L

dist
 between the 

deformed mesh and the baseline point cloud, and the regularization loss L
reg

 
for the deformed mesh. The distance loss is:

FIGURE 1

Overall architecture to estimate longitudinal shape deformation of lateral ventricle.
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L
cf
 is chamfer distance between the selected points on the deformed mesh 

M
i
 and the point cloud P

baseline
. L

pm
 is bidirectional distance between P

baseline
 

and the faces of M
i
. L

pmi
 represents the bidirectional distance between 

the points and the part of the mesh faces classified into the i-th area 
of m surrounding area classes. This loss encourages the vertices of the 
mesh to deform towards the positions of the same surrounding area. The 
regularization loss is:

L
vert 

represents the root mean square distance of the vertices moved, which 
induces the smallest vertex movements while approaching the target 
shape. L

edge
 is edge length regularization to prevent skewed mesh. Normal 

consistency L
normal

, and Laplacian smoothness L
lap

 are used to derive a 
smooth deformed mesh.

Results 
We analyzed LV shape deformation using our approach in the OASIS 
longitudinal dataset (Marcus et al. (2010)) of normal (n=10) and 
demented (n=10) subjects whose baseline ages ranged from 78 to 88 
years. To derive the deformation, the distance between the baseline 
and follow-up shapes is calculated by comparing the original vertex V

0
 

with the deformed vertex V
k
 after k optimization iterations. As depicted 

in Fig.2, we analyzed changes in regions adjacent to thalamus, caudate, 
hippocampus, amygdala and the opposite LV, as well as in the entire LV. 
In addition, we conducted a comparative analysis between normal male 
(n=19, age range=80.1±5.5) and female (n=19, age range=80.6±5.0) 
subjects sourced from the OASIS dataset. Across all examined regions, 
no statistically significant differences in deformation were observed 
between sexes (p-value>0.26).
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Conclusion 
We suggest a deep learning-based LV shape modeling for longitudinal 
analysis using peripheral area projection that enables the interpretation of 
local deformations along surrounding areas. We applied our method to the 
longitudinal dataset, demonstrating noticeable differences in deformation 
patterns between normal and demented subjects.
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FIGURE 2

Comparison of longitudinal averaged vertex displacement in peripheral brain areas between two groups: 

normal (n=10) and demented (n=10) subjects. The displacement is normalized by the product of time interval 

between two longitudinal MRIs (in year) and one-third power of the individual estimated total intracranial 

volume. 
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Abstract 
Diagnosing multiple sclerosis (MS) presents significant challenges due to its 
complex clinical presentation and the subjective interpretation of imaging 
findings. Machine learning (ML) and deep learning (DL) models, despite their 
potential, often exacerbate these challenges with their opaque decision-making 
processes, hindering clinical integration. This study addresses these limitations 
by employing eXplainable Artificial Intelligence (XAI) techniques, specifically 
integrating Grad-CAM within a Convolutional Neural Network (CNN) framework, 
EfficientNetB1, for the diagnosis of MS. The primary objective is to enhance the 
transparency and reliability of MS diagnosis by providing clear visual insights 
into the model’s decision-making process, while also identifying and mitigating 
potential biases and irrelevant features. Using a dataset comprising FLAIR axial 
and sagittal MRI images of MS patients and healthy individuals, the CNN model 
is trained and integrated with Grad-CAM. Post-integration observations revealed 
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potential biases and irrelevant features, particularly in the erroneous highlighting 
of certain regions by the model. Subsequent adjustments and re-training using 
10-fold cross-validation led to an improved model with accuracy rates of 99.82% 
for axial, 99.76% for sagittal images, and 99.36% overall. Furthermore, testing 
on a separate dataset confirmed the model’s ability to generalize and perform 
well across various clinical contexts. In conclusion, this study underscores the 
critical role of transparent and interpretable models in medical diagnostics, 
demonstrating that the integration of XAI techniques can significantly enhance 
the reliability and clinical applicability of models.

Dataset 
The dataset used in this study is obtained from a research article published in 
2021, collected from Ozal University Medical Faculty [4]. It consists of FLAIR 
MRI images of the brains of 72 patients diagnosed with MS and 59 healthy 
individuals. The dataset is organized into four groups: MS-Axial (n = 650), 
MSSagittal (n = 761), Healthy-Axial (n = 1002), and Healthy-Sagittal (n = 1014). 
To evaluate the generalizability of the proposed model, an additional publicly 
available dataset by Muslim et al. [5] is used, which includes FLAIR MRI images 
from a different population.

Methods & Results 
For the classification of MRI images to diagnose MS, a series of steps were 
taken. Initially, all images were resized to a fixed dimension of 240x240 
pixels to ensure uniformity in data processing. The architecture chosen for 
the classification task is EfficientNetB1 [7], selected for its proven efficacy in 
image classification and computational efficiency. Using transfer learning, the 
model leveraged pre-trained weights from the ImageNet dataset to extract 
meaningful features from the MRI images. The model architecture consisted 
of a base EfficientNetB1 model followed by custom layers tailored for 
classification purposes. To assess the robustness of the model performance, 
a 10-fold cross-validation strategy is implemented. This involved training 
the model on nine folds of the data while validating the remaining fold for 
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each iteration. Following cross-validation, the final model is trained on the 
entire dataset to maximize its learning potential for subsequent evaluation 
and testing on unseen data. During the initial 10-fold cross-validation 
process, the model achieved an accuracy of 98.13% for the overall dataset, 
combining both axial and sagittal images. Gradient-weighted Class Activation 
Mapping (Grad-CAM) [6] is integrated to provide visual explanations for 
the model’s predictions. Grad-CAM highlighted regions of the input image 
that contributed the most to the model’s decision-making process. Initially, 
certain regions on the left side of the images were incorrectly highlighted 
by the model. To address this issue, images were cropped to focus solely 
on relevant brain regions. Subsequently, the model is re-trained on the 
cropped images, leading to improved accuracy. Grad-CAM is then reapplied, 
effectively highlighting the relevant regions in the MRI images (shown in 
Figure 1).

To evaluate the generalizability of the model, a separate set of images 
collected from a different source [5] is used. The model tested on some 
random images and made accurate predictions on these images and Grad-

FIGURE 1

Grad-CAM visualisation for MS class before cropping and after cropping the images.
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CAM effectively highlighted the regions that influence classification decisions 
(shown in Figure 2). In general, the integration of Grad-CAM improved 
the diagnostic capabilities of the model by accurately highlighting regions 
indicative of Multiple Sclerosis. The visual insights provided by Grad-CAM 
facilitated better understanding and trust in the model’s decision-making 
process. Upon completion of the 10-fold cross-validation, the proposed 
CNN architecture achieved a final accuracy of 99.82% for axial images, 
99.76% for sagittal images, and 99.36% overall. Furthermore, a comparative 
analysis demonstrated in Table 1 with existing studies showcased the 
competitive performance of the proposed model.

FIGURE 2

Grad-CAM visualisation for MS class on an image from Muslim et al. [5].
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TABLE 1: Comparison of model performance with existing studies

Study Dataset Accuracy 
(%)

Methodology XAI 
Method

Eitel et al. [1] Overall dataset 87.04 CNN LRP

Lopatina  
et al. [3]

Overall dataset 91 to 95 CNN Attribution 
algorithms

Axial plane images 98.37 (ExMPLPQ,

Macin et al. [4] Sagittal plane images 97.75 INCA, No

Overall dataset 98.22 KNN)

Axial plane images 99.76 (exemplar  
MobileNetV2,

Ekmekyapar 
et al. [2]

Sagittal plane 
images

99.48 IMrMr, No

Overall dataset 98.02 KNN)

Axial plane images 99.82

Our Work Sagittal plane images 99.76 EfficientNetB1 Grad-CAM

Overall dataset 99.36

Conclusion 
In conclusion, this work presents an approach to the diagnosis of multiple 
sclerosis using eXplainable Artificial Intelligence techniques to improve the 
explainability of the model. Achieving higher classification accuracy than 
existing work on the same dataset with Grad-CAM integration provides 
valuable insights into the decision-making process, highlighting potential 
biases and irrelevant features learned by the model. By addressing these 
issues, this research underscores the importance of transparent and 
interpretable models in medical diagnostics. Furthermore, it demonstrates 
robust performance on a separate unseen dataset and affirms its 
generalizability. 

Looking ahead, future research will explore the incorporation of multiple 
modalities and advanced XAI techniques to further improve diagnostic 
accuracy and broaden the scope of our findings. Clinical user evaluation will 
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also be performed in collaboration with clinicians to develop methods and 
metrics toward clinical interpretability.
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Abstract 
The widespread visibility of perivascular spaces (PVS) in the brain, as seen 
with magnetic resonance imaging (MRI), is thought to be an early biomarker 
of brain health dysfunction. PVS can, in principle, be counted using 
computational methods. However, when numerous PVS are situated near 
each other, their counts are often underestimated, potentially hindering 
subsequent analysis. Here, we propose a pruning step using the k-means 
clustering algorithm to learn the PVS and background intensities of each 
object and automatically select a threshold for refining the segmentation. In 
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a preliminary analysis, we qualitatively and quantitatively show that such an 
approximation leads to improved performance when compared to the state-
of-the-art.

Introduction 
Perivascular Spaces (PVS) are millimetre-sized tubular structures that 
surround perforating blood vessels of the brain. PVS can grow in size 
to the point where they become visible on MRI---a structural alteration 
that is considered an early biomarker of brain health dysfunction, as it 
has been found to be associated with a plethora of conditions, including 
cardiovascular risk factors as well as other features of small vessel disease [1]. 

PVS can be segmented nowadays using classical as well as machine learning-
based techniques [2], and this has proven to be effective. However, all these 
methods require careful tuning of segmentation parameters (especially 
thresholds), which can lead to over- or under-segmentation of PVS, 
hindering any subsequent morphological analysis and limiting comparability 
across studies. Over-segmentation of PVS, for instance, can give the 
erroneous impression that a subject with many closely spaced PVS has a 
lower PVS count than someone else with more dispersed PVS (see Figure 1 
– A). To address this problem, we propose a post-processing step relying on 
intensity information of the region of interest and its surroundings to decide 
whether voxels are part of the PVS or the background.

Methods 
The proposal is as follows. After running the main processing algorithm (e.g., 
deep learning or Hessian-based filtering strategies), we obtain a heatmap, 
in which higher values indicate a higher likelihood of a voxel containing a 
segment of a PVS. We then threshold this heatmap and, for each detected 
object, we perform the following steps:

·	 We dilate the mask of each individual object to include its surroundings.

·	 We then perform k-means [3] clustering with two clusters, one represen-
ting the background and another the PVS intensity.
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·	 We compute a threshold by selecting an intensity value that best separates 
PVS from the background (e.g. (background+(PVS-background)/2).

·	 We use said threshold to update the segmentation.

We carry out this process iteratively until the number of objects does not 
change.We analised a subset of 100 scans from the TREAT dataset [4] and 
compared the automatic count to the PVS visual scores described in [5]. This 
score is obtained by counting the number of PVS in a representative slice and 
is rated as follows: 0 (none), 1 (1-10), 2 (11-20), 3 (21-40) and 4 (>40).

Results 
We use the Frangi filter---a popular Hessian-based PVS enhancement 
method---to showcase our proposal. Two examples of PVS clusters can 
be seen in the first column of Figure 1 and the PVS segmentation of the 

FIGURE 1

The first row is an example of the pruning algorithm in the Basal Ganglia (BG) region (green). Original 

T2-weighted image (A). PVS segmentation using Frangi + Thresholding (B). Post-processed PVS segmentation 

using the proposed pruning algorithm (C). The second row is an example of the pruning algorithm in the 

Centrum Semiovale (CSO) region (blue). Original T2-weighted image (D). PVS segmentation using Frangi + 

Thresholding (E). Post-processed PVS segmentation using the proposed pruning algorithm (F).
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images using the Frangi filter + Thresholding method is shown in the 
second column. Due to the close proximity of the PVS, the filter erroneously 
identifies the voxels in the middle as part of a larger object. The result of the 
pruning algorithm can be seen in the last column of Figure 1. The clusters 
have been successfully separated, and the PVS shape is better preserved.

The total count of the PVS in the given region is expected to be highly 
correlated with the PVS visual scores. As seen in Figure 2, a higher number 

FIGURE 2

Comparison between PVS visual scores and the total count of PVS using+ both methods in the BG region (left) 

and the CSO (right).
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of PVS corresponds to higher PVS visual score in the CSO. The count of PVS 
without the post-processing is similar for the 3 and 4 visual scores due to 
the clusters in the BG. The post-processing step led to an increase in the 
Spearman’s rank correlation coefficient for both the BG and CSO regions. For 
the BG, the Spearman’s rank correlation coefficient increased from 0.1605 to 
0.1955. For the CSO, the Spearman’s rank correlation coefficient increased 
from 0.2360 to 0.2781. These results indicate that the post-processing step 
effectively improved the correlation between the PVS visual scores and the 
PVS total count, potentially reflecting a more accurate count of individual 
PVS with the proposed approach.
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Abstract 
Deep Learning has achieved state-of-the-art performance for medical 
image analysis but requires a large number of labelled images to obtain 
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good performance. Labelling a sufficiently large number of these images 
is often challenging in resource-constrained environments. In this paper, 
three different uncertainty-based active learning (AL) strategies (Random, 
Entropy and Bayesian Active Learning by Disagreement) combined with the 
Monte Carlo dropout approach were compared to baseline using inherited 
retinal diseases (IRD) genetic diagnosis to investigate the utility of uncertainty 
in gene classification of retinal images. Genetic variants in four genes 
(ABCA4, PROM1, BEST1 and PRPH2) have been reported to be associated 
with a phenotype similar to the appearance seen in Stargardt disease 
(STGD). A refined hybrid active learning approach, using autoencoder-
KMeans clustering and combining uncertainty in Bayesian deep learning, 
was applied to the classification of associated genes from retinal images of 
IRD patients affected by Stargardt or its phenocopies. These approaches 
reduce the required number of genetically diagnosed Stargardt patients for 
training the gene classifier. The hybrid approach significantly enhanced the 
model accuracy in the last iteration (p = 0.014), and the maximal accuracy 
was 85±1.8%. The classification uncertainties were also mapped to the image 
pixels as interpretability maps. The hybrid AL approach can enhance model 
prediction accuracy with limited labelling in Stargardt genetic diagnosis, 
potentially optimising the prescription of genetic testing to patients in 
resource-constrained environments, while improving model interpretability 
with classification uncertainty mapping.

Introduction 
In recent years, uncertainty-aware active learning (AL) strategies have 
emerged that integrate both the whole-image and feature-wise uncertainty 
approaches for enhancing medical image analysis Shi et al. (2019); Smailagic 
et al. (2020); Ghoshal et al. (2021); Wu et al. (2021); Huang et al. (2017); Deng 
et al. (2009); Beluch et al. (2018); Paul et al. (2022); Zheng et al. (2020). These 
frameworks have demonstrated impressive performance and annotation 
benefits. However, extending these frameworks to different domains poses 
a challenge due to cross-domain adaptation complexities Guan and Liu 
(2021); the model performance fluctuates due to the diversity of the selected 
samples even within the same sample but in different modalities. 
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Inherited retinal diseases (IRDs) are monogenic disorders of the retina and 
a leading cause of blindness in children and working-age adults Galvin 
et al. (2020). Genetic variants in four genes (ABCA4, PROM1, BEST1 and 
PRPH2) have been reported to be associated with a phenotype similar to the 
appearance seen in Stargardt disease (STGD) which is the most common 
form of IRD patients affected by Stargardt or its phenocopies. Recent work  

FIGURE 1

End-to-End Active Learning Framework: (a) The unlabelled images from the pool are passed through the 

trained VGG16 Autoencoder and they are clustered using the latent presentation in the latent layer using 

K-Means clustering. From each cluster, the uncertainties of every sample are captured by Monte Carlo 

dropout (dashed-line box; black nodes: dropped node set by specified dropout rate). The batch of the most 

uncertain samples (represented by colour darkness) will be taken for annotation and added to the training 

dataset, which is then used for model training. The model enters the next iteration to select more samples for 

labelling. (b) An explanation of the uncertainty alteration mapping. The uncertainty alteration ∆U after the j-th 

feature is shown after patching. An array of patched images is generated, and their corresponding epistemic 

uncertainty is quantified Houlsby et al. (2014). The resulting uncertainty alterations are visualised as a saliency 

map, calculated by the formula Chai (2018).
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has shown that deep-learning-based approaches can be effective at 
identifying the causative gene from widely available retinal imaging Pontikos 
et al. (2022), however, such approaches are data intensive. Due to the 
sparsity of IRDs and the challenges in accessing genetic testing, especially 
in resource-constrained environments and low-middle income countries, 
large datasets of patients with both retinal imaging and a corresponding 
gene diagnosis are scarce, especially given the costs associated with genetic 
diagnosis of patients. Hence data efficient training regimes are important, 
particularly for rarer genes with fewer identified cases. This suggests that 
there’s a promising avenue to explore the application of hybrid active 
learning approaches utilising uncertainty and diversity in this field to optimise 
the training regime. 

We designed a novel Bayesian neural network-based Active Learning sample 
selection strategy for the prediction of IRD genetic diagnosis using high 
dimensional retinal fundus autofluorescence (FAF) images, as shown in  
Figure 1. Using the differentiation of different Stargardts-associated genes as 
an example, we show that integrating active learning can significantly reduce 
the number of labelled samples while achieving higher prediction accuracy 
and model interpretability.

Methods 
Dataset
The data was gathered from Moorfields Eye Hospital, Oxford University 
Hospital, Liverpool University Hospital, and Tokyo Medical Centre. 
Specifically, patients with IRD and documented genetic diagnoses spanning 
from 2006 to 2018 were chosen against the data acquisition protocol 
Nguyen et al. (2023). The resultant dataset of Stargardt patients comprises 
6,410 images of blue light autofluorescence across four distinct genes: 
ABCA4 (3501 images), PROM1 (180 images), BEST1 (855 images), and PRPH2 
(815 images). This dataset was then partitioned into 5,351 images for the 
training set and 1,059 images for the validation set. The images were pre-
processed to a size of 224x224x3.
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Implementation
The images from the pool were grouped using the VGG16 Autoencoder 
and K-Means clustering method, 56 where the number of clusters was 
set to four indicated by the silhouette score Pedregosa et al. (2011); 57 
Simonyan and Zisserman (2014). The model was initialised with 10 labelled 
samples randomly selected 58 from each gene. Subsequently, 20 images 
were selected per batch and cluster based on the acquisition functions. 
Therefore, a total of 200 samples were selected per iteration. A dropout rate 
of 0.4 was applied to the next hidden dense layer of size 256, and this layer 
was connected to the following dense layer of size 128 with a dropout rate 
of 0.25. The downstream output layer was of size 10. Class weights were 
computed to counteract the potential bias towards the dominant class. The 
model was compiled with the Adam optimiser, using a learning rate of 0.01 
and reducing by 0.5 every 100 epochs until it reaches the minimal learning 
rate of 1e-5. The categorical cross-entropy was chosen as the loss function. 
In every iteration, the model was trained for 100 epochs, with batch size 
32. A model trained by the entirely whole labelled dataset was used to set 
the upper boundary of the AL process. For testing, Stochastic passes in MC 
dropout were set to 100. The experiment used a GPU and the TensorFlow 
Keras package in Python language Chollet et al. (2015); Abadi et al. (2015). 
The active learning process was carried out within the modAL framework 
with customised query strategies Danka and Horvath (2018).

Results 
We have observed that the model acquired more information from the 
images belonging to the ABCA4 class, making patterns from other classes 
more informative for the model, and the model had a tendency to 72 
prioritise under-represented classes. This preference for minor classes 
occurred in the middle of the entire process, with the class distribution 
reverting to a pattern resembling random sampling in the final iterations. 
Whereas Pixel-wise uncertainty (typical images and their corresponding 
mappings) is depicted in Figure 2. Regions that contribute to the 
classification would exhibit higher uncertainty after those regions were 
removed, as visualised by the red colour. In contrast, regions that confused 
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the classification were depicted in blue. The intensity of coloured regions 
represented the degrees of contribution or confusion. In the mapping, 
the 1st model ’considered’ that the optic disc, macula, and blood vessels 
contributed to the classification, as highlighted by red regions. There were 
also some pale blue regions around the peripheral area, suggesting that 

FIGURE 2

Three examples of applying epistemic uncertainty alteration to interpret model performance for gene 

classification. Image components are highlighted (orange arrow: macula, blue arrow: optic disc). The red 

regions contribute to the classification, while the blue regions confuse the model classification. For BEST1 in 

the first row, the smaller central area of the macula with the vitelliform lesion characteristic of this form of the 

disease is highlighted in red. For PRPH2 in the second row, a broader region of the macular is highlighted 

showing that the disease is less localised as would be expected. For ABCA4 in the third row, more peripheral 

regions are highlighted in red which corroborates with the disease being more peripheral due to the presence 

of flecks in the outer periphery.
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the peripheral regions around the fundus did not contribute significantly 
to the classification. However, by the 5th model, the red regions had 
narrowed to the macula only, with only faint red areas remaining around 
the optic disc and vessels. Finally, in the last model, the red regions further 
concentrated on the macula and exhibited strong intensity. Similar patterns 
of bright fluorescence in the central macula were shown in Figure 2(e)-
(g), and all three models misclassified the image as BEST1 based on the 
hyperfluorescent macula and its surrounding regions. The model at the first 
iteration misclassified 2(l) as PRPH2, and the corresponding mapping did 
not indicate any apparent patterns, suggesting that this misclassification 
was more like a random guess. The subsequent two models also performed 
misclassification, but Figure 2(j)(k) showed that the components in the 
peripheral regions made the model more certain about its classification.

Conclusion 
Although the uncertainty-based Active Learning approach (Random, 
Entropy and Bayesian Active Learning by Disagreement) did not significantly 
improve the model performance, however, the hybrid approach significantly 
enhanced the model accuracy in the late iteration (p = 0.014), and the 
maximal accuracy was 85±1.8%. In summary, these results demonstrate 
that uncertainty can serve a dual purpose, not only as a sampling strategy in 
the Active Learning process but also as a means to map important features 
for classification onto the image, enhancing interpretability, such as, for 
example, capturing flecks in the peripheral region Cremers et al. (2020). 
If more subtle or smaller resolution features need to be captured with the 
uncertainty map, smaller patches could be employed Zintgraf et al. (2017).
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Introduction 
Surgical resection is a common treatment for head and neck cancers, and 
re-resection procedures are indicated when close or positive margins are 
detected on an excised specimen. Frozen section histology is often used for 
intraoperative margin assessment, and there is a clinical need to determine 
correspondence from histopathological imaging back to the surgical tumor 
bed [1]. Previous work has focused on using 3D scanned specimen models 
to improve communication between pathologists and surgeons to assist 
in identifying remaining high-risk areas for further resection [2]. However, 
deformation of the resected cancer specimen remains a concern with this 
method. Correcting for these deformations is crucial if 3D scans of surgical 
specimens are to be used in clinical care to assist the surgical team in more 
precisely identifying the corresponding positive margin on the 3D specimen 
model and the precise area for re-resection in the tumor bed.

This work proposes a framework for registering a 3D excised specimen 
model back to the tissue bed for re-resection guidance. This methodology is 
demonstrated in a proof-of-concept mock study of a left partial rhinectomy 
procedure performed on a cadaver specimen. While true intraoperative 
feasibility and utility has yet to be evaluated, this framework may be useful 
for locating regions of interest for additional resection in a tumor bed in 
instances where positive or close margins have been detected.

Experimental Setup 
This study investigated cadavers with approval from the Vanderbilt University 
Medical Center’s Center for Experiential Learning and Assessment. Dissection 
was performed on one fresh-frozen cadaver. Prior to incision, the surgical 
plan for a left partial rhinectomy was marked on the skin surface with an ink 
pen (Figure 1A). Sutures were placed to mark three corresponding points 
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between the tumor bed and specimen during the procedure. These three 
points were used for initial rigid alignment between the tumor bed and 
specimen prior to deformable correction. After excision, a 3D model of the 
specimen geometry was generated using a commercially available structured 
light 3D scanner (EinScan SP, Shining 3D, Hangzhou, China) and companion 
software (EXScan, Shining 3D), (Figure 1B). Geometric tissue bed data after 
excision was captured using an overhead mounted stereo camera (ZED 2i, 
Stereolabs Inc., San Francisco, CA, USA), (Figure 1C).

Data pre-processing steps included cropping the stereo camera point cloud 
data and manually labeling the suture points on the specimen model and in 
the tissue bed. The point cloud data was smoothed and down-sampled to 
create a geometric representation of the tissue bed to use for registration 
(Figure 1D). 

Specimen-to-Tumor Bed Cavity Registration 
The registration task is to deform the 3D specimen model to better align 
with the resection cavity geometric data. After resection, tissue specimens 
are known to deform and compromise correspondence to the resection 
bed [3], [4]. In the instance of a positive margin, the loss of correspondence 
between the resected specimen and the resection bed makes it challenging 
to spatially locate the appropriate area and extent for re-resection. In fact, 
in oral cavity cancer surgery, re-resections only contain additional cancer 

FIGURE 1

Data collection and pre-processing of a left partial rhinectomy specimen. (A) Marked resection plan. (B) 3D 

specimen model with suture points marked in green. (C) Tissue bed. (D) Tissue bed point cloud data with 

suture points marked in blue.
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29% of the time [5]. The method proposed reestablishes correspondence for 
guiding re-resection.

A previously reported sparse data image-to-physical registration method, 
the linearized iterative boundary reconstruction (LIBR) method, is proposed 
to reestablish correspondence [6]. An adaptation of the LIBR method that 
uses regularized Kelvinlet functions to reduce computation time was also 
employed [7], [8]. Briefly, the LIBR method deploys a set of control points 
on the specimen boundary to create a deformation basis. Then, the linear 
combination of these deformations that reduces the model-data error 
between the deformed specimen model and the tissue bed geometric data 
is computed using Levenberg-Marquardt optimization. Rigid registration 
parameters, including a scaling factor, and a strain energy regularization 
parameter are also included in the optimization. For more implementation 
details, see [6]. The scanned posterior specimen surface (acquired by Einscan 
SP), the corresponding scanned tissue bed geometric data (acquired by 
ZED 2i), and a corresponding set of suture fiducial locations (3 sutures on 
specimen and tissue bed) were the only data used. After initializing with a 
point-based rigid registration computed from the suture fiducial points, 
45 control points distributed on the specimen boundary with a regularized 
Kelvinlet radial scale parameter of 0.01 m and a strain energy regularization 
weight of 10-11 Pa-2 were utilized in the optimization that non-rigidly aligned 
specimen to tissue bed. Model material properties were set at a Young’s 
Modulus of 2100 Pa and Poisson’s ratio of 0.45 to approximate biological 
tissue. To measure registration performance, fiducial registration error for the 
suture points and the average normal projected surface error between the 
specimen model surface and cavity data were computed.

Results and Discussion 
Registration results are shown in Figure 2 before (A) and after (B) deformable 
correction. Fiducial registration errors and surface errors before and after 
deformable correction are reported in Table 1. As expected, both fiducial 
and surface errors improve with deformable correction compared to rigid 
registration alone. 
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FIGURE 2

Specimen model (gray) registered to tissue bed point cloud data (black) before and after deformable 

correction. Suture points from the specimen and tissue bed are shown in green and blue, respectively.

TABLE 1: Registration results. Avg ± Std (Maximum) mm

Suture fiducial error (mm) Projected surface error (mm)

Rigid Deformable Rigid Deformable

2.0 ± 0.9 (2.7) 1.8 ± 0.5 (2.3) 3.3 ± 2.4 (10.5) 2.3 ± 1.8 (7.5)

The methodology proposed here could also be expanded for other soft-
tissue surgeries. For example, additional specimens are often excised after 
a first-pass breast lumpectomy surgery if positive margins are found during 
rapid intraoperative margin assessment. This same methodology could be 
utilized to help surgeons relocate the area for re-resection in the tumor 
bed with more precision than relying on anatomical annotations alone 
(i.e., “Excise an additional superior-posterior specimen”). Novel methods to 
display registration results during surgery, such as those utilizing augmented 
reality head-mounted displays to overlay specimen models on the surgical 
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scene, could benefit from more accurate specimen-to-tumor bed alignment 
[9]. While the results are encouraging, additional studies are needed with 
more resected specimens under conditions of varied presentation and will be 
the focus of future work.
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Abstract 
Glaucoma is the leading cause of irreversible blindness worldwide affecting 
3% of the global population. Early detection of glaucoma cases is therefore 
the way to prevent vision loss. Fundus Photography, which captures images 
of the retina, is a common imaging methodology used in ophthalmology. 
Automated analysis of fundus images using machine learning techniques 
has shown promise for detecting glaucoma. In this study, we propose a 
novel approach that integrates Variational Mode Decomposition (VMD) with 
Convolutional Neural Networks (CNNs) for automated glaucoma detection 
in fundus images. Preprocessing fundus images is crucial for glaucoma 
detection as it enhances relevant features while reducing noise, ensuring 
accurate identification of subtle structural changes associated with the 
disease. By integrating signal processing techniques like VMD with deep 
learning models, we want to enhance the preprocessing of medical images 
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and improve diagnostic accuracy. Our findings contribute to the ongoing 
efforts to develop robust and efficient tools for early glaucoma detection, 
ultimately leading to improved patient outcomes and reduced healthcare 
costs.

Introduction 
Glaucoma is a chronic progressive optic neuropathy and the leading cause 
of irreversible vision impairment globally, with cases continuously rising 
worldwide [1]. Changes in the structure of the optic nerve head (ONH) and 
retinal nerve fiber layer (RNFL) are associated with visual defects [3] and 
manifest by a slow progressive narrowing of the neuroretinal rim. Early 
detection is crucial to allow timely intervention and prevent further visual 
field loss. This requires examination of the optic nerve head via fundus 
imaging by a clinician. At the center of diagnosis is the assessment of the 
optic cup and disc boundaries [2]. Fundus imaging is noninvasive and low-
cost [4]; however examination relies on subjective, time-consuming, and 
costly expert assessments.

AI for glaucoma detection can be split into two approaches: one-step and 
two-step approach. In a one-step, the AI detects glaucoma in a single step. 
The best way to do it is via a deep learning black-box approach, also called 
end-to-end approach [3]. Two-step approach, as the name of this approach 
suggests, is the process of AI involves two distinct steps, the first of which 
consists of AI that segments images automatically detect and trace the 
optic cup and disc contours. An image segmented in this way facilitates the 
extraction of valuable clinically interpretable features (e.g. CDR and NRR 
area)[5] and abstract features (e.g. texture and color features). Then a second 
step works with this segmented data and features to decide whether a 
patients suffering from glaucoma or not. This work presents improved fundus 
image preprocessing for feature extraction and AI optimization for glaucoma 
classification with discussion of the clinical implications and potential future 
directions.
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Methodology 
We propose a classification system that detects glaucomatous eye by 
evaluation of color fundus photograph of retina. In doing so, we are 
innovatively combining VMD and Convolutional Neural Networks (CNNs). 
The system comprises several key components: 

Data Preprocessing 
We propose the following preprocessing pipeline of color fundus images of 
the retina, firstly it was basic steps like conversion of images to grayscale to 
focus on relevant features and resizing images to a standardized resolution 
to ensure consistency across the dataset. After that - the application of 
histogram equalization to enhance contrast and improve image quality.

The next step is filtering images by Gaussian filters to reduce noise and 
enhance edges by smoothing pixel intensities and emphasizing transitions 
between regions. Also, Variational Mode Decomposition (VMD) as a 
preprocessing step to enhance the content of the image further. VMD 
is a data-driven signal processing technique that decomposes a signal 
into multiple modes, each representing a specific frequency band. By 
decomposing the fundus images into their constituent modes, we are able 
to extract relevant features that may not have been captured adequately by 
CNN alone. VMD Preprocessing Pipeline: Signal Decomposition, Feature 
Extraction and Integration with CNN (extracted features are integrated into 
the CNN architecture as additional input channels).

Data Augmentation 
The classification system incorporates data augmentation techniques to 
enhance the diversity and robustness of the training dataset we use the 
following methods: Shear Range: Shearing is a geometric transformation 
that displaces one part of an image relative to another along a given axis, 
resulting in a deformation similar to stretching or skewing. In this system, 
after a batch of experimentation, a shear range of 0.2 is employed as optimal, 
indicating that the images can be sheared by a random angle between -0.2 
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and 0.2 radians. Zoom Range: In this system, a zoom range of 0.2 is utilized, 
indicating that the images can be zoomed in or out by a factor randomly 
chosen from the range [1-0.2, 1+0.2]. For example, if the original image size 
is 100x100 pixels, the zoomed images can have sizes ranging from 80x80 to 
120x120 pixels.

Model Architecture 
The DL classification model comprises convolutional layers responsible for 
feature extraction from fundus images, followed by max-pooling layers for 
spatial down-sampling and dimensionality reduction. The extracted features 
are then fed into densely connected layers for classification into glaucoma or 
non-glaucoma categories. Dropout regularization is incorporated to prevent 
overfitting and enhance model generalization by randomly dropping neurons 
during training.

Training Strategy 
The augmentation described above increases the diversity of the training data 
and helps the model learn robust features. Additionally, the model is trained 
using an Adam optimizer with a learning rate of 0.001 and binary cross-
entropy loss function. The training process is monitored using metrics as 
classification accuracy and loss, with early stopping implemented to prevent 
overfitting. Early stopping involves halting training when the performance 
on a separate validation dataset fails to improve or starts to degrade, thus 
ensuring the model generalizes well to unseen data.

Evaluation 
The performance of the classification system is evaluated using standard 
metrics such as accuracy, precision, recall, and F1-score. A validation 
dataset is used to assess the model’s performance on unseen data and avoid 
overfitting. The training and test data were partitioned with a distribution 
of 70% for training and 30% for testing, ensuring a robust evaluation of the 
model’s performance on unseen data. 
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Data 
The data utilized in this study encompassed a diverse amalgamation of 
datasets to overcome the scarcity of glaucomatous images in individual 
repositories. We have 1,545 images of glaucoma eyes (including the 
suspicious) and 3,609 images of normal eyes (from RIM-ONE, ORIGA, 
DRISHTI and LAG). Combining these datasets helped us to deal with the 
significant imbalance in each particular dataset.

Results and Conclusion 
Our classification model achieves 99% accuracy on training and 89% on 
validation (see Fig. 1), as well as 99% and 90% F1-Score on the training and 
validation, respectively. Also, the training loss of 0.0182 suggests that the 
model has effectively minimized its objective function.

FIGURE 1

1) Example image (basic preprocessing); 2) NN performance with basic preprocessing; 3) Same example image 

with additional preprocessing; 4) NN performance with additional preprocessing.
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In contrast, VGGNet-based models typically achieve 93% validation accuracy, 
ResNet models 95%, and hybrid models up to 96%. Multi-modal approaches, 
integrating data from different modalities, report the highest validation 
accuracy at 97%. Our model demonstrates exceptional performance on 
training, and its validation accuracy is competitive with potential for further 
improvement in generalization.

We propose VMD to capture fine-grained details and texture patterns 
in fundus images and observed improved generalization performance, 
particularly on validation with unseen fundus images. VMD is helpful in 
this specific task because the resulting decomposition isolates different 
frequency components, enhancing specific features that are indicative of 
glaucoma while suppressing irrelevant details. Overall, the integration of 
shear and zoom range augmentation parameters enhances the versatility and 
generalization capabilities of the glaucoma classification system, enabling it 
to effectively handle variations in image orientation, perspective, and scale 
commonly encountered in clinical practice.

Our proposed glaucoma classification system demonstrates promising 
results in accurately detecting glaucomatous features from fundus images. 
By integrating deep learning models with comprehensive preprocessing 
techniques and data augmentation strategies, the system offers a robust 
framework for automated glaucoma diagnosis. Future work may focus on 
expanding the dataset, refining the architecture, and integrating additional 
clinical features to further enhance diagnostic accuracy and clinical utility.
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Introduction 
Blood vessel networks, with their complex geometrical and topological 
characteristics, play a significant role in diagnosing and understanding 
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various cerebrovascular diseases. Deep learning (DL) segmentation methods 
can aid in analysing these structures; however, models often produce 
anatomically implausible segmentations, overlooked by simple segmentation 
metrics. Extensive literature on cerebral vessel geometry rules, like branching 
patterns and vessel length-radius ratios, enable the creation of synthetic 
vessel label generators that can create data that adhere to or deviate from 
these rules. This data can be used to train DL networks, that score vessel 
label’s anatomical plausibility and implausibility. Trained networks can then 
be used to evaluate segmentation networks’ label outputs based on their 
anatomical plausibility, to go beyond commonly used, but mathematically 
simple, segmentation evaluation metrics. This work presents a novel 
synthetic cerebral vessel data generator, facilitating the generation of both 
anatomically plausible and implausible vasculature for the purpose of training 
DL models to assess the plausibility, or quality, of vessel segmentations in 
medical imaging.

Method 
Our approach to simulating cerebral vessels involves a particle-based model 
using Python code, where the path of each particle represents a vessel 
segment. This model is driven by a set of functions, each tailored to replicate 
specific aspects of cerebral vessel anatomy guided by predefined anatomical 
rules derived from literature to simulate the branching characteristics of the 
vessels (Helthuis, 2019). The vessels are initially represented as an evolving 
3D skeleton image, which is then transformed into a 3D partial volume image 
at the desired resolution. 

Particle Initialization and Growth Dynamics 
The simulation starts by initializing particles, each tracing out the initial vessel 
segments, with specific attributes. These properties are; the particle’s initial 
velocity and location (location of the Internal Carotid Artery), the length and 
radius of the vessel (Rai, 2013), and the distance to a branching event, that 
determines the next branching point. This initialization step acts as a realistic 
starting point for vessel growth. The iterative particle update function then 
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acts as the engine of the simulation, iteratively updating the properties of 
all current particles, which trace out the continuous vessel structures. The 
‘step-size’ of the iterations are reduced as the radii of the vessels reduce, 
to optimize the speed and resolution of image generation. A vessel length 
update function adjusts new vessel branch lengths using empirical data to 
maintain a realistic length-radius ratio (Figure 1h) (Helthuis, 2019). 

The vessel growth direction is influenced by repulsive forces from nearby 
vessels and brain structures. Each iteration uses the current velocity vectors 
and repulsive forces to move the particles to simulate vessel geometry 
and the shape of vessels between branch points. The amount of repulsion 
integrates both vessel overlap and brain edge repulsion forces to ensure that 

FIGURE 1

Synthetic Vessel Generation (a) 3D skeleton image, where each voxel also stores the vessel radius for that 

location. (b) Partial Volume image: Generated from the fractional volume of each voxel occupied by vessels, 

based on cylindrical segments. (c) Full synthetic vessel image d) Implausibility types and scoring method. (e) 

Murray’s Law for Bifurcations, (f) & (g) Bifurcation Angles, (h) Vessel length-radius ratio, (i) Constrained

bifurcation configuration.
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the simulated vessels do not intersect unnaturally (with set repulsion radii and 
strengths) and remains within the boundaries of the brain. 

Branching Mechanism 
Once a branch point is reached, the number of new branches is initialized 
using set probability functions derived from literature to determine if the 
branch has a bifurcation, trifurcation or no branching – 70%, 30% and 20% 
respectively (Al Fauzi, 2021). When a new branch is initiated, the function 
dynamically adjusts the radii of the daughter branches dependent on the 
parent and daughter branch characteristics, as per Figure 1e. After generating 
new vessel radii, the branching angles between daughter vessels are adjusted 
and constrained, by calculating the vector components of the new branches 
based on the parent vessel’s direction (Figure 1f and g). This obeys Murray’s 
law, as it ensures the conservation of blood flow and energy efficiency in the 
simulated vessels (CD, 1926).

Partial Volume Rendering 
The simulator renders a 3D skeleton image of the vascular network. Each voxel 
in the vessel image also stores the vessel radius at that point, which is used 
to linearly interpolate partial volume contributions that were pre-calculated 
numerically for a range of cylinders of different sizes and locations within the 
voxel. This ensures that the resultant partial volume image accurately reflects 
the volumetric contributions of the vessels based on their radius.

Vessel Implausibility 
The vessel generator is designed to be adaptable to produce anatomically 
plausible vessels and implausible vessels, that do not obey, to a controllable 
degree, the known literature rules- outlined in Figure 1d. The generator then 
produces a score image, of the same label image dimension to represent the 
location of the implausibility and the scale of inaccuracy. 

Anatomical Quality Assessment Network (AQA) 
After generating a dataset of plausible and implausible vascular images and 
labels, the data is used to train multiple fully convolutional AQA networks. 
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The networks are trained with patches extracted from synthetic images, and 
labelled according to their anatomical plausibility (e.g. gaps). The AQA networks 
can employ varying loss functions to learn to differentiate between plausible 
and implausible vessel features by using binary decision making (plausible vs 
implausible) or regression losses to score the level of implausibility. 

Results and Discussion 
The adaptable vessel generator, with its multiple configurable parameters, 
can create a wide array of cerebral vessel trees that are anatomically 
plausible and implausible based on literature guidelines. This data can be 
used to train a network to detect and quantify anatomical implausibility in 
vessel images. Results are shown in Table 1, however further work is required 
with different implausibility types. Trained networks can be used to evaluate 
the plausibility of vascular segmentations from DL segmentation models, 
which is the focus of future work. 

The integration of a synthetic generation tool with a plausibility assessment 
model based on anatomical literature offers significant opportunities to 
enhance the evaluation of segmentation outputs, and is adaptable to 
alternative anatomy.
TABLE 1: Accuracy of DL models for specific implausibility
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Abstract 
Recognition of white blood cells (WBCs) in digital slides by deep learning can 
facilitate blood cancer diagnosis and treatment. Each type of WBC exhibits 
distinct phenotypes, such as differences in shapes, cellular structures and 
spectral signatures. Being mixtures of multiple substances, WBCs reflect 
light consisting of entangled spectral signatures (1–3). If disentangling the 
spectrum of each pixel of the WBC slides, one could know the substances 
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in WBCs and the types of WBCs (4–6). Motivated by this hypothesis, we use 
Microscopic Hyperspectral Imagery (MHSI) comprising tens or hundreds of 
band images which allow for subpixel spectral disentanglement (unmixing) 
and identification (7–9). As there is an inevitable tradeoff between the spatial 
resolution and the spectral resolution (10), we fuse low-spatial-resolution 
(LR) HSIs and some co-registered high-spatial-resolution (HR) multispectral 
images (MSIs) with the same view as LR-HSIs to obtain HR-HSIs, providing 
enhanced details of cellular structures for accurate WBC recognition 
(11,12). Therefore, we propose a novel model that simultaneously performs 
hyperspectral image enhancement, subpixel feature representation and 
white blood cell recognition. The model is named Histology-Informed 
Network (HINet), as there a variety of histology knowledge considered, 
including the hyperspectral-biomedical components (HBCs) and their 
proportions of each pixel of HSIs obtained by spectral disentanglement 
(13,14), the multispectral counterparts (MBCs and their proportions) from 
the co-registered MSIs, the spectral correlation in HSIs and the structures 
of WBCs. The contributions are as follows.1) This work is perhaps the first 
study of WBCs by deep learning from the hyperspectral subpixel level. 2) 
Given the histology knowledge, HINet leverages the subpixel features to 
accurately delineate WBCs and refine pixel-wise classification and semantic 
segmentation. 3) Instead of fusing synthetized images fully supervised by 
reference images, it performs subpixel-aligned fusion and enhances HSIs 
without any reference. 

Method 
The proposed HINet is illustrated by Figure 1. It consists of three parts, 
multimodal image fusion (MIF), cross-modality spectral disentanglement 
(CSD) and subpixel-guided cell recognition (SCR). After being pretrained 
independently, each module is fine-tuned in a self-supervised fashion: as 
CSD attains subpixel information to regularize MIF and SCR, it disentangles 
the HR-HSIs enhanced by MIF and estimates proportions of HBCs in each 
HSI pixel of the cell regions segmented by SCR. Let X, Y and Z denote 
LR-HSIs, HR-MSIs and HR-HSIs, respectively. To fuse without reference 
images, pseudo reference Z’ are generated by an off-line unsupervised 
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fusion method (15) to train MIF and reconstruct Z with the super-
resolution error . For CSD, the linear mixing model (LMM) (16) is used 
and optimized via minimization of the sum-to-one constraint , and 
the image reconstruction loss . Total-Variation (TV) smoothing taking 
effect by the loss  is applied to HBCs/ MBCs to depict the similarity 
of substances of the neighboring pixels. SCR is optimized by the dice 
loss  for WBC segmentation and the class ranking loss  to learn 
discriminative subpixel features for WBC classification. The total loss is 

, where the trade-off coefficients 
l

asc 
= 0.003, l

tv 
= 0.001, l

rank 
= 0.02 and l

dice 
= 0.5. The final output of HINet 

is the segmentation and classification mask of each enhanced WBC image, 
i.e., each set of HR-HSIs.

FIGURE 1

The proposed HINet framework. 
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Results 
We performed model evaluation on a public Hyperspectral White Blood Cell 
Dataset1. Each set of LR-HSIs is captured under 100x magnification with 51 
spectral bands ranging from 450-780nm at an interval of 6.6nm, while HR-
MSIs are the RBG images registered with the 26th band of LR-HSIs. 

Three types of WBCs, eosinophil, neutrophil, and lymphocyte, are selected 
for their unique substance composition. Both HSIs and MSIs are resized to 
256×320, while 586 pairs of images are partitioned into training, validation 
and testing sets by the ratio 6:2:2. The model is trained by AdamW optimizer 
with the learning rate of 1e-4. Table 1 indicates that HINet outperforms other 
pixel-level models on every metric for segmentation. Without fine-tuning 
stage, each task in HINet operates independently rather than in a self-
supervised manner, which significantly reduces performance. Moreover, the 
removal of ranking loss prevents HINet from leveraging cellular information to 
learn discriminative subpixel features, leading to a decrease in performance. 
Figure 2 shows that the learned HBCs are similar to but smoother than the 
initial ones. Specifically, the internal structures of each WBC phenotype 
learned from HSIs are consistent with those of MSIs, as highlighted in red 
in Figure 2. (c). It suggests that the histology knowledge of WBCs is well 
preserved and enhanced, which contributes to accurate WBC recognition.

TABLE 1: Comparison with SOTA segmentation methods and ablated models

Method OA (%) ↑ DI (%) ↑ JC (%) ↑ HD95↓ ASSD↓
HyperNet (17) 95.12±0.50 92.57±0.61 87.27±0.75 3.55±0.89 1.25±0.34
nnUnet (18) 90.32±0.75 90.43±0.80 83.41±1.00 5.54±2.03 2.90±0.96
ACCUnet (19) 91.53±0.74 91.48±0.53 84.92±0.62 3.28±0.60 1.03±0.27
SwinUNETR (20) 94.44±0.73 93.21±0.78 88.46±1.02 2.49±1.10 0.86±0.50
HINet w/o fine-tuning 94.44±0.24 90.56±0.73 83.26±1.01 4.00±1.13 1.39±0.29
HINet w/o ranking 
loss

93.99±0.36 93.67±0.59 88.41±0.78 2.58±0.62 0.83±0.25

HINet 95.20±0.27 94.61±0.40 89.94±0.62 1.89±0.51 0.63±0.05

1 Hyperspectral White Blood Cell Dataset Homepage, https://bio-hsi.ecnu.edu.cn/
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Introduction 
Patients with a reduced Bone Mineral Density (BMD) may have worse 
outcomes after joint replacement surgery. Concern surrounds the use of 
cementless implants, which rely on press-fit fixation in the surrounding 
bone. Where BMD is reduced, fixation is greatly enhanced by the addition of 
cement. Cementless implants are often only indicated for younger patients 
with higher BMD. Assessment of BMD is not commonly performed prior 
to surgery. Quantitative CT (QCT) scans may be used to measure BMD by 
calibrating Hounsfield Units (HU) to BMD values, but robotic surgery planning 
CT scans do not include BMD calibration phantoms. Here we describe 
automated BMD calibration based on air, fat and the aluminium motion-
detection rod included in Mako robotic knee arthroplasty CT images.
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Method 
Image voxels containing air were identified using histogram analysis. The 
rod surface was identified using Active Appearance Model (AAM) search 
and eroded by a 4mm radius to exclude partial voxels and beam hardening. 
Median voxel intensity was used as the rod HU value. Normals to the AAM 
segmented femur bone surface were sampled until a discontinuity was 
detected representing a soft-tissue boundary to air, bone or cartilage. A 
two-gaussian mixture was used to model the histograms of fat and muscle 
tissue along this normal path. Mean of the lower gaussian peak was reported 
as fat HU value. 133 CT knee arthroplasty planning images contained a 
commercial BMD phantom (Mindways, TX) used to determine the average 
BMD equivalent values of air, fat and rod as calibration standards. We used 
10 iterations of 10-fold cross-validation to compare calibration from the 
phantom or air-fat-rod standards in trabecular bone at femur and tibia. 

Results 
An example of rod and fat identification is shown in Figure 1. Trabecular 
bone BMD from phantom calibration were highly correlated with BMD values 
calculated using the air-fat-rod standards for both femur and tibia (r≈0.98). 

FIGURE 1

Left: axial slice through the femur with rod above and BMD phantom below. Right: after detection, rod is 

labelled blue and fat is labelled green.
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Bland-Altman analysis showed negligible bias of ~0.3mg/cm3 (Figure 2). The 
SD of differences is 9.9mg/cm3 which suggests an upper bound of precision 
of 9mg/cm3 (precision error for Mindways phantom is 3.6mg/cm3), which 
produces a CoV=7.2% at mean BMD=125mg/cm3. 

Conclusion 
Accurate volumetric BMD values may be derived at the knee from CT images 
acquired for robotic arthroplasty planning. This information may be useful in 
informing surgical decision about the use of cementless implants, particularly 
in postmenopausal women or patients that have received androgen blocking 
therapy as part of treatment for cancer, who may be at risk of osteoporosis. 

FIGURE 2

Comparison of trabecular bone BMD from phantom calibration and air/fat/rod calibration. Left: correlation of 

femur (top) and tibia (bottom). Right: Bland-Altman plots of agreement for femur and tibia.
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Abstract 
Malaria is a serious febrile illness affecting nearly a quarter of a billion 
people per year, and responsible for half a million deaths. The gold 
standard for malaria diagnosis is microscopic examination of blood films. 
Poor slide quality and suboptimal imaging can lead to misdiagnosis and 
are common problems when collecting training data for diagnostics. We 
propose leveraging Out-of-Distribution detection to improve diagnostics by 
employing probabilistic generative models to detect deviations from healthy 
samples. We use a class-conditioned diffusion model to detect potentially 
suboptimal and pathological images in a Giemsa-stained, thin-film 
microscopy dataset. This is achieved by using a Deep Denoising Diffusion 
Model to build a Diffusion Classifier model. Our results demonstrate the 
effectiveness of this approach, offering a promising avenue for enhancing 
malaria detection and triaging care in resource-limited settings.

Introduction 
Efficient diagnosis of malarial disease from the various Plasmodium parasite 
species is critical in triaging care. Accurately detecting malaria in clinics 
in resource-limited settings can be challenging, as the disease burden is 
borne predominantly by sub-Saharan African countries. Diagnostics involve 
microscopy, specifically thick and thin film blood smear examinations. 
However, the quality of these microscopy slides are often suboptimal for 
diagnostics due to a number of possible preparation factors (over-staining, 
prepared with contaminated water, unclean slides) or suboptimal imaging 
conditions (microscope not in focus). This context presents an opportunity 
for Out-of-Distribution (OOD) detection, where a probabilistic generative 
model can be trained to learn a distribution over the healthy data, which can 
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then be used to detect samples that are not from the healthy distribution. 
Furthermore, if the generative model is conditional, and has some knowledge 
of the types of suboptimal microscopic images, a generative classifier can 
be used to identify why an image is suboptimal. This ensures that malaria 
can be confidently identified. This process could streamline detection by: 
(1) examining anything that appears OOD to the healthy class, (2) checking 
if the sample is OOD to the healthy class because of suboptimal imaging (3) 
and identifying if the sample is OOD for the healthy and suboptimal image 
classes, which implies there is likely pathology present.

In this paper, we apply a conditional Denoising Diffusion Probabilistic Model 
(DDPM) to detect suboptimal and pathological thin-film microscopy images 
using likelihood-based OOD detection, to facilitate malaria diagnostics in 
resource-limited settings.

Methodology 
We use thin-film Giemsa-stained microscopy images from the OFM dataset. 
This dataset is curated from samples collected from clinics across Tanzania 
using low-cost, Open Flexure 3D-printed microscopes Collins et al. (2020). 
The dataset consists of both optimal and suboptimal microscopy images. 
Images are deemed optimal if they can be used for malaria microscopy to 
diagnose malaria and the amount of parasitemia. Images are deemed subop-
timal if they are of insufficient quality to be used for diagnostics. We assigned 
suboptimal images to Contaminated, Overstained, and Out-of-Focus classes. 
We also curated a withheld set of 29 cropped images, from a malaria-positive 
patient, containing cells with inclusions that appeared to be well-focused 
and reasonably stained. We refer to them as pathological images.

We use the pixel-space DDPM, simple diffusion Hoogeboom et al. (2023). 
The simple diffusion model uses the v-parameter as an objective, where v 
a

t
	¨	-s

t
x. Here, ¨ is the sample of isotropic Gaussian noise and a

t
	s

t 
¨	(0,1)	

are parameters that control how much noise is added to the sample as a 
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function of the time variable t, where 0 ≤ t ≤ T Salimans and Ho (2022). The 
x term is the original sample. The simple diffusion Evidence Lower-Bound 
(ELBO) is,

where  is an estimate of the noise distribution from the network, the 
ELBO weighting is w(t)=  and . Our Diffusion Classifier is based 
on the method developed by Li et al. (2023). We train a class-conditioned 
DDPM using classifier-free guidance Ho and Salimans (2022). We calculate 
the posterior probability over the different classes of our class-conditioned 
DDPM,

where c are the image classes. In place of the ELBO, we use the DDPM-
based likelihood ratio CCLR, proposed by Goodier and Campbell (2023),

where 0 < k < T . For all experiments, we set k/T = 0.1. This stabilises the 
stochasticity of the ELBO for OOD detection and class prediction.

We run three experiments. First, we test if a sample is OOD with respect 
to the healthy class, by calculating the ROCAUC between the healthy and 
the various suboptimal test classes. Second, we test the Diffusion Classifier 
and calculate the classification performance on the test classes. We use 
a Resnet50 He et al. (2016) classifier as a baseline. Third, we test the 
withheld pathological image class by calculating the ROCAUC between the 
pathological image class and all test classes.

For the first experiment, Fig. 1 Left displays the histogram of the CCLR score 
for each test class when conditioned on the healthy image label. Strong class 
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FIGURE 1

Left: Violin plots for the thin-film dataset displaying histograms of CCLR score for each test class conditioned 

on the optimal label. The ROCAUC scores between the optimal test set and the suboptimal image classes are: 

Cont. = 0.998, OoF = 0.993, Overst. = 0.996. Right: Violin plots for the thin-film dataset displaying histograms 

of the CCLR score between each test class and the withheld pathological images. The ROCAUC scores are: 

Cont. = 0.998, Health. = 0.990, OoF = 0.899, Overst. = 0.968.

separation is demonstrated visually and quantitatively with the ROCAUC 
scores between optimal and suboptimal image class pairs. For the second 
experiment, Tab. 1 shows that there is varying classification performance 
among classes for both the Diffusion Classifier and Resnet50: all suboptimal 
classes performed strongly, Healthy class accuracy was the weakest and 
Overstained class the most often misclassified too. Our Diffusion Classifier 
performs only marginally worse than Resnet50 at classifying optimal and 
suboptimal image classes. For the third experiment, the violin plots in Fig. 1 
Right demonstrate that pathological images show clear class separation 
from each test class, despite the limited number of samples. Indicating that 
our model can effectively detect all optimal, suboptimal and pathological 
image types using OOD detection. These results demonstrate the potential 
for likelihood-based OOD to automate suboptimal image detection and flag 
pathology, in the domain of malaria microscopy.
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TABLE 1: (a) A confusion matrix displaying the results of the Diffusion Classifier across all classes (Contaminated, 
Healthy, Out-of-Focus, and Overstained) on the test set of the thin-film dataset. The performance across all classes 
was: Accuracy = 0.965, Precision = 0.966 and Recall = 0.965. (b) A confusion matrix displaying the results of 
Resnet50 across all classes (Contaminated, Healthy, Out-of-Focus, and Overstained) on the test set of the thin-film 
dataset. The performance across all classes was: Accuracy = 0.977, Precision = 0.978 and Recall = 0.977

Cont. Health. OoF Overst.
Cont. 0.979 0.002 0.003 0.015
Health. 0.017 0.951 0.001 0.031
OoF. 0.002 0.003 0.959 0.036
Overst. 0.017 0.001 0.008 0.974

Cont. Health. OoF Overst.

Cont. 0.983 0.012 0.000 0.000

Health. 0.002 0.944 0.007 0.047

OoF. 0.000 0.000 0.995 0.005

Overst. 0.001 0.010 0.000 0.990
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Abstract 
Mitotic figure counting is crucial in cancer grading and prognosis. However, 
manual counting is tedious and time-consuming. The diverse appearances 
of mitoses lead to considerable discordance among pathologists. Developing 
an automated detection model is challenging due to complex growth 
patterns and similarities with non-mitotic cells. This work utilizes a detection 
and classification task (mitosis versus mimics) based on the RetinaNet model. 
To improve performance in capturing distant feature dependencies, we 
investigated state-of-the-art attention modules like the Convolutional Block 
Attention Module (CBAM). These modules are integrated into the ResNet 
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backbone of RetinaNet. By focusing on essential features, this approach aims 
to improve mitosis detection and classification. All models were evaluated 
using the public Canine Mammary Carcinoma (ODAEL) dataset. Results 
reveal that models with a ResNet50 backbone incorporating CBAM and 
Squeeze-and-Excitation achieved F1 scores of 0.793 and 0.784, respectively, 
outperforming standard RetinaNet. 

Introduction 
Mitosis, a cell division process, has a direct connection with tumour 
prognosis. Abnormal mitosis and its increase indicate genetic damage in 
tumours and a loss of controlled proliferation (1). Counting mitoses is crucial 
for assessing the severity and predicting the outcome of various cancers 
on digital Whole Slide Images (WSIs). However, manual detection of mitotic 
figures is time-consuming, requires specialised expertise, and is subject to 
variability between pathologists. Convolutional neural networks (CNNs) have 
been employed to automate mitosis detection to address these limitations. 
However, despite recent efforts to improve this automation, the results 
remain inadequate for clinical applications (2). This study aims to investigate 
the potential of incorporating various state-of-the-art attention mechanisms 
into a ResNet backbone to improve the performance of mitotic figure 
detection, particularly in distinguishing mitotic from mimics in WSIs.

Methods and Dataset 
This study employs a detection and classification task based on the RetinaNet 
(3), inspired by (4) with ResNet50 (5) backbone. In CNNs, the layers near 
the input typically focus on capturing local features but may struggle with 
emphasising and accurately locating more complex and abstract features. 
To address this, we integrated into ResNet50 backbone state-of-the-art 
attention mechanisms including CBAM (6), Squeeze-and-Excitation (SE) (7), 
Enhanced Channel Attention (ECA) (8), and Hybrid attention module (HAM) 
(9). Figure 1 provides an overview of the framework.

We used the ODAEL dataset (10) with 14,151 mitotic figures and 36,135 
look-alikes, split into 70% training (15 WSI) and 30% testing (6 WSI). For each 
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epoch, 25,500 training and 4,500 validation patches (512×512) were randomly 
extracted from the WSIs, continuing for 100 epochs using the Adam optimizer 
with a learning rate of 0.0001. To prevent overfitting, an early stopping 
method was used. 

Experiment Results and Discussion 
The models’ performance was evaluated on the test dataset using a 
sliding window with a tile size of 512×512 pixels (stride of 51×51 pixels). 
Non-maximum suppression technique was used to retrieve the detected 
mitoses that surpassed the confidence level of 0.4. The detected mitoses 
are compared against the ground truth using the K-dimensional tree 
algorithm. Table 1 presents an overview of the comparative analysis and as 
can be seen the model integrated with the CBAM module achieved a higher 
F1-score (0.793 compared to 0.775- details Table 1). You can find a visual 
representation of the automatically detected mitoses in Figure 2.

FIGURE 1

The mitotic detection framework.
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TABLE 1: Comparison of experimental results

Models (ResNet50 
backbone)

Precision Recall TP FP FN F1

RetinaNet 0.802 0.751 2238 553 744 0.775

CBAM 0.792 0.794 2368 621 614 0.793

SE 0.773 0.796 2374 699 608 0.784

ECA 0.776 0.771 2298 664 684 0.773

HAM 0.765 0.782 2333 715 649 0.774

FIGURE 2

Displays the prediction overlay on the WSI level. The numbers at each quarter represent the counts of True 

Positives (TP), False Positives (FP), and False Negatives (FN).
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Conclusion 
Initial results indicate that CBAM attention outperforms RetinaNet in 
detecting mitosis with a F1 score of 0.793. Given the insufficient clinical 
applicability of this score, future work will focus on improving accuracy.
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Introduction 
Follicular Lymphoma (FL) is an incurable, common hematological cancer 
with over 2,000 diagnoses per year in the UK [1]. Grouping of patients 
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into clinically useful clusters has proven difficult [2]. Though pathologist 
assessment is routine in diagnosis of FL, the resulting reports provide little 
value over clinical features such as stage, performance status and presence 
of B-symptoms in risk prediction and treatment choice. 

Given widespread digitisation of pathology slides, there is now scope for 
analyses otherwise highly impractical for pathologists, such as comparison 
of all nuclei in a biopsy. Recent immunofluorescence work [3] has focused 
on individual lymphocyte subpopulations, including regulatory T-cells. 
Results evidenced better survival in patients with high cellular diversity 
(hazard ratios high vs rest: 0.22). This resolution of lymphocyte subgrouping 
is not possible in routine Hematoxylin & Eosin (H&E) biopsy slides while 
immunofluorescence studies are too costly to become routine. We present a 
patient subgrouping method that aims to capture cellular profiles in FL within 
routine H&E – the Follicular Lymphoma H&E index (FLy-HEi). In this, patients 
were grouped into 3 clusters on cell distribution similarity. Though there 
were no survival differences between clusters, associations existed between 
clinical features, including blood albumin level, bone marrow involvement 
and Ann Arbor stage. 

Materials and Methods 
N=286 cases of the Hematological Malignancy Research Network FL dataset 
[4], with corresponding clinical data were used. One formalin fixed paraffin 
embedded (FFPE) Hematoxylin & Eosin (H&E) biopsy image was available per 
patient, scanned at 40x magnification (resolution of 0.253μM per pixel). 

Non-overlapping tissue patches of size 1000x1000 pixels were extracted 
from slides. These were filtered for patches predicted to be within naive 
B-cell regions using a UNet model, trained on 9 FL slides exhaustively-
annotated using Quick Annotator [5]. Between 20 and 145 patches were 
used per slide, depending on tissue availability. The MoNuSaC weight set of 
HoVerNet [6] was used to segment unlabelled nuclei in patches and nuclear 
features describing morphology, texture, and intensity were measured. 
Z-scaled features were sampled using k-means clustering to balance 
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sampling across the feature space. In total, 43,200 nuclei from a sample of 
non-Hodgkin’s Lymphoma slides (Burkitt, Diffuse Large B-Cell and Follicular 
Lymphomas) were used to create a non-Hodgkin’s Lymphoma 1-dimensional 
UMAP embedding. Likely cell identities were informed by a pathologist. 

Pairwise comparison was conducted on nuclear distributions between 
all patients using the Anderson-Darling statistic as a distance metric. 
Agglomerative clustering grouped patients by nuclear distribution group, 
termed FLy-HEi clusters, with optimal cluster number determined using 
maximum Calinski-Harabasz metric score. Cox Proportional Hazard 
model hazard ratios were used to investigate overall survival while Pearson 
correlation was used to compare clinical features between clusters. Welch’s t 
was used for calculation of p-values.

Results 
The 1D UMAP embedding separated visually distinct nuclei, from large, light 
nuclei with multiple nucleoli (centroblasts) on the negative pole to small, 
dark nuclei (mature B- & T-lymphocytes and centrocytes) on the positive 
side (Figure 1A). Patients clustered into 3 nuclear distribution groups. Cluster 
1 (n = 190) was enriched for centrocytes. Cluster 2 (n = 45) presented with a 
centrocyte/immunoblast phenotype while cluster 3 (n = 51) presented with 
a centroblast/immunoblast phenotype, with near equal proportions of each 
(Figure 1B & C).

There were no overall survival differences between clusters (Cox proportional 
hazard ratios = 0.98-1.00) but comparison with clinical features evidenced 
differences in clinical presentation of clusters (Figure 2). Cluster 1 patients 
associated with lower ECOG (p<0.01) and stage (p=0.02). Cluster 2 
associated with blood-related features, namely bone marrow involvement, 
higher blood hemaglobin and albumin (all p = 0.01) and normal LDH (p = 
0.03). Cluster 3 appeared to associate with physical symptoms, including 
night sweats and weight loss, though these were not significant (p = 0.05-
0.06), in addition to lower hemaglobin (p =0.03) and albumin (p < 0.01).
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FIGURE 1

Nuclear distribution clusters in Follicular Lymphoma. A) Images of non-Hodgkin’s lymphoma nuclei across the 

1-dimensional UMAP space. B) Mean density of nuclei for each FLy-HEi cluster C) B-cell regions at 40x 

magnification, displaying characteristic nuclei of each cluster. Arrow key: Blue = centrocyte, Orange = 

immunoblast, Green = centroblast.

FIGURE 2

Pearson correlation between FLy-HEi clusters and clinical features. Data gathered as reported in Smith et al. 

[4]. Mutation profiles relate to Crouch et al. BIC mutation groups [2].
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Discussion 
Previous immunofluorescence studies reported predictive utility of cellular 
variation in FL [3]. The resolution of H&E is far lower than that achieved in 
immunofluorescence analyses, where individual lymphocyte subtypes such 
as CD4+FoxP3+ Regulatory T-cells have been distinguished. This study aimed 
to distinguish distinct cellular phenotypes using standard H&E biopsy slides 
and explore potential clinical utility of such information.

Patients clustered into distinct cellular groups, with clear differences 
in nuclear densities at 4 key points (Figure 1B), relating to centroblasts, 
immunoblasts, centrocytes and mature lymphocytes. Since distributions only 
differed at these 4 cell types, a more computationally efficient approach may 
use a narrower scope of cell types to achieve comparable patient clustering. 
The clinical utility of these groups in risk stratification appears low, with 
no predictive value in overall survival. Yet, the FLy-HEi clusters associated 
with patterns of clinical features, with significant differences in some. 
These distribution clusters may therefore provide an insight into specific 
pathologies and patterns of pathogenesis in follicular lymphoma. Finally, 
multiple testing correction was not applied, so there is a risk in the presented 
work of spurious correlations. The presented work represents a preliminary 
study into objective, large-scale analyses of H&E cellular phenotypes in FL. 
Further external validation studies can focus on relationships with the clinical 
features identified, including potential differences in pathogenesis, and 
optimal treatment between the FLy-HEi clusters.
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Introduction 
Applying deep learning to medical imaging, especially in haematology, 
faces significant challenges due to class imbalance, where infected cells 
are vastly outnumbered by normal cells. This study addresses this issue 
using a Customized Repeat Factor Sampling (CRFS) method integrated into 
the Faster R-CNN architecture, with malaria detection as a use case. By 
dynamically adjusting sampling weights based on the number of infected 
instances, CRFS significantly improves model performance. Results show 
notable increases in precision, recall, and F1 scores for detecting malaria-
infected cells, demonstrating the method’s effectiveness in enhancing 
diagnostic accuracy.
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Related Work 
Traditional class balancing strategies in malaria diagnostics, such as 1:1 ratio 
adjustment and one-time random undersampling, often fail to dynamically 
adapt to the fluctuating densities of infections, leading to potential oversights 
in critical data variations. These static methods highlight the need for more 
flexible and adaptive solutions [1, 2]. Models such as YOLO have been 
extensively explored in medical diagnostics and have shown great promise. 
However, Detectron2, known for its robust architecture and flexibility in 
handling complex object detection tasks, presents an untapped opportunity 
in this domain. Its advanced capabilities have shown considerable promise in 
applications such as environmental monitoring and brain tumour detection 
from MRI scans but have not been specifically harnessed for malaria 
diagnostics [3, 4]. This gap in application highlights a significant area for 
enhancement. By customizing Detectron2’s default class-based repeat factor 
sampling to be instance-aware, this technique can dynamically adjust to 
varying densities of infection. Class-aware applications have already been 
applied to general object detection and segmentation tasks, particularly with 
the LVIS dataset, demonstrating considerable promise [5]. Our objective is to 
tailor and assess its effectiveness focusing on haematological images, which 
often exhibit substantial class imbalance challenges. 

Methodology 
“The ‘PlasmoCount’ dataset, consisting of 398 blood smear images labelled 
with 2,377 malaria-infected cells and 33,687 uninfected cells, was utilized, the 
dataset exhibits a significant class imbalance, with infected cells constituting 
only 6.59% of the total [2]. To ensure effective model training and assessment, 
the dataset was divided into training, validation, and test sets in a 70-20-10 
ratio. This distribution optimizes learning, allows thorough model refinement 
during validation, and assesses performance on unseen data during testing. 

The Faster R-CNN R50 FPN 3x served as the baseline model and was trained on 
an NVIDIA Tesla T4 GPU. Systematic adjustments to learning rates and iteration 
counts were made to optimize performance. The process involved continuous 
monitoring of total loss, learning rate curves, classification accuracy, and 
bounding box accuracies, which were crucial for refining the model. Ultimately, 
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a stable performance was established without any class balancing technique. 
This configuration was achieved with a learning rate of 0.001, 8500 iterations, 
and a batch size of 128, utilizing a Stochastic Gradient Descent (SGD) optimizer 
in a deterministic setting (seed=42). Once the baseline model was established 
and its results recorded, the second experiment integrated a custom sampling 
technique into the training process. After careful tuning, the scale_factor was 
initialized at 16, as this setting demonstrated the best percentage increase. This 
technique increased the sampling frequency of images with more infected 
instances to enhance the model’s learning from these critical minority class 
examples. The repeat factors for each image were dynamically adjusted based 
on the proportion of infected instances relative to the highest count in the 
dataset. This ensured that images with more infected instances were sampled 
more frequently, while also including images with no infected instances to 
accurately identify uninfected cells, as demonstrated in Algorithm 1.

ALGORITHM 1: Custom Repeat Factor Calculation

Input:
image_list: List of images each with a count of infected cells.

Output:
repeat_factors_array: Array containing calculated repeat factors for each 
image.

Procedure:
Initialize Maximum Infected Count:

max_infected = max(image[‘infected_count’] for image in image_list)
Compute Repeat Factors for Each Image:

For each image in image_list:
infected_count = image[‘infected_count’]
If infected_count > 0:

Else:
repeat_factor = 1

Append repeat_factor to repeat_factors
Compile and Return Repeat Factors:

repeat_factors_array = list_to_array(repeat_factors)
Return repeat_factors_array
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Results & Discussions 
The baseline model reported an average precision (AP) of 58.4% across all 
classes, which was notably lower for infected cells at 43.3%, as detailed in 
Table 1. Conversely, the implementation of the CRFS technique significantly 
enhanced the model’s diagnostic capabilities. AP for infected cells improved 
to 46.6%, with a notable increase in precision, recall, and F1 scores to 0.78, 
0.55, and 0.64, respectively, as recorded in Table 2. Figure 1 provides a 
simple visual contrast between the diagnostic capabilities of the baseline 
and CRFS-enhanced Faster R-CNN models. The baseline model often 
failed to identify infected cells, demonstrating a bias towards recognizing 
uninfected cells. This is evident in Figure 1B, where the baseline model 
did not correctly identify any infected cells in the sample. In contrast, 
the CRFS-enhanced model displayed significantly improved accuracy, 
successfully identifying infected cells with good confidence scores, as 
shown in Figure 1C. Despite the improvements, challenges remain. The 
CRFS-enhanced model struggled with densely packed and overlapping 
cells, leading to some false negatives. While it performed well on non-
dense smears, handling complex images with dense cell distributions 
requires further refinement. Hence, a need to explore advanced techniques 
such as ensemble learning or integrating attention mechanisms to enhance 
robustness in complex imaging scenarios [6, 7]. Moreover, the adoption 
of a dynamic adjustment of the scale_factor could significantly improve 
adaptability, allowing the model to fine-tune its response to variations in 
cell density and infection severity in real-time. 
TABLE 1: Average Precision (AP) Metrics for Faster R-CNN with and without CRFS

Method AP (all) AP (infected) AP (uninfected) AP
50 

(all) AP
75

(all)

baseline 58.4 43.3 73.5 68.0 65.7

CRFS 60.6 46.6 74.7 69.3 67.5
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TABLE 2: Precision, Recall, and F1 Score for Faster R-CNN with and without CRFS

Class

infected uninfected

baseline CRFS baseline CRFS

Precision 0.71 0.78 0.98 0.98

Recall 0.52 0.55 0.86 0.86

F1-Score 0.60 0.64 0.91 0.91

FIGURE 1

Visualization: (A) Ground truth labels the red bounding boxes are for infected and green for uninfected cells. 

(B) Baseline model predictions, failing to classify infected cells. (C). CRFS-enhanced model predictions, 

successfully classifying infected cells.
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Introduction 
The increasing use of early screening for colon cancer is putting a lot of 
pressure on pathology resources worldwide. In the UK, 78% of cellular 
pathology departments already deal with significant staff shortages. 
Around one-third of endoscopic colon biopsies are reported as normal, 
requiring minimal intervention, but it can take 2-3 weeks to get the biopsy 
results. Machine learning methods offer a promising solution to alleviate 
this burden by effectively filtering out normal slides that do not require 
further intervention, thereby streamlining the diagnostic process for cancer 
screening.

Materials and Methods 
We conducted colon biopsy screening using both black-box and 
interpretable machine learning approaches. We predicted the diagnosis for 
each slide to be normal, non- neoplastic or neoplastic. Normal slides can 
be automatically filtered out, while abnormal slides can be triaged. In the 
black-box approach, we combined a series of patch features extracted from 
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one of the pre-trained Vision Transformers, DINOv2 and Phikon (Oquab et 
al., 2023; Filiot et al., 2023), by applying a single Multi-Head Attention (MHA) 
Transformer layer. For the interpretable method, we extracted clinically 
relevant features from various tissue components detected by a U-Net-based 
multitask segmentation model (Graham et al., 2023a). The features were 
divided into patch-level summary statistics and gland-based features, which 
included: gland morphology, intra-gland lumen morphology, intra-gland 
nuclear quantification and inter-gland (lamina propria) nuclear quantification 
features (Graham et al., 2023b). These were then used as input to a two-
headed predictive model.

Results 
We evaluated different approaches using a dataset of 7,181 endoscopic colon 
biopsy slides. We used 5-fold cross-validation, ensuring an even distribution 
across patients and labels. Our baseline results using DINOv2 deep features 
achieved an AUC-ROC of 0.9438 ± 0.0137, 0.9921 ± 0.0033 and 0.9725 ± 
0.0048 for non-neoplastic, neoplastic and abnormal categories, respectively. 
On the other hand, using Phikon features resulted an AUC-ROC of 0.9514 ± 
0.0178, 0.9920 ± 0.0021 and 0.9753 ± 0.0035. Regarding the two-headed 
interpretable approach, initial findings indicate performance on par with 
the black-box methods with AUC-ROC greater than 0.975, albeit offering 
enhanced model transparency. Our two-headed approach identifies the 
most predictive regions, which can be viewed as a heatmap over the slide. 
Additionally, by using interpretable features, we can assess the reason why 
each region has been identified. For this, we perform a local feature ranking.

Conclusions 
We introduced two competitive colon biopsy screening methods that 
show the potential to reduce the burden currently placed on pathologists 
worldwide. Our proposed interpretable approach can assist pathologists 
in making diagnostic decisions and enhance their trust in the algorithm, 
facilitating its eventual integration into clinical practice. Future work will 
involve further developing the proposed solution on a larger multi-centric 
dataset and additional assessment of model explanations across various 
disease subgroups.
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Abstract 
Identifying gene mutations and tumor mutational burden (TMB) levels in 
lung cancer forms the basis for treatment planning and targeted therapies. In 
this paper, we show that self-supervised pre- training using task-related and 
pathology-specific augmentation can improve the prediction of both gene 
mutation and TMB stratification, with around a 4% increase in AUC-ROC.

Introduction 
Predicting driver gene mutation directly from Hematoxylin and Eosin 
(H&E) stained Whole Slide Images (WSIs) have been an active research 
field, particularly after the proof of concept published by Coudray et. al. 
[9]. Several studies have followed, proposing machine learning methods to 
predict mutations in single genes [4, 10] or genes subsets [13, 11, 8, 15, 16]. 
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Despite the variety of network architectures used, ranging from AlexNet [13] 
to Deep Multi- Magnification Net- work [4], none have surpassed the results 
of Coudray et. al.’s [9].

Tumor mutational burden (TMB) is the number of mutations per megabase 
of DNA in a tumor sample. Since the Food and Drug Administration approval 
of pembrolizumab for tumors with TMB greater than 10, several researchers 
have been exploring machine learning to stratify patients into TMB-high and 
TMB- low using routine H&E slides [12, 6, 14, 17]. However, this research is in 
its early stages, and more advanced approaches are needed to improve such 
stratification.

This work is among the first to redefine the contrastive learning pre-training 
basing it on classes of a relevant task rather than augmentations. We show- 
case how applying such pre-training techniques improves the prediction of 
gene mutation and TMB stratification in lung adenocarcinoma.

Data and Methods 
Gene Mutation Detection 
Dataset 
A total of 586 H&E stained WSIs of lung adenocarcinoma (LUAD) frozen 
sections were downloaded from The Cancer Genome Atlas (TCGA) [2]. 
Corresponding mutation labels were collected from both CbioPortal [1] 
and GDC [2], and only cases with aligned labels were used, resulting in 340 
slides. Of these, 65% are TP53 mutant, 37% are KRAS mutant, 18.5% are 
STK11 mutant, and 18.5% are EGFR mutant. All slides were processed at 20× 
magnification. 

Self-supervised pre-training 
Utilizing DINO [5], we trained a ResNet-50 via self-supervision. We adapted 
the augmentation strategy for producing positive samples by integrating 
pathology specific augmentations including: stain augmentation, separation 
of H&E channels, and random flip, while preserving the novel multi-crop 
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augmentation proposed in in the original approach. The model was trained 
using approximately 2000 tiles of size 512x512, randomly selected from each 
WSI in TCGA-LUAD. 

Gene mutation classification model 
First, we filtered out the non-tumor tiles using a fine-tuned Resnet-50 
trained for tumor detection. Then the resulting tumor area was divided 
into 512x512 patches and the slide mutation label was broadcasted to all 
its patches. Leveraging the Resnet-50 model trained via self-supervision 
to capture pathology specific features, we further fine-tuned the model to 
predict four gene mutations (EGFR, KRAS, STK11, and TP53). Fine- tuning was 
done using IDaRS (Iterative Draw and Rank Sampling) pipeline developed 
by Bilal et. al.[3]. IDaRS ranks the tiles based on their predictive probability, 
then passes the top ranked tiles of each slide to the next training iteration. 
We adapted IDaRS to suit the multilabel classification problem. Finally, patch 
predictions were aggregated via majority voting to obtain the WSI prediction. 
The proposed model is illustrated in Figure 1 below. 

FIGURE 1

The proposed model.
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TMB Status Prediction 
Dataset 
TCGA-LUAD 
The dataset consists of 525 H&E diagnostic WSIs with corresponding TMB 
counts. Patients were stratified into high and low TMB groups using a cut-off 
of 10 mutations/megabase. 

UHCW 
The dataset consists of 20 H&E diagnostic WSIs collected from the University 
Hospital Coventry and Warwickshire, with pathologist-annotated regions 
indicating different growth patterns (solid, acinar, papillary, micropapillary, 
and lepidic). 

Self-supervised pre-training 
To leverage contrastive learning, we used Sim- CLR [7], to train a ResNet-50 
on the UHCW dataset. We modified the definition of positive samples to 
be patches having the same histological growth pattern and the negative 
samples as patches with different patterns. Moreover, we added pathology 
specific augmentations including stain augmentation and separation. 

TMB classification model 
The pretrained ResNet-50 was used in the IDaRS pipeline and applied to 
TCGA–LUAD to predict TMB high vs low, in the same configuration used in 
the gene mutation prediction model described above. 

Results  
We applied 4-fold cross validation to evaluate our gene mutation prediction 
model on the TCGA-LUAD dataset. The average AUC-ROC results shown 
in Table 1 assert that self-supervised pre-training improves the model 
prediction. 

We have also replicated Coudray et. al’s work [9] on their published splits 
for binary STK11 mutation prediction achieving an average AUC-ROC of 
0.67±0.09, which our model outperformed by approximately 4%. 
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TABLE 1: Experimental Results

Method STK11 EGFR KRAS TP53

ResNet-50 0.62 ± 0.6 0.59 ±0.08 0.62 ± 0.5 0.67 ± 0.08

IDaRS 0.65 ± 0.08 0.61 ± 0.08 0.61 ± 0.03 0.64 ± 0.06

Ours 0.65 ± 0.03 0.66 ± 0.07 0.62 ± 0.03 0.7 ± 0.06

For TMB stratification, using Resnet-50 pretrained via SimCLR in the IDaRS 
pipeline increased the average AUC-ROC to 0.75±0.02, compared to 
0.71±0.06 when using Resnet-50 pretrained on ImageNet in the same 
pipeline. 

Conclusion 
We demonstrated that task-related augmentations in self-supervised pre-
training can enhance gene mutation and TMB prediction. Our experiments 
suggest a potential link between growth patterns and TMB. However, the 
classification results lack interpretability, a focus for future improvement. 

References 

[1] cbioportal for cancer genomics, https://www.cbioportal.org/ 

[2] GDC, https://portal.gdc.cancer.gov/ 

[3] Bilal, M., Raza, S.E.A., Azam, A., et al.: Development and validation 

of a weakly supervised deep learning framework to predict the status of 

molecular pathways and key mutations in colorectal cancer from routine 

histology images: a retrospec- tive study. The Lancet Digital Health 3 (dec 

2021) 



Medical Image Understanding and Analysis

157 frontiersin.org
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Abstract 
This work shows promising results using multiple instance learning on 
salivary gland tumours in classifying cancers on whole slide images. Utilising 
CTransPath as a patch-level feature extractor and CLAM as a feature 
aggregator, an F1 score of over 0.88 and AUROC of 0.92 are obtained for 
detecting cancer in whole slide images.

Introduction 
Salivary gland tumours (SGTs) are a relatively rare group of heterogeneous 
neoplasms. These tumours represent approximately 3% of all head and neck 
tumours [5, 6, 9]. Artificial intelligence methods such as deep learning have 
been applied to many digital histological datasets [4, 7] with very promising 
results. This includes high accuracy classification [12] and segmentation [10] 
of numerous types of cancers.
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Within the body of literature, there is a gap in knowledge regarding SGTs with 
applications using artificial intelligence. In particular, there is no work to the 
authors’ knowledge that utilises the entirety of the whole slide image (WSI) in 
applying artificial intelligence to SGTs. Incorporating knowledge of the entire 
WSI is important for capturing large-scale histological and morphological 
information across the whole tissue.

To solve this issue, this work proposes a multiple instance learning (MIL) 
approach applied to WSIs of SGTs. This work classifies benign/malignant 
tumours, as well as classification of a particular type of malignant tumour 
(adenoid cystic carcinoma). The work also compares the accuracy of 
the model when using two different feature extractors: ResNet-50 and 
CTransPath. It finds CTransPath to be the more accurate feature extractor, 
and predicts benign/malignant classification with an F1 score of 0.88 and 
AUROC of 0.92.

Background and Methodology 
Multiple instance learning (MIL) [3, 4] is a variation on supervised learning. For 
MIL in this work, annotations are made at the WSI level (also known as the 
bag level in literature).

Salivary gland tumours display a large amount of morphological diversity 
between tumour types. This can be a challenge for models to accurately 
classify SGTs. In addition, the relative rarity of SGTs means datasets are 
difficult to obtain for use in training machine learning models. Machine 
learning models have been successfully applied to SGTs at the patch level 
[11, 8], region of interest (ROI) scale [1], and using a graph-based approach 
[2]. These works are able to classify SGTs with good accuracy, but they can 
be time-consuming and problematic for cancer subtyping, as high grade 
tumours are more challenging to annotate accurately.

Within this work two tasks were performed: benign/malignant classification, 
and adenoid cystic carcinoma/other classification. The first task was tested 
using two different feature extractors: ResNet-50 and CTransPath. The 
second task used only CTransPath as the feature extractor.
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A dataset of 646 whole slide images of SGTs was used. Each WSI was labelled 
as either ’benign’ (402 cases) or ’malignant’ (242 cases). In addition, slides 
were categorised as adenoid cystic carcinoma (118 cases) or not (528 cases). 
More images from other clinical groups will be included in future work to 
help test the model robustness across different clinical workflows.

The workflow for these tasks was similar to other MIL approaches [3]. WSIs 
were split into smaller patches for feature extraction, then aggregated 
together utilising a feature aggregation model. For ResNet-50 feature 
extraction, the square patches were of side length 224 pixels and for 
CTransPath a patch was 256 pixels. Both ResNet-50 and CTransPath used the 
default weights of the model. CLAM was used for feature aggregation as was 
trained on the dataset. Training the CLAM model was performed using k-fold 
validation for hyperparameter tuning. A ratio of 80%-10%-10% was used for 
training, validation, and testing respectively. k=10 folds were used, each data 
point appearing only once in the validation and once in the testing set.

Results 
Figure 1 shows the two receiver operating characteristic (ROC) curves of 
binary classification of cancer. The blue curve is for features generated 
by ResNet-50. The orange curve is for features generated by CTransPath. 
It shows an area under the ROC (AUROC) of 0.92 for the method using 
CTransPath features, and 0.68 when using ResNet-50 features. For the 
CTransPath method the F1 score is 0.88, the precision is 0.90 and the recall is 
0.88. The specificity is 0.92. For the ResNet-50 method the F1 score is 0.72, 
the precision is 0.72, the recall is 0.77, and the specificity is 0.84.

The figure shows higher accuracy when utilising CTransPath as the feature 
extractor compared to ResNet-50. This might be due to the datasets they 
were trained on. CTransPath was trained using histological images, and 
the features extracted by CTransPath appear to be more useful for this 
classification task.
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The second task, Adenoid cystic carcinoma using CTransPath features with 
the CLAM feature aggregation model, achieved an AUROC of 0.96 and an F1 
score of 0.84, displaying strong initial findings that a high grade SGT can be 
accurately classified for WSIs. It has a corresponding precision of 0.84, the 
recall is 0.77, and the specificity is 0.97.

In conclusion, CTransPath features were found to provide greater accuracy 
in classification of cancer compared to ResNet-50 using a MIL approach. 
AUROCs of over 90% were obtained for both tasks utilising CTransPath 
together with CLAM. The applicability of the model to other tasks is still to 
be explored, as well as more general conclusions about the comparison 
across more classification tasks. Future work will compare against recent 
advancements of other architectures, including autoencoders and self-
supervised learning to contextualise its performance.

FIGURE 1

ROC curve of Benign/Malignant classification. The blue ROC curve is for ResNet-50 features. The orange 

curve is for CTransPath features.
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The use of the attention mechanism in the CLAM model provides a focus for 
future study, as it highlights spatial regions within the WSI that are important 
for classification (see figure 2). It attends differently between different tissue 
types, demonstrating its ability to account for pathological features. It 
follows that these regions are important in understanding the behaviour of 
cancer development within SGTs. This can be explored in future research to 
examine structural effects on important properties such as cancer behaviour, 
response to treatment, and patient survival.

FIGURE 2

Section of a whole slide image (WSI). Heatmap of attention. Areas highlighted in red are more important in 

deciding the categorisation of the whole image.



164

Medical Image Understanding and Analysis

frontiersin.org

References

[1] lsanie, I., Shephard, A., Azarmehr, N., Rajpoot, N., Khurram, S.A.: Using 

artificial intelligence for analysis of histological and morphological diversity 

in salivary gland tumor. https://doi.org/10.21203/rs.3.rs-1966782/v1, https://

europepmc.org/article/PPR/PPR536069

[2] Alsanie, I.S.: Using artificial intelligence for analysis of histological and 

morphological diversity in salivary gland tumours, https://etheses.whiterose.

ac.uk/32955/

[3 Carbonneau, M.A., Cheplygina, V., Granger, E., Gagnon, G.: Multiple 

instance learning: A survey of problem characteristics and applications 

77, 329–353. https://doi.org/10.1016/j.patcog.2017.10.009, https://www.

sciencedirect.com/science/article/pii/S0031320317304065



Medical Image Understanding and Analysis

165 frontiersin.org

[4] Gadermayr, M., Tschuchnig, M.: Multiple instance learning for digital 

pathology: A review of the state-of-the-art, limitations & future potential 112, 

102337. https://doi.org/10.1016/j.compmedimag.2024.102337, https://www.

sciencedirect.com/science/article/pii/S0895611124000144

[5] Gontarz, M., Wyszyńska-Pawelec, G., Zapała, J.: Primary epithelial 

salivary gland tumours in children and adolescents 47(1), 11–15. https://doi.

org/10.1016/j.ijom.2017.06.004, https://www.sciencedirect.com/science/

article/pii/S0901502717314923

[6] Ito, F.A., Ito, K., Vargas, P.A., de Almeida, O.P., Lopes, M.A.: Salivary 

gland tumors in a brazilian population: a retrospective study of 496 cases 

34(5), 533–536. https://doi.org/10.1016/j.ijom.2005.02.005, https://www.

sciencedirect.com/science/article/pii/S0901502705000718

[7] Mahmood, H., Shaban, M., Rajpoot, N., Khurram, S.A.: Artificial 

intelligence-based methods in head and neck cancer diagnosis: an overview 

124(12), 1934–1940. https://doi.org/10.1038/s41416-021-01386-x, https://

www.nature.com/articles/s41416-021-01386-x, publisher: Nature Publishing 

Group

[8] Prezioso, E., Izzo, S., Giampaolo, F., Piccialli, F., Orabona, G.D., Cuocolo, 

R., Abbate, V., Ugga, L., Califano, L.: Predictive medicine for salivary gland 

tumours identification through deep learning 26(10), 4869–4879. https://

doi.org/10.1109/JBHI.2021.3120178, https://ieeexplore.ieee.org/abstract/

document/9573315, conference Name: IEEE Journal of Biomedical and 

Health Informatics

[9] Quixabeira Oliveira, G.A., Pérez-DE-Oliveira, M.E., Robinson, L., 

Khurram, S.A.,Hunter, K., Speight, P.M., Kowalski, L.P., Lopes Pinto, C.A., Sales 

De Sá, R.,Mendonça, E.F., Sousa-Neto, S.S., de Carlucci Junior, D., Mariano, 

F.V., Altemani, A.M.d.A.M., Martins, M.D., Zanella, V.G., Perez, D.E.d.C., dos 

Santos, J.N., Romañach, M.J., Abrahão, A.C., Andrade, B.A.B.d., Pontes, H.A.R., 

Jorge Junior, J., Santos-Silva, A.R., Lopes, M.A., Van Heerden, W.F.P., Vargas, 

P.A.: Epithelial salivary gland tumors in pediatric patients: An international 

collaborative study 168, 111519. https://doi.org/10.1016/j.ijporl.2023.111519, 

https://www.sciencedirect.com/science/article/pii/S016558762300085X



166

Medical Image Understanding and Analysis

frontiersin.org

[10] Raza, S.E.A., Cheung, L., Shaban, M., Graham, S., Epstein, D., 

Pelengaris, S., Khan, M., Rajpoot, N.M.: Micro-net: A unified model for 

segmentation of various objects in microscopy images 52, 160–173. https://

doi.org/10.1016/j.media.2018.12.003, http://arxiv.org/abs/1804.08145

[11] Schulz, T., Becker, C., Kayser, G.: [comparison of four convolutional 

neural networks for histopathological diagnosis of salivary gland carcinomas] 

71(3), 170–176. https://doi.org/10.1007/s00106-023-01276-z, https://

europepmc.org/articles/PMC9950222

[12] Wang, X., Yang, S., Zhang, J., Wang, M., Zhang, J., Yang, W., Huang, 

J., Han, X.: Transformer-based unsupervised contrastive learning for 

histopathological image classification 81, 102559. https://doi.org/10.1016/j.

media.2022.102559, https://www.sciencedirect.com/science/article/pii/

S1361841522002043



Medical Image Understanding and Analysis

167 frontiersin.org

Set 3: Dermatology, Cardiac  
Imaging and Other Medical  
Imaging

Deep texture analysis in  
whole-body PET using Graph  
Neural Network analysis of the  
sub-logit layer

Author
Robert John – Centre for Vision Speech & Signal Processing, University of Surrey, 

Guildford, GU2 7XH, UK

Ian Ackerley – Centre for Vision Speech & Signal Processing, University of Surrey, 

Guildford, GU2 7XH, UK

Rhodri Smith – Medical Physics and Clinical Engineering Department, Cardiff and 

Vale University Health Board, Cardiff, CF14 4XW, UK

Andrew Robinson – National Physical Laboratory, Hampton Road, Teddington, Mid-

dlesex, TW11 0LW, UK

Vineet Prakash – Department of Nuclear Medicine, Royal Surrey County Hospital, 

Guildford, Surrey,GU2 7XX, UK

Manu Shastry – Department of Nuclear Medicine, Royal Surrey County Hospital, 

Guildford, Surrey, GU2 7XX, UK

Peter Strouhal – Alliance Medical Ltd, Iceni Centre, Warwick Technology Park, 

Warwick, CV34 5AH, UK

Kevin Wells – Centre for Vision Speech & Signal Processing, University of Surrey, 

Guildford, GU2 7XH, UK



168

Medical Image Understanding and Analysis

frontiersin.org

Citation
John, R., Ackerley, I., Smith, R., Robinson, A., Prakash, V., Shastry, M., Strouhal, P., 

Wells, K. Deep texture analysis in whole-body PET using Graph Neural Network 

analysis of the sub-logit layer.

Abstract 
Graph Neural Networks (GNNs) and Convolutional Neural Networks (CNNs) 
are increasingly recognised for their potential to enhance medical imaging 
analysis, specifically in Positron Emission Tomography (PET) scans used 
for cancer diagnosis. This study explores the integration of GNNs with 
CNN-derived activations from the sub-logit layer to identify and classify 
glycolytic volumes in PET images of oesophageal cancer patients. Utilising 
a dataset of 486 PET/CT scans, we leveraged a pre-trained 5-layer 3D CNN 
to segment primary tumours, which were then analysed using a GNN for 
comprehensive metabolic signature mapping. The model achieved a patch-
based accuracy and F1 score of 97.34% and 97.33%, respectively, on the test 
set, demonstrating its capability to effectively distinguish between various 
critical glycolytic volumes, such as the primary tumour, urinary bladder and 
liver. These preliminary findings suggest substantial promise for this approach 
in refining diagnostic accuracy and treatment planning in oncology. Future 
work will aim to enhance the model’s robustness and general applicability in 
clinical settings.

Introduction 
Graph Neural Networks (GNNs) are emerging as a powerful tool in 
medical applications, due to their ability to model complex relationships 
and interdependencies between data points that inherently form a graph 
structure. GNNs show promise in the analysis of Positron Emission 
Tomography (PET) imaging, a modality with complex metabolic features. 
These networks are particularly adept at capturing the intricate patterns 
necessary for detailed analysis in medical diagnostics. Convolutional neural 
networks (CNNs) can capture characteristic deep metabolic textures from 
PET imaging (1). Activation values from a CNN can be viewed as a graphical 
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structure, where each node represents a feature captured from the PET 
images, and the edges reflect the relationships and dependencies among 
these features. 

By contrast, in this work, we do not use GNN analysis of the actual voxel 
values in the PET images, but instead consider a graph-based analysis of 
the activations found in a trained sub-logit layer. In this way we consider 
the cascaded pattern of features in a simple 5-layer CNN originally trained 
on primary tumour detection, re-purposed for identifying characteristic 
metabolic texture features of particular organs within the PET image.

Methodology 
Data and CNN Model 
Four hundred and eighty-six PET/CT scans of oesophageal cancer patients 
were leveraged for training and testing. All patients were administered 
4MBq/kg of 18F-FDG. Primary tumour segmentation was performed 
with the ATLAAS algorithm within manually annotated bounding boxes (2). 
Subsequently, they were visually verified (3). A 5-layer 3D CNN was trained on 
this data for binary classification (4). Data was split into training, validation and 
test sets with a ratio of 80:10:10.

GNN Analysis Model 
PET data are divided into non-overlapping patches of size 25×25×25 voxels, 
with the centre voxel of each patch determining its label as one of three 
key glycolytic volumes: primary tumour, urinary bladder, and liver. Let X

i
 

∈ R25×25×25 represent an input PET patch from volume i, where i ∈ {tumour, 
bladder, liver}.

Each patch X
i
 is processed through a 5-layer CNN, with 32 filters per layer, 

to extract features. The activations from these layers are computed and 
then normalised to scale the values between 0 and 1. The CNN’s activations 
are passed through an encoder, with a latent space of 32, to reduce their 
dimensionality:

   E
i
 = σ(VA

i
 + d) (1)
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where A
i
 is the aggregated activations from the CNN, V and d are the weights 

and biases of the encoder, σ is the nonlinear activation function, ReLU, and E
i
 

∈ R32 is the encoded feature vector.

Finally, the encoded features E
i
 for all volumes are used as input to a Graph 

Neural Network (GNN) for classification. The GNN consists of two layers:

   H(k+1) = σ(U(k)H(k)A
adj

 + e(k)) (2)

   ŷ = softmax(oT H(K)) (3)

where H(k) is the node feature matrix at layer k, U(k), e(k) are the layer-
specific weights and biases, A

adj
 is the adjacency matrix representing graph 

FIGURE 1

Comparative visualisation of a test-case whole-body PET scan and the model output. On the left, a Maximum 

Intensity Projection (MIP) highlights areas of metabolic activity, including the tumour, urinary bladder, and liver. 

The tumour, urinary bladder and liver are annotated in yellow, orange and purple, respectively. On the right, 

the model output illustrates the detection results, with false positives involving liver tissue visible in the spine.
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connections, and o is the output layer weights. The GNN is trained using 
the ADAM optimiser to classify the glycolytic volume patches based on the 
encoded activations.

Results and Discussion 
The GNN implemented to classify PET image patches from glycolytic 
volumes achieved a patch-based labelling accuracy and F1 score of 97.34% 
and 97.33%, respectively, on the test set. This performance indicator 
highlights the model’s capability to effectively discern between the different 
classes associated with the primary tumour, the urinary bladder, and the liver 
based on the deep textural representations derived from the CNN. Figure 1, 
shows the model’s detection of the three glycolytic volumes’ deep textural 
representations. The identification of liver tissue in the spine presents an 
opportunity to further enhance the model’s precision and specificity.

These results suggest that the model could significantly enhance the precision 
of diagnostic processes in oncology, particularly in the treatment planning 
of cancers, by providing reliable identification of glycolytic volumes. Such 
capabilities could lead to more tailored treatment plans and better patient 
outcomes. To improve accuracy, future work will involve refining the model 
to effectively minimise false positives. Further efforts will also focus on 
validating the model across a greater number of glycolytic volumes.

The ability of our model to accurately identify and analyse glycolytic 
volumes within PET scans has significant implications for clinical practice. 
By providing detailed insights into the metabolic activity of organs, the 
model offers a nuanced understanding of organ function that is crucial for 
effective treatment planning. Such advancements could pave the way for 
truly personalised medicine, where treatment strategies are optimised for 
individual patient profiles, significantly enhancing the quality of care and 
patient outcomes.

Conclusion 
This study has demonstrated the effectiveness of using GNNs combined 
with CNNs for the precise identification and classification of glycolytic 
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volumes in PET imaging of oesophageal cancer. By leveraging deep texture 
analysis through CNNs and advanced graph-based modelling with GNNs, 
we achieved an accuracy and F1 score of 97.34% and 97.33%, respectively, 
on the test set, which underscores the potential of this methodology to 
significantly enhance diagnostic processes in oncology. The use of GNNs 
to interpret complex metabolic activities from PET images enables a deeper 
understanding of cancer’s impact on organ function. This capability is critical 
for optimising therapeutic strategies, leading to more personalised and 
effective patient care.
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Introduction 
Cardiac Magnetic Resonance (CMR) imaging initiates with a set of sequences, 
termed anatomical planes, aimed at locating the heart, covering a broad 
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thoracic area (1). Despite their potential clinical significance, findings outside 
the scope of the cardiac examination are typically overlooked (2). The only 
previous attempt to automatically detect incidental extracardiac findings 
(ECFs) in these images through supervised learning have yielded suboptimal 
results (3), exacerbated by the impracticality of comprehensive sample 
collection due to the diverse range of possible anomalies across various 
organs.

In this study, we investigate the potential of recent anomaly detection 
(AD) methods to address this challenge. While AD methods have gained 
prominence due to their superior cluster capabilities for outlier data, their 
application has primarily been in industrial settings (4–12) or medical 
contexts like brain magnetic resonance (13–22) or chest X-ray imaging 
(18,23,24), which typically exhibit lower anatomical variability and complexity 
compared to CMR anatomical sequences. To assess the effectiveness of 
recent AD methods in addressing a more complex task – the detection 
of ECFs in CMR images - we conducted a comparative analysis of state-
of-the-art unsupervised, semi-supervised, and open-set supervised AD 
methodologies, and compared them to a supervised baseline.

Materials and Methods 
The dataset used in this study comprises CMR HASTE anatomical coronal 
sequences acquired during clinical routine at Hospital of Braga (HB; Portugal) 
between 2018 and 2019. This dataset, retrospectively gathered with the 
ethical approval from HB’s Ethics Committee (ref. 180/2023), contains a total 
of 690 cases, in a total of 11,361 DICOM images. All images were labelled 
by one of two radiologists regarding the presence of ECFs (and respective 
coarse segmentation). Among the 690 cases, 269 have abnormal findings, 
representing a total of 10.32% of images with anomalies. To ensure robust 
results, the dataset was randomly split five times into training, validation, 
and test subsets in a patient-disjoint manner. Validation and test subsets 
contain equal amounts of normal and abnormal samples (100 and 500 each, 
respectively). All remaining images were assigned to the training subset.
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Given the anisotropic nature of the sequences and the limited number of 
samples overall, only 2D AD methods were explored. Our benchmark was 
built upon the work by Lagogiannis et al. (18), incorporating state-of-the-
art (SOTA) image reconstruction methods (VAE (25), r-VAE (15), f-anoGAN 
(26), H-TAE-S (16)), feature modelling (DFR (10), FAE (19), RD (5), CFlow-
AD (7) and PaDiM (4)), attention-based (expVAE (9) and AMCons (20)) and 
self-supervised (DAE (17), CutPaste (11) and PII (27)) methods. Additionally, 
we incorporate recent approaches from the image reconstruction (pDDPM 
(14)) and feature modelling (ReContrast (8)) sub-categories. Moreover, 
we include a one-class semi-supervised (DDAD (23)) and two open-set 
supervised (DRA (6) and BGAD (12)) methods. All methods were contrasted 
against a supervised baseline (SupAD), employing a ResNet-18 backbone 
and two fully connected layers (of dimensions 256 and 1, respectively). 
A hyperparameter tuning was conducted per method to ensure proper 
convergence. 

Results and Discussion 
The test results on the coronal CMR dataset are summarized in Table 1, 
representing the average over the five dataset splits. In general, all AD 
methods, with the exception of DRA (6), achieved lower image-level 
classification performance compared to the supervised baseline. Notably, 
the efficacy of the baseline is strongly influenced by the proportion of 
abnormal images available for training. When decreasing the number of 
abnormal samples to 10%, 25% and 50% of those available in the training 
subset, the supervised baseline’s performance decreases significantly, and 
some AD methods like FAE (19), DAE (17), or RD (5) outperform it. Despite the 
reliance of supervised methods on abnormal data, these results suggest that 
it is more effective to identify and learn abnormal patterns with supervised 
approaches than to learn normal patterns on this complex dataset with 
actual unsupervised SOTA.
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TABLE 1: Test set results for benchmark methods on the coronal CMR dataset

Method Pixel-AP Sample-AUROC Sample-AP

U/IR

VAE (25) 0.0326±0.0132 0.6722±0.0779 0.6517±0.1146

r-VAE (15) 0.0182±0.0037 0.5703±0.0529 0.5505±0.0430

f-AnoGAN (26) 0.0267±0.0074 0.5838±0.0765 0.5496±0.0500

H-TAE-S (16) 0.0184±0.0051 0.5995±0.0305 0.5823±0.0494

pDDPM (14) 0.0881±0.0371 0.6121±0.0476 0.6214±0.0466

U/FM

DFR (10) 0.0935±0.0627 0.6500±0.0617 0.6360±0.1173

FAE (19) 0.2151±0.1063 0.6814±0.0421 0.6970±0.0570

RD (5) 0.1215±0.0806 0.6770±0.0574 0.6842±0.0894

ReContrast (8) 0.1962±0.1032 0.6672±0.0760 0.6787±0.0496

PaDim (4) 0.0855±0.0445 0.6131±0.0451 0.6033±0.0540

CFlow-AD (7) 0.0458±0.0266 0.6414±0.0625 0.6219±0.1113

U/AB
expVAE (9) 0.0164±0.0041 0.4703±0.0926 0.4833±0.0716

AMCons (20) 0.0147±0.0049 0.5648±0.0417 0.5511±0.0615

U/S-S

DAE (17) 0.1317±0.0459 0.7015±0.0465 0.7156±0.0407

CutPaste (11) 0.0442±0.0214 0.6354±0.0792 0.6314±0.0946

PII (27) 0.2137 ± 0.4466 0.6406±0.1080 0.6571±0.0983

SS DDAD (23) 0.0381±0.0218 0.6620±0.0720 0.6536±0.0710

WS

BGAD (12) 0.1819±0.0240 0.6605±0.0250 0.6920±0.0360

DRA (6)

10% - 0.6141±0.0396 0.6261±0.0649

25% - 0.6348±0.0799 0.6559±0.0762

50% - 0.7075±0.0552 0.7183±0.0554

100% - 0.7387±0.0928 0.7484±0.0978

S SupAD

10% - 0.5614±0.0702 0.5888±0.0346

25% - 0.5987±0.1398 0.6411±0.1204

50% - 0.6410±0.0422 0.6931±0.0468

100% - 0.7145 ± 0.0540 0.7458 ± 0.0553

AP: average precision. AUROC: area under the receiver operating characteristic curve. 

U: unsupervised; SS: semi-supervised; WS: weak/open-set supervised; S: supervised; 

IR: image reconstruction; FM: feature modelling; AB: attention-based; S-S: self-

supervised. For each metric, best and second-best results were bold and underlined, 

respectively. DRA and SupAD were tested with different proportions of abnormal 

training images: 10%, 25%, 50% and 100%. 
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Figure 1 illustrates some results of several high-performing AD methods. 
FAE (19) exhibits promising results, but the low-resolution feature maps 
employed generate coarse anomaly maps. In contrast, RD (5) anomaly 
maps have higher resolution due to the use of shallow feature maps but 
exhibited lower localization accuracy and overall performance. Compared 
to RD (5), ReContrast (8) achieved better results in localizing abnormalities, 
suggesting that fine-tuning the encoder on the target domain leads to 
more representative and sensitive features. Notably, DAE (17) emerged as an 
interesting option, particularly excelling when lesions resemble the synthetic 
noise but facing challenges with larger, homogeneous lesions. Although PII 
(27) has demonstrated strong pixel-level results, it is susceptible to overfitting 
during training, resulting in square-shaped anomalies. Finally, the supervision 
of BGAD (12) seemed to help improve specificity, but the pixel-AP results 
do not demonstrate a significant advantage of this method compared to 
unsupervised AD approaches. Overall, these results indicate suboptimal 
performance of SOTA methods, highlighting the need for further research in 
this domain.

FIGURE 1

Anomaly maps generated by select high-performing methods on 6 test samples, and associated ground truth (GT).
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Introduction 
Conventional clinical Magnetic Resonance Imaging (MRI) relies on the 
formation of qualitative images based on relative differences in tissue 
response to an MR pulse sequence and thus the signal intensities are not 
themselves intrinsically meaningful. For high-stakes medical applications 
to be validated, precise, and accurate, a new culture of imaging based on 
metrological principles is necessary [1]. 

Quantitative MRI (qMRI) uses an MRI scanner to perform measurements of 
physical properties. These measurements can provide additional consistency 
and clinical specificity as well as the potential for improved consistency 
between sites but require a metrological foundation. Because qMRI measures 
physical parameters, the measurements can be used to compare the 
performance of different scanners [3]. 

The iMet-MRI project [2] has developed a phantom containing calibrated 
solutions suitable for qMRI. This study reports on the preliminary results 
from a multi-site trial of experimental measurements using multiple scanner 
models from different manufacturers for four qMRI measurands: T

1
, T

2
, T

2
* 

and apparent diffusion coefficient (ADC). 

Methods 
MRI experiments were performed on vials containing metrologically 
calibrated solutions of NiCl

2
 (T

1
, [0.0, 1.0, 2.0, 3.0, 7.0, 13.9 mM]), MnCl

2
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(T
2
, [0.00, 0.04, 0.07, 0.13, 0.20, 0.39mM]), FeCl

3
 (T

2
*, [0.0, 2.5, 5.0, 7.6, 10.1, 

12.5mM], measured using ICP-MS) and Polyvinylpyrrolidone (PVP; ADC, 
[5, 15, 25, 35, 55% m/m]). Nominal values for T

1
, T

2
 and T

2
* were measured 

using a standardised 3 T NMR spectrometer at 20 °C. The nominal values for 
ADC were determined using concentration calibrations extrapolated to our 
measured PVP concentrations [5]. 

Experiments were performed across nine 1.5 T scanners comprising five 
distinct models made by three manufacturers (Siemens, Philips, GE) across 
four sites. Data were acquired using a set of experimental parameters and 
conditions outlined in standardised operating procedures (SOPs), with 
measurements taken at 20–25 °C. Analysis of the resulting datasets was 
performed by fitting standard mono-exponential decay. Uncertainties were 
estimated for the fitting as 1.96x the standard deviation (corresponding to a 
coverage factor of k=2) of all pixels within a selected region of interest (ROI). 

Results and Discussion 
Scanner limitations meant some data acquired deviated from the prescribed 
SOPs. For example, some scanner set ups were unable to obtain echo times 
> 50 ms for T

2
 measurements. This meant that these datasets could not be 

directly compared to other datasets which followed the SOPs. We remove 
the datasets with deviations from further analysis. 

Figure 1(a) shows the T
1
 relaxation time measurements compared to 

the nominal values. The measured values show good agreement within 
uncertainty between different scanners, however there is a bias observed 
between parameter estimates from GE and Philips compared to those from 
Siemens scanners. Calculated T

1
 values from different manufacturers were 

compared using a Mann-Whitney U-test (MWU) [4]. This gives p>0.05 for 
all nominal values of T

1
, indicating no

 
significant difference between results 

obtained from different manufacturers. However, we note that our sample 
size is small, making it difficult to confirm the observed bias. Further data 
is required to determine if systematic differences between scanners exists. 
There is larger deviation from nominal at higher values of T

1
. 
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Figure 1(b) shows a similar comparison for T
2
 acquisitions. We find no 

significant difference between Siemens and GE scanners (MWU p>0.05) for 
all nominal values of T

2
. We find more variation between scanners at higher 

values of T
2
 and poor agreement with the nominal values, however this is 

likely due to the higher temperature used for the nominal values. 

Figure 2(a) shows a comparison of the T
2
* values to nominal. The measured 

values show good agreement within uncertainty between scanners, with no 
significant difference found between different manufacturers (MWU p>0.05). 
We find no trend in measured T

2
* with nominal T

2
* value. Figure 2(b) shows 

a similar comparison for ADC. We find better agreement with the nominal 
values at higher ADC, and good agreement between different scanners for 
the few scanned here. 

Although here we find no significant difference in results obtained on 
scanners of different make, there are indications that differences may exist, 
and further work with more scanners is needed. We emphasise that our 

FIGURE 1

Comparison of T
1
 and T

2
 values for different scanners to nominal values obtained by calibration solutions in a 

phantom. 
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results have been obtained using the same set up, following SOPs, with 
the same calibrated solutions in our phantom, and processed using the 
same fitting routines. Any differences between results are therefore likely 
due to subtle differences between scanners, emphasising the need for 
standardisation in qMRI measurements. 

Conclusions 
Our results measuring qMRI parameters across different sites and scanner 
manufacturers highlight the difficulties facing clinical MR physicists when 
implementing qMRI measurements. Robustly traceable references allow the 
quantification of the difference in measurement performance between MRI 
scanners. The iMet-MRI program continues to work towards establishing 
acquisition and processing protocols to inform future standards and allow 
quantitative measurements to be taken and metrologically compared across 
different sites and scanner models. 

FIGURE 2

Comparison of T
2
* and ADC values for different scanners to nominal values obtained by calibration solutions 

in a phantom. 
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We find no significant differences between results obtained from different 
manufacturers and from other parameters/sequences. We highlight 
difficulties in comparison between manufacturers due to restrictions on 
standard settings. Our results highlight the difficulties when implementing 
qMRI measurements and emphasise the need for standardisation. 
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Abstract 
There is a lack of consensus on the optimal number of echoes for accurate 
T

2 
estimation in MRI measurements. Estimation accuracy is affected by the 

presence of noise in spin echo intensities and B1 penetration effects. Our 
goal is to determine the optimal number of spin echoes and explore how flip 
angle bias away from 180° affects the accuracy of T

2 
estimation. We present a 

simulation-based approach based on the extended phase graphs framework 
to determine optimal parameters. We have found that 6 echoes are optimal 
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for accurate T
2 
estimation and deviations of flip angle greater than ±5° will 

affect estimation accuracy. We present an approach based on the extended 
phase graph framework to determine optimal parameters for accurate T

2 

estimation. Our results help reach consensus on optimal parameters and 
provide an efficient way to determine optimal parameters for bespoke pulse 
sequences. 

Introduction 
T

2 
relaxation times, or simply “ T

2
”, are determined using a Carr-Purcell-

Meiboom-Gill (CPMG) sequence[1]. This consists of a 90° excitation pulse 
followed by a series of 180° pulses with alternating polarity. A spin echo is 
the refocusing of magnetisation after each 180° pulse. The echo intensities 
form an exponential decay curve where T

2 
is given by the decay constant. 

Challenges in accurately extracting T
2 
include the presence of image 

noise[2] and B1 penetration effects[3], which lead to reduced flip angles (α)
[4]. Without noise, 2 echoes are enough to sufficiently extract T

2
 (this is 

the smallest number of points needed to fit an exponential curve). When 
noise is considered, however, 2 echoes alone will result in an unreliable T

2 

measurement and additional echoes are required.

The number of spin echoes or echo train length (ETL) required for a reliable 
T

2 
estimate is an open question. This is evidenced by the various ETLs used 

by scanner vendors and differences in common practice between sites[5,6]. 
Here we present a simulation-based approach for determining the optimal 
ETL. We also explore the effects of deviations of α away from 180°. The 
simulations are performed using the extended phase graph (EPG) approach 
[7] which includes the effects of gradients, RF pulses, relaxation, and 
dephasing as matrix operations. In this abstract we a) demonstrate the use of 
the EPG approach to model a CPMG sequence for T

2 
mapping, b) determine 

the optimal ETL for accurate T
2 
estimation in the presence of noise and c) 

demonstrate the sensitivity of T
2 
estimation to B1 penetration effects. To the 

best of our knowledge, this is the first time the EPG framework has been 
used to investigate measurement uncertainty in MRI.
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Methods 
We used the EPG approach to generate spin echoes from a from a CPMG 
sequence. Initially the RF operator with α = 90° is used to model the rotation 
of spins into the transverse plane. This is followed by the shift operator which 
models dephasing and evolution of magnetisation over time. The relaxation 
operator is then used to model longitudinal and transverse relaxation. Then 
the sequence repeats (according to the desired ETL), beginning with an RF 
operator with α = 180° to model refocusing. 

To investigate the effect of image noise, we generated echoes for 2 
scenarios: a) A noiseless CPMG sequence which we used as a gold standard 
to extract the “True” T

2 
and b) a spin echo with the addition of noise to 

represent what happens in reality. We performed this for a number of echoes, 
in each case evaluating the mean squared error (MSE) in the estimated T

2 
with 

reference to the “true T
2
”. We repeated this for varying degrees of noise. Each 

calculation was repeated 1000 times with independent realisations of noise.

B1 penetration effects manifest themselves as deviations in α away from 
180°. This is modelled straightforwardly in the EPG framework by modifying α 
in the RF operator. We generated spin echoes (noiseless) for α ranging from 
150°-180° using 20 echoes. In each case we evaluated the MSE in estimated 
T

2 
with reference to the “True T

2
”.

Results 
Figure 1A shows idealised spin echoes with noise and a noiseless T

2 
curve and 

spin echoes with the addition of noise at an SNR of 15.8. It’s clear that fitting 
a curve through these points with noise would lead to errors in estimated T

2
.

Figure 1B shows the dependence of MSE in estimated T
2 
on the ETL for SNRs 

15.8, 22.4 & 31.6. After 6 echoes there are no benefits to increasing the ETL 
regardless of the noise level.

Figure 2 shows that deviations in α within ± 10° will lead to accurate 
estimations of T2 whereas deviations greater than this will increasingly lead 
to bias in T

2 
values.
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FIGURE 1

A) Plot showing ideal spin echo intensity (red points) with True T
2
 (blue line) and spin echo with noise during 

the time course of a spin echo sequence. B) Plot showing how the accuracy in estimated T
2 
varies depending 

on the number of acquired echoes. 6 echoes is the optimal number of echoes to acquire. There are no 

benefits to increasing the number of echoes beyond 6 regardless of the noise level.

FIGURE 2

Plot showing how the accuracy in estimated T
2 
varies depending on the flip angle. Deviations in α within ± 10° 

lead to accurate estimations of T
2 
whereas deviations greater than this increasingly lead to bias in T

2 
values.

We have presented a simulation-based approach for determining the optimal 
ETL and explored how deviations of α away from 180° affect the accuracy 
of T

2 
estimation. We have found that 6 echoes are optimal and deviations in 

α greater than ± 10° will affect estimation accuracy. We note that including 
Rician noise in echoes tends to increase estimated T

2 
whereas biasing α tends 
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to decrease estimated T
2
. This suggests it’s possible to compensate for noise 

effects by changing α, but more work is needed to investigate feasibility. 

We have not varied T
2 
or the echo time in these results thus further 

investigation will consist assessing the T
2
 dependence for a constant echo-

time-to- T
2 
ratio.

We have presented an approach using the EPG framework to determine 
optimal parameters for accurate T

2 
estimation. Our results help reach 

consensus on optimal parameters and provide an efficient way to determine 
optimal parameters for bespoke sequences.
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Abstract 
Attention is a fundamental component of the human visual recognition system. 
The inclusion of attention in a convolutional neural network amplifies relevant 
visual features and suppresses the less important ones. Integrating attention 
mechanisms into convolutional neural networks enhances model performance 
and interpretability. Spatial and channel attention mechanisms have shown 
significant advantages across many downstream tasks in medical imaging. 
While existing attention modules have proven to be effective, their design often 
lacks a robust theoretical underpinning. In this study, we address this gap by 
proposing a non-linear attention architecture for cardiac MRI reconstruction 
and hypothesize that insights from ecological principles can guide the 
development of effective and efficient attention mechanisms. Specifically, 
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we investigate a non-linear ecological difference equation that describes 
single-species population growth to devise a parameter-free attention module 
surpassing current state-of-the-art parameter-free methods.

Background and Motivation 
Attention mechanisms play a pivotal role in enhancing the efficacy of 
convolutional neural networks (CNNs) by focusing on relevant visual features. 
Attention mechanisms have been successfully integrated as plug-and-
play modules into CNNs for various applications such as medical image 
classification, segmentation, explainability, and most recently Cardiac Magnetic 
Resonance (CMR) reconstruction [1], [2]. Several prominent architectures 
include the squeeze-and-excitation networks (SE) [3], linear context transform 
block (LCT) [4], and convolutional block attention module (CBAM) [5]. These 
and other state-of-the-art attention architectures have demonstrated success 
in different applications, each tailored to specific tasks and requirements. and 
other state-of-the-art attention architectures [6], [7], [8], [9] have demonstrated 
success in different applications, each tailored to specific tasks and 
requirements. While these attention architectures, along with others, exhibit 
promising results and some are even parameter-free [7], [9], their design often 
lacks a solid theoretical foundation. Thus, despite their efficacy, there remains a 
need for a more rigorous theoretical basis to underpin their design choices.

Biologically-Inspired Attention 
In this work, we draw inspiration from non-linear ecological difference 
equations used in population biology [10]. These mathematical equations 
describe the dynamical system of growth of a given population depending 
on several environmental factors. Specifically, the following Equation (1) 
[10] (Fig.1 shows implementation in the blue box) describes single-species 
population growth:

   N
t+1

=λ[1+αN
t
]-bN

t 
 (1)

   N
t+1

=λ[1+αN
t1
]-bN

t2  
(2)
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Our proposed attention block is shown in Figure 1. The logic behind using 
non-linear ecological equations to model attention draws upon the principles 
of dynamic adaptation observed in natural systems. Biological populations 
dynamically adapt to environmental changes, emphasizing relevant factors 
and suppressing less important ones, similar to the objective of attention 
mechanisms in neural networks. Moreover, ecological systems, like population 
dynamics, often show complex non-linear behavior and integrating these 
dynamics allows to capture the real-world complexity more accurately. Thus, 
we hypothesize that non-linear ecological equations provide a framework for 
capturing the complex dynamic interactions between different visual features.

Methodology and Experiments 
We experiment with the recently released CMRxRecon dataset [11] and obtain 
quantitative validation metrics such as PSNR, MSE and SSIM [12]. For the 
reconstruction task, we utilize a CMR reconstruction network from [1] and 
term the configuration without attention layers as the baseline model.

FIGURE 1

A schematic of the proposed biologically-inspired attention block. Our systematic design is based 

on modelling a non-linear ecological difference equation [10] in addition to average pooling, 

sigmoid activation function and L2-normalization layers. This follows the original Eq. (1) but with 

two separate branches N
t1
 and N

t2
 as defined in Eq. (2). Note that α=2 and b=2. Optimizing the 

hyperparameter values could yield better results, but is beyond the scope of this work.
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Our methodology follows [1], [2]. The preprocessing and training details 
mirror those in [1]. Our computing pipeline was implemented using Python 
3.11.5 and PyTorch 2.1.1. Table 1 shows quantitative results. Figure 2 shows 
selected qualitative results and normalized error maps.

TABLE 1: Comparison of quantitative results. Wilcoxon signed-rank test was conducted to compare the SSIM scores 
of our method and the competing method SimAM. The results indicated a significant difference between the two 
methods (p-value < 0.001), demonstrating that our method significantly outperforms SimAM.

Attention Computational overhead PSNR ↑ MSE ↓ SSIM ↑
Baseline 0 36.2068 0.0002878 0.9245

+ SE [3] 119,936 37.2863 0.0002355 0.9429

+ LCT [4] 6,848 36.7562 0.0002618 0.9450

+ AB [6] 3,424 34.3633 0.0004299 0.9357

+ ECA [8] 90 37.9982 0.0002262 0.9527

+ SimAM [7] 0 37.0492 0.0002583 0.9443

+ GCT [9] 0 36.5874 0.0002695 0.9408

+ Proposed 0 37.7724 0.0002231 0.9496

FIGURE 2

The reconstruction results and normalized absolute error maps for a long-axis cine image (case P1) with a ×10 

acceleration factor, across different methods.
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Conclusion 
Our approach, based on non-linear ecological difference equations drawn 
from established ecological principles, outperformed existing parameter-
free methods underscoring its effectiveness in enhancing cardiac MRI 
reconstruction.
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Abstract 
Gastric cancer is one of the most prevalent worldwide and its mortality rate 
depends on its early diagnosis, being esophagogastroduodenoscopy the gold 
standard tool for lesion detection. Its performance depends on the degree of 
cleanliness of the stomach. In this study an automatic method to assess the 
degree of cleanliness of the stomach is presented and evaluated in a challenging 
dataset showing promising results along with indicating future lines of research. 

Introduction 
Gastric cancer (GC) ranks as the fifth most prevalent cancer globally, with 
over 1 million new cases reported in 2020. Esophagogastroduodenoscopy 
(EGD) serves as the established diagnostic method for GC, with studies 
indicating that early detection significantly reduces mortality rate, as it is 
shown in Ezoe et al. (1) However, up to 10% of cancers are missed during 
the exploration, negatively impacting patient survival rates, as mentioned in 
Tsukuma et al. (2)

The assessment of cleanliness and mucosal visibility holds critical importance 
in EGD procedures, representing a key factor in cancer diagnosis accuracy. 
Two scales have been recently published: POLPREP proposed by Romańczyk 
et al. (3) and the Barcelona scale proposed by Córdova et al. (4). These scales 
evaluate cleanliness levels across the esophagus, stomach, and duodenum, 
differing in the number of levels and detail of evaluation. While POLPREP 
comprises four levels, the Barcelona scale includes three, further segmenting 
the stomach into fundus, corpus, and antrum.

The objective of this study is to validate the potential of Artificial 
Intelligence (AI) to automatically determine the quality of cleanliness during 
esophagogastroduodenoscopy. Such a method would be of importance as it 
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would allow clinicians to have an in-vivo and real-time objective information 
which can be used to determine whether the outcome of the exploration 
is valid or that new procedures should be carried out in case of a poorly 
prepared stomach.

Recent studies have denoted the potential of AI to automatically assess the 
level of cleanliness of endoluminal structures such as small bowel or the 
colon. Ribeiro et al. (5) applied a convolutional neural network for automatic 
classification of small bowel cleansing in capsule endoscopy, highlighting 
the model’s capability in diverse gastrointestinal conditions. Similarly, Manh 
et al. (6) employed a U-Net and classification model combination to assess 
cleaning levels in esophageal images, setting a precedent for machine learning 
applications in gastroenterological image evaluation. The work of Haithami et 
al. (7) deals with bowel preparation in colonoscopy and proposes the novel, 
in this context, use of a Gated Recurring Unit (GRU) as part of their processing 
pipeline aiming at providing a temporal coherence in method’s output.

Development 
The foundation of this study is the EfficientNetv2 neural network proposed 
by Tan et al. (8), chosen for its scalability and state-of-the-art performance in 
handling image data. EfficientNetV2 employs a compound scaling method, 
optimizing the model’s depth, width, and resolution simultaneously to 
enhance accuracy and efficiency. This balanced scaling approach allows 
EfficientNetV2 to achieve superior performance compared to previous 
models. Furthermore, EfficientNetV2 incorporates Fused-MBConv layers, 
combining the benefits of MobileNetV2’s inverted bottleneck blocks with 
conventional convolutional layers, resulting in improved speed and accuracy.

EfficientNetv2 is particularly beneficial in medical imaging due to its fast-
training speeds and efficient use of parameters, allowing for high accuracy 
even with limited labelled data. This makes it ideal for evaluating the cleanliness 
of esophagogastroduodenoscopy images, where precision is crucial.

In this study, EfficientNetv2 neural network was fine-tuned to process high-
definition white light endoscopy images. These images were categorized into 
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three cleanliness levels based on the Barcelona scale. Additionally, various 
hyperparameters such as the learning rate and regularization techniques 
were fine-tuned to enhance the model’s sensitivity and specificity. These 
modifications were critical in enabling the model to detect subtle differences 
in cleanliness, which is essential for accurate clinical assessment and diagnosis.

Experimental Setup 
The dataset used in this study contains 125 High-Definition white light 
endoscopy images using OLYMPUS EXERA. Images were selected by experts 
and their degree of cleanliness was determined using Barcelona scale. 
Out of all the images, 43 (34.44%) were of class 0, 36 of class 1 (28.8%) 
and 46 (36.8%) of class 2, see sample images in figure 1. The system was 
built adapting EfficientNetv2 neural network architecture; 94 images (75%) 
were used for the training stage and the rest (31, 25%) for validation. Special 
attention was put to ensure an adequate distribution of the different classes 
in the train and validation sets.

EfficientNetV2 was trained on a machine with 3 NVIDIA RTX 2080Ti GPU. 
Adam optimizer was used for dynamic learning rate adjustments, and 
dropout regularization was implemented to prevent overfitting.

Due to the small size of the dataset, 4-Fold Cross Validation was used in the 
training and validation stages. It must be noted that in each fold an image 
cannot be in both train and validation sets. Regarding metrics, usual metrics 

FIGURE 1

Examples of the content of the dataset.
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such as Precision, Recall and Accuracy were used to assess the performance 
of the AI system.

Results 
The system was able to accurately determine the quality of cleanliness in 92 
of 125 images (global accuracy of 72.38%). Regarding performance per class, 
the AI system obtained better results for class 0 (Precision: 76.93%, Recall: 
76.22% and Accuracy: 77.12%) and class 2 (Precision: 88.26%, Recall: 83.54% 
and Accuracy: 88.72%) than for class 1 (Precision: 51.72%, Recall: 56.43% and 
Accuracy: 51.31%).

Class
Precision 

(PPV)
Recall (Sensi-

tivity)
Specificity Accuracy

0 0.7693 0.7622 0.7766 0.7712

1 0.5172 0.5643 0.4698 0.5131

2 0.8826 0. 8354 0.9176 0.8872

After analysing the results, a high level of overlap between classes 0 and 1 
was observed. Considering this, an additional experiment was run to assess 
whether the AI system could separate between the aggregate of class 0 and 
class 1 against class 2. In this context, the system was able to classify correctly 
121 of 125 images (Accuracy: 96.97%). In all cases, the system took less than 
20 milliseconds to provide its output, achieving real-time performance.

Conclusions 
The results obtained in this study show the potential of AI to assist clinicians 
to assess the quality of cleanliness of esophagogastroduodenoscopy during 
in-vivo explorations, providing an accurate output in real-time. Nevertheless, 
the size and distribution of the samples in the dataset limits the performance 
that the system can achieve. This performance is also damaged by the 
great visual similarities between certain instances of classes 0 and 1 which 
is proven by the better results obtained in the two-class experiment. Future 
work should involve the acquisition and annotation of new images to 
improve the performance of AI systems.
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Contemporary image classification methods based on deep-learning 
architectures having proven highly effective, but the “thought process” 
of these algorithms remains opaque. To help understand their decisions, 
model-agnostic explanation methods, such as counterfactuals, can be 
used. In this work, we evaluate using cycleGANs to generate counterfactual 
explanations of classification tasks, and study the effects of different 
architectures and image properties on the quality of the results. We illustrate 
our findings using ophthalmic and artificial datasets, demonstrating that both 
the classification model’s architecture and the images’ textural and shape 
properties strongly impact the quality of the generated counterfactuals.

Introduction 
Despite its promise, integrating AI into clinical practise comes with risks as 
incorrect diagnoses can have devastating consequences. To gain insight into 
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an AI’s decision, and therefore trust, there is increasing interest in explainable 
AI (XAI). Techniques such as Gradient-weighted Class Activation Mapping [1], 
attempt to explain an AI’s underlying “thought process”. However, despite 
providing valuable information, these techniques tend to be model-specific 
and require access to the model’s architecture. Furthermore, while they 
show which regions are important in the prediction, there is ambiguity 
about what these features represent. This motivates the need for post-
hoc XAI methods which are agnostic to model architecture. One such 
method is counterfactual explanations which constructs an artificial image 
closely resembling the original, but with minimal alterations applied, and 
which produce a different decision by the AI [2]. One method of generating 
counterfactual images uses cycle generative adversarial networks (GANs) 
which focuses on training distinct classes [3]. In this approach, each GAN is 
responsible for translating an image from one domain to another, or, in the 
context of the classifier, from one prediction to an alternative. The visual 
disparities between the original image and its counterfactual counterpart 
serve as the explanation for understanding the classifier’s decision-making. 
Mertes et al. proposed a method to incorporate the classifier into the training 
of a cycleGAN [4], as without this, the counterfactuals generated can only be 
explanations of the GAN, and not tuned to the classifier itself. The authors 
evaluated their method using a dataset where relevant information is only 
textural. However, questions remain on how the method would generalise 
to other data such as structural information (e.g., occurrence of objects or 
changes in the structure of an object). The aim of our paper is to expand 
on existing experiments to explore how the quality of explanations is 
affected by image properties. We investigate this approach on retinal fundus 
photographs and OCT scans, using a variety of classifier architectures, 
and with varying textural and structural image properties. By studying and 
comparing the generated counterfactuals, we report unique insights into 
how the classifier’s architecture and the images’ textural and structural 
properties impact the quality of the generated counterfactuals.
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Experimental Setup 
Methodology. We follow Mertes et al. [4], testing VGG-19 and ResNet-50 
models in addition to the AlexNet model used there. Each model was trained 
on each dataset to 90% accuracy before being used to train the adapted 
cycleGAN. Compared to AlexNet, VGG uses significantly smaller but more 
numerous convolutional layers resulting in a smaller but deeper network. 
Contrastingly, ResNet uses a series of residual blocks and connections to 
form a more complex model.

Data. Several datasets with varying combinations of image properties were 
used:

·	 RSNA Pneumonia [7]: the original dataset and preprocessing used in Mertes 
et al. [4], representing textural variation between classification groups

·	 Diabetic Retinopathy (DR) [5]: a simplified binary dataset consisting of no 
DR and severe-proliferate DR classes (720 clear images each) with similar 
optical disc orientations. We use only the green channels for training (spa-
tial information).

·	 Retinal OCT [6]: two binary datasets: a) Diabetic Macular Edema (DME) 
(10,948 images) and no DME (10,675 images), and b) Drusen (8,616 images) 
and no Drusen (10,675 images). DME appears on an OCT scan as “tearing” 
in the retina (i.e., spatial and structural information), while drusen manifests 
as bumps in-between the membrane and the epithelium (i.e. structural 
information).

·	 Toy-Box: a synthetic dataset created as proof-of-concept: 1300 images 
with a black background and either a randomly placed grey box, or a grey 
box with a smaller white box inside for the two classes (i.e., spatial + textu-
ral information) (Figure 1).
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Results 
For the toy-box dataset, both VGG-19 and AlexNet successfully produced 
convincing counterfactuals for both classes with VGG creating the most 
realistic results which also preserved the square shape. ResNet was not 
used as it resulted in extreme overfitting on this simple dataset. However, 
for the DR dataset, none of the models was able to produce meaningful 
counterfactuals. 

These counterfactuals were either slightly blurred compared to the original 
and, in some cases, had introduced and/or exaggerated artifacts that were 
already present (e.g., due to lighting variations). For the Drusen dataset, the 

FIGURE 1

A Successfully generated counterfactual pair for both classes for toy box dataset.
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generated counterfactuals were identical to the original images and not 
meaningful as explanations. For DME, all three models were able to produce 
an explanation for normal class images with AlexNet producing the most 
informative explanation. However, counterfactuals generated from DME 
images did not yield relevant images (Figure 2).

Discussion 
We have examined how the properties of a dataset and a model’s 
architecture can impact the quality of its generated outputs. For datasets 
that express relevant information texturally or spatially as simple general 
transformations (i.e. the counterfactual class can be represented as two 
layers consisting of the original image as one layer, and the transformation 

FIGURE 2

A meaningful generated counterfactual for the normal class but a failed explanation for the DME class.
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that the cycleGAN applies as the second layer), the cycleGAN produces 
meaningful results. This can be seen in the toy-box, pneumonia and DME 
datasets. The differences in performance between these datasets is likely due 
to being able to construct the pneumonia and toy-box examples through 
one simple consistent transformation across all images, whereas DME can 
be described as a singular but varying transformation. The DR and Drusen 
datasets both require several complex transformations to be applied or the 
modification of the original first layer, respectively, which the cycleGAN 
fails to learn. In future work, these methods will be extended to 3D medical 
images.
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Abstract 
Motivated by the aim of improving polyp classification performance on the 
CVC-HDClassif dataset, joint classification-segmentation multi-task learning 
using a SwinV2 Transformer UNet based architecture has been explored.

Introduction 
The gold standard of polyp screening and removal procedures is widely 
considered to be colonoscopy, which allows clinicians to navigate through 
the colon and visually inspect for abnormalities in real time. However, 
colonoscopy does have limitations as not all polyps are consistently identified 
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(A.M. Leufkens et al., 2012). Therefore research has focused on developing 
computer aided systems to support clinicians in improving the detection rate 
and characterization of polyps, with deep learning systems achieving current 
state-of-the-art performance across a variety of polyp imaging tasks.

Whilst polyp segmentation models are showing signs of reaching maturity 
(K. Fitzgerald et al., 2024) (RG. Dumitru, D. Peteleaza & C. Craciun, 2023), 
polyp classification has been identified as a critical area for further research. 
One reason for this is the lack of openly available datasets which contain 
polyp classification labels. The novel CVC-HDClassif dataset (Y. Tudela et 
al., 2023) contains 788 training, 113 validation, and 225 testing images, with 
corresponding ground truth segmentation maps and polyp histology labels 
(adenomatous vs non adenomatous).

System Design and Methodology 
Previous models for medical imaging multi-task learning employ UNet 
(O. Ronneberger et al., 2015) style architectures with the addition of a 
classification head at a selected stage of the network (B. Oliveira et al., 
2023) (C. Li, J. Liu & J. Tang, 2024). Such multitask learning models lead to 
improved classification performance, which is hypothesized to occur due 
to the mixing of detailed spatial information needed for segmentation and 
global contextual information needed for classification. Motivated by the 
improved classification performance of these models and the excellent 
performance of SwinV2 systems when used as encoders in segmentation 
systems, a SwinV2 UNet system (Z. Liu et al., 2022) with a classification 
head added the to the final encoder layer was developed for joint polyp 
classification and segmentation. A description of the SwinV2 UNet style 
architecture can be found in (K. Fitzgerald et al., 2024). The classification 
head flattens the tensor from the final encoder stage and then passes this 
sequentially through two Fully Connected (FC) layers using a dropout rate 
of 50%. A final FC layer and activation function is used to generate a final 
classification prediction. The architecture of the SwinV2 UNet segmentation-
classification model is shown in Figure 1.
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The SwinV2 UNet model was implemented using PyTorch and the encoder 
was initialized using ImageNet-22K (J. Deng et al., 2009) weights available 
from the PyTorch Image Models Library (R. Wightman, 2019). Since the CVC-
HDClassif test split has not been released by the dataset authors, only the 
training and validation splits were utilized in this study. Due to the relatively 
small number of images available for training and validation, standard on-
the-fly data augmentations (e.g. color variations and geometrical transforms) 
were applied to the training set using the Albumentations library (A. Buslaev 
et al., 2018). Static data augmentations were applied to the validation set to 
stabilize accuracy scores. The AdamW algorithm (I. Loshchilov & F. Hutter, 
2019) was used for model optimization alongside a cosine learning rate 
schedular. To train the SwinV2 UNet model on the CVCHDClassif dataset, a 
combined segmentationclassification loss function (EQ1) was used.

FIGURE 1

SwinV2 UNet system with a classification head added to the final block of the encoder. The decoder block 

makes use of ‘Spatial and Channel Squeeze and Excitation’ (SCSE) modules.
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EQ1

Where g
class

 represents a classification weighting factor, L
class

 is the Binary 
Cross Entropy (BCE) classification loss (E. Bekele & W. Lawson, 2019), 
g

seg
 represents a segmentation weighting factor, and L

seg
 represents the 

segmentation loss which is a combination of the pixel based Binary Cross 
Entropy (BCE) loss and dice loss (S. Jadon, 2020). The mean training and 
validation classification losses and accuracies were recorded to examine 
model performance. Ablation studies showed that setting the classification 
weight to a very small value (g

class 
= 1E-6) for the first 15 training epochs 

allowed the model to achieve strong segmentation performance, before then 
changing the classification weight to the value of 1 (g

class 
= 1. The performance 

of the SwinV2 UNet multitask learning model was also compared to 
a standard SwinV2 classification model and the fully convolutional 
EfficienetV2M model (M. Tan & Q. Le, 2021). These models used the same 
training methodology (excluding the task of segmentation) and required 
fewer training epochs before signs of overfitting occurred.

Preliminary Results and Discussion 
The SwinV2-UNet model shows excellent segmentation performance on the 
validation set, achieving 90.88 mDice and 85.13 mIoU scores. The training and 
validation classification losses and accuracies are shown for each model in Figure 2.

For the classification task, the SwinV2-UNet model reached a maximum 
accuracy of 84.82%, which represents a substantial improvement over the 
maximum accuracy of 78.86% achieved by the SwinV2 classification model. 
The SwinV2 classification model is likely overfitting to the training data 
due to the limited dataset size and network complexity. This highlights the 
potential for multi-task learning approaches to enhance generalizability 
performance on classification tasks by leveraging spatial information supplied 
by segmentation data. The EfficientNetV2 model achieved the highest 
maximum validation accuracy of 85.42%. The EfficientNetV2 model is likely 
to offer benefits over Transformer based architectures for small dataset sizes 
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FIGURE 2

Training and validation performance of the models. The increase in classification accuracy at epoch 15 for the 

SwinV2 UNet model is due to the classification weight change.

due to the inherent inductive biases contained within fully convolutional 
architectures (A. Dosovitskiy et al., 2021). Further model refinements and 
larger multitask polyp segmentation-classification datasets will be beneficial 
to fully investigate and leverage the advantages of multi-task learning 
frameworks.
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Introduction 
Due to the low availability of annotated data for training polyp segmentation 
models, e.g. Sanderson and Matuszewski (2022), which typically take the 
form of an autoencoder with UNet-style skip connections (Ronneberger et 
al., 2015), it is common practice to pretrain the encoder, also known as the 
backbone. This has almost exclusively been done in a supervised manner 
with ImageNet-1k (Deng et al., 2009). However, we recently demonstrated 
that pretraining backbones in a self-supervised manner generally provides 
better fine-tuned performance, and that models with ViT-B (Dosovitskiy et 
al., 2020) backbones typically perform better than models with ResNet50 (He 
et al., 2016) backbones (Sanderson and Matuszewski, 2024).

In this paper, we extend this work to consider generalisability. I.e., we assess 
performance on a different dataset to that used for fine-tuning, accounting 
for variation in network architecture and pretraining pipeline (algorithm 
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and dataset). This reveals how well models generalise to a somewhat 
different distribution to the training data, which arise in deployment as a 
result of different cameras, demographics of patients, and other factors. 
Our results provide further insights into the strengths and weaknesses of 
existing architectures and pretraining pipelines that should inform the future 
development of polyp segmentation models.

Analysis 
We consider 12 polyp segmentation models pretrained and fine-tuned in 
a previous study (Sanderson and Matuszewski, 2024), specifically those 
fine-tuned on Kvasir-SEG (Jha et al., 2020). Each model is either a ResNet50 
encoder with a DeepLabV3+ (Chen et al., 2018) decoder, or a ViT-B encoder 
with a DPT (Ranftl et al., 2021) decoder. Additionally, each model was 
pretrained on either Hyperkvasir-unlabelled (Borgli et al., 2020) or ImageNet-
1k in a self-supervised manner using either MoCo v3 (Chen et al., 2021), 
Barlow Twins (Zbontar et al., 2021) (ResNet50 only), or MAE (He et al., 2022) 
(ViT-B only); or pretrained in a supervised manner (ImageNet-1k only); or not 
pretrained at all.

We evaluate performance on the full CVC-ClinicDB dataset (Bernal et al., 
2015) with mDice, mIoU, mPrecision, and mRecall. The results are reported in 
Table 1, where we also specify each model’s rank on each metric, as well as 
any change in rank relative to the model’s evaluation on the Kvasir-SEG test 
set (Sanderson and Matuszewski, 2024). The results show that self-supervised 
pretraining on ImageNet-1k generally provides the best generalisation, 
that supervised pretraining on ImageNet-1k is generally better than self-
supervised pretraining on Hyperkvasir-unlabelled, and that any considered 
pretraining is better than no pretraining. These findings are consistent with 
the evaluation on the Kvasir-SEG test set.

However, the model pretrained with MAE on ImageNet-1k, which performs 
best on the Kvasir-SEG test set, reduces its rank on every metric, notably 
dropping from rank 1 to 4 on mDice. In contrast, models with a ResNet50 
backbone generally improve their ranking, implying greater generalisability 
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than models with a ViT-B backbone, which generally experience a drop 
in ranking, and the best generalisation is achieved by the model with a 
ResNet50 backbone that was pretrained on ImageNet-1k using MoCo 
v3, notably improving from rank 4 to 1 on mDice. To better understand 
this, we compare the distribution of instance-wise Dice scores from each 
model’s evaluation on the Kvasir-SEG test set against the distribution from 
its evaluation on CVC-ClinicDB in Fig. 1. This indicates that all models 
experience a drop in overall performance that primarily arises from a higher 
variance. However, the portion of each distribution for the highest Dice 
scores shows that most models with ResNet50 backbones achieve better 
performance on some instances of CVC-ClinicDB than any in the Kvasir-SEG 
test set, while models with ViT-B backbones fail to exceed their maximum 
Dice score across the Kvasir-SEG test set when evaluated on CVC-ClinicDB. 
We verify that all models experience a drop in performance, and quantify 
the relative drop, in Fig. 2, which reveals that most models with ResNet50 

TABLE 1: Performance of models fine-tuned on the Kvasir-SEG training set and tested on CVC-ClinicDB. In addition 
to reporting the value of each metric, we also indicate the rank of each model, as well as any change in this rank 
relative to the model’s evaluation on the Kvasir-SEG test set. For conciseness, we abbreviate Hyperkvasir-unlabelled 
to HK, ImageNet-1k to IN, and Barlow Twins to BT
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FIGURE 1

Comparison of the distribution of instance-wise Dice score from each model’s evaluation on the Kvasir-SEG 

test set (blue) against the distribution from its evaluation on CVC-ClinicDB (red). For conciseness, we denote 

ResNet50s with RN, ViT-Bs with VT, Hyperkvasir-unlabelled with HK, ImageNet-1k with IN, MoCo v3 with MC, 

Barlow Twins with BT, MAE with MA, supervised pretraining with SL, and no pretraining with NA-NA.

FIGURE 2

Relative drop in mDice from each model’s evaluation on the Kvasir-SEG test set to its evaluation on 

CVC-ClinicDB. For conciseness, we denote ResNet50s with RN, ViT-Bs with VT, Hyperkvasir- unlabelled with 

HK, ImageNet-1k with IN, MoCo v3 with MC, Barlow Twins with BT, MAE with MA, supervised pretraining with 

SL, and no pretraining with NA-NA. For clarity, the results for ResNet50 models are coloured blue and the 

results for ViT-B models are coloured red.

backbones do indeed experience less of a drop, potentially as a result of 
their improvement in maximum Dice score, explaining the improvement in 
ranking.
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Conclusion 
In this paper, we showed that previous findings, regarding pretraining 
pipelines for polyp segmentation, hold true when considering generalisability. 
However, our results imply that models with ResNet50 backbones typically 
generalise better, despite being outperformed by models with ViT-B 
backbones in evaluation on the test set from the same dataset used for 
fine-tuning. We expect that this is a result of the larger complexity of the 
models with ViT-B backbones allowing for overfitting on the distribution 
underlying the training data. However, this challenges the assumption that 
the considered pretraining pipelines should help prevent this, and more 
work is required to better understand the relationships between architecture, 
pretraining pipeline, and performance on different distributions of data, as 
well as the amount of training data.
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Background and Objectives 
A capsule endoscope (CE) is a medical device that provides a combination 
of systems that are biocompatible, waterproof, and miniaturized, aiming 
to explore the gastrointestinal (GI) tract. Once ingested, this capsule-sized 
intestinal drone captures an average of 50,000 images. Gastrointestinal 
angiodysplasias or angiectasias (GIAs) is the most common lesion found 
in patients with a suspected small bowel bleeding. The “typical” aspect of 
a GIA is strongly correlated with its increased risk of bleeding, whereas 
other “atypical” or smaller vascular lesions (such as erythematous patches, 
phlebectasias, red dots) seem to be at decreased risk. Therefore, physicians 
need to accurately distinguish GIAs from other vascular lesions. Deep 
learning (DL) algorithms demonstrate excellent diagnostic performance 
for the detection of vascular lesions via small bowel (SB) CE, including 
vascular abnormalities with high (P2), intermediate (P1) or low (P0) bleeding 
potential (classification by Saurin et al. [1]), while dramatically decreasing the 
reading time. We aimed to improve the performance of a DL algorithm by 
characterizing vascular abnormalities and selecting the most relevant images 
for insertion into reports.

Materials and Methods 
A training database of 75 SB CE videos was created, containing 401 
sequences of interest that encompassed 1,525 images of various vascular 
lesions. All sequences of interest were then processed by the DL-based 
algorithm [2] (Figure 1) for automated selection of still frames with vascular 
abnormalities (images of interest), providing a detection frame and a 
degree of confidence in the proposed diagnosis. All images of interest were 
examined by an adjudication group, to be sorted according to the P0, the 
P1, and P2 classifications, to create two datasets. The first dataset, named 
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“dataset P2/P1”, included all images of interest classified as P1 or P2, and the 
other group, named “dataset P0”, included P0 images. These two datasets 
were used for training the algorithm.

With this limited in size training dataset, several machine learning image 
classification algorithms were tested, to discriminate “typical angiodysplasia” 
(P2/P1) and “other vascular lesion” (P0) and to select the most relevant image 
within sequences with repetitive images. 

The performances of the best-fitting algorithms were subsequently assessed on 
an independent database of 73 full-length SB CE video recordings (Figure 2).

Then, the best-fitting algorithm was enhanced to select the most relevant 
frame within the sequence of interest where the image originally belonged. 
The diagnostic performance of it was assessed for selecting the most 
relevant frame on the testing subset, with the experts’ opinions serving as a 
reference.

FIGURE 1

Left, capsule endoscopy view of a typical gastrointestinal angiectasia of the small bowel; Right, capsule 

endoscopy view, with Deep Learning-based detection and delineation of a typical gastrointestinal angiectasia, 

with a 94.0% of confidence in the diagnosis.
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FIGURE 2

Illustration of the methodology used in the study. In this example, three sequences of interest with vascular 

lesions are extracted from a full-length SB CE recording. A DL solution detects some images of interest (with 

vascular abnormalities) within those sequences of interest. These images of interest are sorted out by experts 

to create a “P2/P1” dataset” (containing pattern associated with intermediate or high risk of gastrointestinal 

bleeding), and a “P0” dataset (containing pattern with low risk for gastrointestinal bleeding). The datasets are 

used to train and test a ML algorithm which aims to characterise P2/P1 (high risk) only vascular lesions, and to 

select the most relevant vascular lesion within a sequence of interest.



Medical Image Understanding and Analysis

235 frontiersin.org

Results 
Following DL detection, a random forest (RF) method demonstrated a 
specificity of 91.1%, an area under the receiving operating characteristic 
curve of 0.873, and an accuracy of 84.2% for discriminating P2/P1 from 
P0 lesions while allowing an 83.2% reduction in the number of reported 
images. In the independent testing database, after RF was applied, the output 
number decreased by 91.6%, from 216 (IQR 108-432) to 12 (IQR 5-33). The 
RF algorithm achieved 98% agreement with initial, conventional (human) 
reporting.

Conclusion 
Following DL detection, the RF method allowed better characterization and 
accurate selection of images of relevant (P2/P1) SB vascular abnormalities 
for CE reporting without impairing diagnostic accuracy. As the otherwise 
detected (but not selected as “most relevant”) images are not deleted, 
the human reader can still review them when appropriate. This better 
characterization of images makes it possible to obtain a diagnosis more 
quickly without the reader necessarily having to re-examine a large quantity 
of images.

This proof-of-concept study opens the path to even faster readings of CE 
recordings and to semiautomated reporting.
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