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A B S T R A C T

Wind resource assessments are crucial for pre-construction planning of wind farms, especially offshore. This
study proposes a novel hybrid model integrating Complete Ensemble Empirical Mode Decomposition with
Adaptive Noise (CEEMDAN) and Empirical Wavelet Transform (EWT) for enhanced wind speed forecasting.
This secondary decomposition reduces forecasting complexity by processing high-frequency signals. A Bidirec-
tional Long Short-Term Memory (BiLSTM) neural network optimized with the Grey Wolf Optimizer (GWO) is
then employed for forecasting. The model’s accuracy is evaluated using simulated wind speeds along the coast
of Denmark, combined with lidar measurements through data fusion. This approach demonstrates significant
improvements in prediction accuracy, highlighting its potential for offshore wind resource assessment.
1. Introduction

With rapid economic development and an increase in standards of
living, human demand for energy has been significantly increasing.
Additionally, the use of fossil fuels such as coal, oil, and natural gas
has resulted in huge amounts of greenhouse gases in the atmosphere,
damaging the environment and raising the global temperature, leading
to global warming. Alternately, investments in renewable energy have
increased significantly and have received more attention lately. Wind
energy has the second largest potential after solar energy and has
received extensive global attention. Wind capacity in 2023 is 906 GW
with 136 GW per annum of new installations predicted according to
the Global Wind Report [1].

Wind energy generation is an important component of the smart
grid and plays a significant role in the supply and management of
electricity, but its stochastic nature has a great influence on the stability
and safety of grid-integrated wind power systems [2]. To solve the re-
sulting scheduling, management and optimization challenges, accurate
forecasting of future wind availability is of paramount importance [3].
Forecasting wind energy contributes to solving other issues in the
wind energy sector such as reducing operating costs and enhancing
competitiveness. Therefore, wind forecasting is a key technology in
integrating wind energy into existing multiscale electricity grids. There
are two overall methods of wind forecasting: wind power can be
directly predicted from historic wind power data (which is not usually
available when the forecasts are used to assess the wind resources of a
new location), or wind speed can be predicted and converted to wind
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power forecasts based on wind power curves. Here, the focus is on wind
speed predictions to provide wind resource assessments for potential
wind farm locations based on available wind speed data [4].

The past decade has seen the development of numerous approaches
to forecasting wind speed. Forecasting time horizons range from very
short-term predictions (a few seconds to 30 min ahead) to long-term
predictions (1 day to 1 week, or more ahead). Forecasting models
include physical models, statistical models, machine learning-based
models, and hybrid models. Numerical weather predictions, such as
Weather Research Forecasting (WRF), use a physical approach that
takes into consideration meteorological factors such as air pressure, hu-
midity, and temperature. Physical approaches have the most accurate
performance when forecasting wind speeds in the long-term time scale.
Statistical models, on the other hand, include Auto-Regressive Moving
Average (ARMA) and its variant models, which focus on characterizing
time series data. Statistical models have superior performance in the
very short-term time range [5].

Latterly, machine learning employing AI-based models has emerged
in wind speed forecasting [6]. Different types of neural networks such
as backpropagation [7], long-short-term [8], and convolutional [9]
neural networks have demonstrated superior capability in capturing
and dealing with non-linearity in datasets. Several studies showed
that machine learning-based models performed better than statistical
models [10]. Following the success of machine learning models in
wind speed forecasting, many studies suggested combining different
algorithms to characterize different aspects of wind speed fluctuation.
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For example, Convolutional Neural Network (CNN) is used to capture
spatial features of a wind speed dataset, followed by a Long Short
Term Memory (LSTM) neural network to generate temporal features.
Together, a combination of both neural networks produces the hy-
brid forecasting model, CNN-LSTM, which captures spatio-temporal
characteristics, making full use of space–time information in the data
set [11].

Wind resource assessment is critical for the development and op-
timization of offshore wind farms. Traditional assessment methods
often face challenges due to the non-stationary and non-linear nature
of wind speed time series. These methods typically rely on single
decomposition techniques, which are inadequate for accurately cap-
turing high-frequency signal components. Furthermore, existing models
frequently overlook the integration of high-fidelity lidar measurements,
limiting their predictive capabilities.

The performance of forecasting approaches is significantly enhanced
by pre-processing the data used, and then setting the model configu-
ration using intelligent optimization algorithms that provide optimal
parameters for the predictor model [12]. Wind data preprocessing
considers wind speed time series as a signal that can be decomposed
into subseries of different frequencies that are projected into forecasting
models and then aggregated to produce a forecast from the existing
numerical time series [13]. The de-noised signal improves the suit-
ability of the signal for training forecasting models. Wavelet-based
approaches can be used to decompose the original wind speed series
into several frequency ranges. In contrast, other approaches can only
produce all subseries at one frequency level. Wavelet-based approaches
include algorithms such as Wavelet Decomposition (WD), Empirical
Wavelet Transform (EWT), and Empirical Mode Decomposition (EMD).
In addition to employing a primary signal decomposition algorithm,
hybrid approaches were proposed to combine the merits of different
decomposition algorithms [12]. A secondary-decomposition approach
considers more than one signal decomposition algorithm and improves
wind speed forecasting. After preprocessing, intelligent optimization
algorithms are employed to provide optimal hyperparameters for the
forecasting model. Model configuration hyper-parameters include, but
are not limited to, weights, batch size, learning rate, and number of
hidden layers. Examples of optimization algorithms include the Grey
Wolf optimizer, the Multi-Objective Bat Algorithm, and Multi-Objective
Multi-Universe Optimization [14–16].

In this study, we concentrate on the development of assessment
for wind resources, which involves a detailed evaluation of the po-
tential wind resources in a specific geographic area. This assessment
mainly revolves around accurately predicting wind speeds at various
locations and heights to determine the optimal placement of wind
turbines. Our approach involves collecting meteorological data from
multiple sources, including wind speed and direction, and analysing
historical wind patterns and trends. Factors such as diurnal variations
are considered in our assessment. Wind resource assessment plays an
essential role in site selection and turbine positioning, which are vital
for optimizing energy generation.

This study addresses some of the aforementioned limitations by
proposing a hybrid model that combines secondary decomposition
techniques with data fusion. Specifically, the integration of Complete
Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEM-
DAN) and Empirical Wavelet Transform (EWT) effectively handles
high-frequency signals, reducing the complexity of wind speed forecast-
ing. The decomposed modes are predicted using a Bidirectional Long
Short-Term Memory (BiLSTM) neural network optimized by the Grey
Wolf Optimizer (GWO). This novel approach not only enhances the
accuracy of wind speed predictions but also leverages the strengths
of both numerical simulations and lidar measurements through data
fusion.

The innovative contributions of this study include: 1. The applica-

tion of a secondary decomposition model integrating CEEMDAN and
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EWT to improve the handling of high-frequency wind speed compo-
nents. 2. The use of a BiLSTM neural network optimized with GWO
to accurately predict decomposed modes. 3. The fusion of lidar mea-
surements with numerical simulations to enhance overall prediction
accuracy.

This paper demonstrates the potential of the proposed hybrid model
in improving offshore wind resource assessments, providing a more
reliable foundation for pre-construction planning and optimization.

The innovative aspect of this study lies in the integration of CEEM-
DAN and EWT for secondary decomposition, which effectively handles
high-frequency signal components that traditional single decomposi-
tion methods fail to address. This hybrid approach, coupled with the
application of a BiLSTM neural network optimized by the Grey Wolf
Optimizer (GWO), significantly enhances the accuracy of wind speed
forecasts. Moreover, the fusion of lidar measurements with numerical
simulations further refines the prediction accuracy, demonstrating a
novel method for offshore wind resource assessments.

Current wind energy resource assessment methods often struggle
with non-stationary and non-linear characteristics of wind speed sig-
nals. Traditional single decomposition techniques are inadequate for
accurately forecasting high-frequency signals. Existing models also fail
to fully leverage high-fidelity lidar measurements, limiting their predic-
tive capabilities. This study addresses these limitations by proposing a
hybrid model that combines secondary decomposition techniques with
data fusion, providing a more robust and accurate assessment of wind
resources.

1.1. Motivation and contribution of this work

The literature on hybrid models for predicting wind speed contains
more than 250 articles testing different combinations of approaches,
where the majority provide more accurate forecasts and enhanced
performance relative to previous non-hybrid work. Fig. 1 shows the
standard stages of building a wind speed forecasting process. How-
ever, the majority of studies conducted numerical experiments on a
single source of data generated by numerical simulations for its wide
availability and relatively low cost. Data generated using simulations
is considered of relatively low fidelity and despite achieving high
accuracy in predicting future trends of the numerical wind forecast,
results are rarely compared to other sources of data such as lidar
observations or mast measurements. Therefore, this work investigates
a hybrid approach that employed Complete Ensemble Empirical Mode
Decomposition With Adaptive Noise (CEEMDAN) and EWT algorithms
for data processing, Bidirectional Long Short Term Memory (BiLSTM)
neural networks for the prediction model, and Grey Wolf Optimizer
(GWO) to optimize the weights of the BiLSTM networks using WRF
simulation data. The prediction results are then compared to lidar
observations to accurately assess the performance of the model when
compared to a high-fidelity wind speed dataset. The main objective of
the work is to demonstrate the importance and added value of data fu-
sion between high-fidelity data generated using lidars and low-fidelity
data from simulations for the assessment of wind resources.

The approach of this work is to optimize the hybrid combination
of time series data prediction methods available in the literature based
solely on numerical simulation data. This is compared to the method of
data fusion, using both numerical simulation data and empirical data,
and both results at unobserved periods are compared with the empirical
data. The data processing methods are described in this section. In
this study, we emphasize that our focus is on the assessment of wind
resources, which involves the accurate prediction of wind speeds at
various locations and heights within a geographic area. This infor-
mation is crucial for the optimal positioning and placement of wind
turbines, which directly impacts potential energy generation from the
site. Although wind power generation is a separate and specialized field

dedicated to harnessing the kinetic energy of the wind and converting
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Fig. 1. Stages of building a forecasting model, which includes collection of data, pre-processing the signals, training a forecasting model with optimized parameters from optimization
algorithm.
it into electricity, our work primarily concerns the assessment of wind
resources.

The innovative aspect of this study lies in the integration of CEEM-
DAN and EWT for secondary decomposition, effectively handling high-
frequency signal components. This hybrid approach, coupled with the
application of a BiLSTM neural network optimized by the Grey Wolf
Optimizer (GWO), significantly enhances the accuracy of wind speed
forecasts. Moreover, the fusion of lidar measurements with numerical
simulations further refines the prediction accuracy, demonstrating a
novel method for offshore wind resource assessments.

This study begins with an introduction to the importance of wind
resource assessment for the wind energy industry, followed by a re-
view of the existing literature on the topic in Section 1. We then
present the two forecasting models in Section 2; first, the proposed nu-
merical simulations only secondary decomposition approach for wind
speed forecasting, which combines CEEMDAN and EWT preprocessing
approaches with the BiLSTM recurrent neural network and GWO opti-
mization algorithm; second, the data fusion approach, which combines
multi-fidelity Gaussian regression with NARX using both numerical
simulations and measured observation data. In Section 3, we present
the case description showing the generation of the data and a com-
parison of the metrics used to assess wind speed forecasting. Section 4
presents the results in detail showing a comparison of the numeri-
cal simulation model and the data fusion techniques, and discusses
potential applications of the findings for the wind energy industry.
Finally, Section 5 presents the conclusion of the study, demonstrating
the challenges, and concludes with a summary of the key findings and
suggestions for future research in this area.

2. Methodology

Wind speed time series exhibit non-stationary and non-linear char-
acteristics, necessitating advanced preprocessing for accurate forecast-
ing. This study introduces a secondary decomposition model integrat-
ing CEEMDAN and EWT, effectively handling high-frequency signal
components. The decomposed modes are forecasted using a BiLSTM
neural network optimized by the GWO algorithm, enhancing prediction
accuracy and reducing complexity.

Section 2.1 presents the demonstration of the general implemen-
tation of the proposed hybrid model that uses only numerical data
from WRF simulations. Fluctuations in the time series are reduced by
CEEMDAN prepossessing and supported by EWT to further reduce the
noise and fluctuations in the decomposed signal. The forecasting model
is trained by a recurrent neural network BiLSTM, a special type of LSTM
neural network that provides both past and future data. The parameters
of the Artificial Neural Network (ANN) forecasting model are tuned
using the Grey Wolf Optimizer. Section 2.2 presents an alternative data
fusion model of wind speed data from both numerical and empirical
data that is used to verify the hybrid model using only numerical data.

2.1. Hybrid technique for numerical data: CEEMDAN + EWT + BiLSTM
+ GWO

The hybrid model is based on hybrid CEEMDAN+EWT double signal
decomposition and the BiLSTM-GWO forecasting model. The flowchart
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of the proposed forecasting model is shown in Fig. 2. In stage one, Com-
plete Ensemble Empirical Mode Decomposition With Adaptive Noise
(CEEMDAN) is used to decompose the original wind speed time series
into a set of Intrinsic Modal Functions (IMF)s each with a different
frequency. The first IMF generated, IMF1, is the most fluctuating and
disorderly signal amongst all outputs and hence is not suitable for fore-
casting and would reduce the prediction accuracy. Therefore, another
signal decomposition iteration aimed at reducing the fluctuations and
noise in that signal is essential to reduce the forecast difficulty. Empir-
ical Wavelet Transform (EWT) can decompose high-frequency signals
such as IMF1 into more steady components. Hence, EWT is employed
to further decompose the decomposed wind speed signal before feeding
signals into the neural networks. In the following step, predictions on
the decomposed signals are generated, including the modes generated
by EWT and IMFs generated by CEEMDAN, excluding IMF1, using
Bidirectional Long Short Term Memory (BiLSTM) optimized by Grey
Wolf Optimizer (GWO). In the last stage, all the forecast results from
the modes and IMFs were aggregated to obtain the final forecast time
series.

The data fusion approach integrates lidar measurements, which
provide high-fidelity wind speed data, with numerical simulations. This
fusion leverages the strengths of both data sources, improving overall
prediction accuracy. Lidar data, known for its precision, enhances the
robustness of numerical simulations, which cover broader temporal
and spatial scales. The fusion process involves aligning the datasets
temporally and spatially, followed by applying the hybrid model to
predict wind speeds more accurately.

2.1.1. Data pre-processing
Signal processing approaches address the entire dataset indiscrimi-

nately and hence are usually used for two purposes, data decomposition
and data denoising. Combined pre-processing algorithms have shown
high efficiency for wind speed forecasting. In most cases, the data time
series is decomposed into different sub-series with various frequencies.
Then, the higher frequency sub-series is further decomposed using a
different algorithm to catch in-depth trends in the dataset. The pre-
dictability of the decomposed sub-series is found to be stronger than
that of the original series as it contains less noise, hence will generate
more accurate forecasts of each level of the original dataset [17].
Results from a study that combined Wavelet Packet Decomposition
(WPD) with Fast Ensemble Empirical Mode Decomposition (FEEMD)
has shown that forecasts from hybrid pre-process data is far more
accurate than a single signal processing approach [18]. Therefore,
further studies investigated combining different approaches and sev-
eral studies have developed secondary decomposition algorithms with
accurate results, some of the developed algorithms are summarized
in Table 1. For the current work, CEEMDAN will generate different
frequency intrinsic mode functions and the highest frequency level is
later further decomposed using EWT to reduce forecasting complexity.

While our approach aims to be comparable to existing models, it
introduces several novel elements. First, we employ a hybrid decompo-
sition algorithm that combines CEEMDAN and EWT for preprocessing
wind speed signals. This preprocessing step generates data that is less
sensitive and more suitable for the prediction model. Furthermore, we
integrate the Grey Wolf Optimizer, which dynamically updates our
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Fig. 2. Flowchart of the proposed forecasting model.
Table 1
Existing Secondary decomposition algorithms.

Article Secondary decomposition method

Mi et al. Wavelet Packet Decomposition (WPD) +EMD
Wu and Xiao EWT + Singular Spectrum Analysis (SSA)
Moreno ET al. Variational Mode Decomposition (VMD) + SSA
Peng et al. CEEMDAN + VMD
Lie et al. EEMD + WPD

prediction neural network at each iteration, enhancing the adaptability
and performance of the model. These elements distinguish our method
and contribute to the broader field of wind resource assessment.

Complete Ensemble Empirical Mode Decomposition with Adaptive
Noise (CEEMDAN):

In [19], Huang et al. developed the empirical mode decomposition
technique, an adaptive data analysis method that deals with both
non-linearity and non-stationarity in signals. EMD aims to decompose
complex signals into a finite number of Intrinsic Modal Functions (IMF)
based on the signal’s local characteristics. The IMFs comply with two
conditions: (a) the entire data set contains several extremes and zero
crossings that are either equal or differ by one unit, and (b) the mean
value of the envelope defined by the local minima and local maxima is
zero at any point of the defined overall envelope of the local sample.
The EMD process of the original signal can be defined as follows:

𝑛(𝑡) =
𝑚
∑

𝑘=1
𝑖𝑚𝑓𝑚(𝑡) + 𝑟𝑚(𝑡) (1)

where n(t) represents the non-linearity or non-stationarity in the signal,
𝑖𝑚𝑓𝑚(𝑡) is the 𝑚th IMF of the signal, and 𝑟𝑚(𝑡) is the residual.

To overcome the drawback of mode mixing in EMD, a noise-assisted
analysis of the data, EEMD, was proposed by Wu and Huang [20].
In Ensemble Empirical Mode Decomposition (EEMD), the true IMF
components are identified based on the mean of an ensemble of trials.
The signal is reconstructed with white noise incorporated, providing a
uniform reference scale, and the EMD process is applied. The process
is repeated in several trials to produce artificially noisy versions of
the source signal. The white noise is finally cancelled due to averag-
ing of the ensemble. However, as each trial adds white noise to the
decomposition result, the added white Gaussian noise signal after a
finite number of iterations results in a reconstruction error that may not
be eliminated, and the accuracy of the forecasts will be affected. It is
possible to decrease the reconstruction error by increasing the number
of iterations at a high computational cost. Contrarily, a complete EEMD
with adaptive noise, CEEMDAN, was developed by Torres et al. [21]
providing three main advantages: (a) a noise coefficient value to control
the noise level at each decomposition, (b) complete and noise-free
reconstruction of the signal, and (3) fewer trials are required compared
to other approaches. The decomposition process of CEEMDAN is as
follows:
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Step 1: Some noise-added series is generated for the EEMD method:

𝑛𝑖(𝑡) = 𝑛(𝑡) + 𝑝0𝑤
𝑖(𝑡) (2)

where n(t) denotes the original signal, 𝑤𝑖(𝑡)(𝑡 = 1,… , 𝐼) denotes
different white Gaussian noise with 𝑁(0, 1) and 𝑝0 is a noise coefficient
which controls the signal-to-noise ratio.

Step 2: Decompose each of the generated noise using EMD to get
the corresponding first modes 𝐼𝑀𝐹 𝑖

1(𝑡). Then calculate the first mode
of CEEMDAN by averaging all modes:

𝐼𝑀𝐹 𝑖
1(𝑡) =

1
𝐼

𝐼
∑

𝑖=1
𝐼𝑀𝐹 𝑖

1(𝑡) (3)

Step 3: Calculate residual 𝑟1(𝑡) = 𝑛(𝑡) − 𝐼𝑀𝐹 𝑖
1(𝑡) and decompose the

noise-added residual 𝑟1(𝑡) + 𝑝1𝐸1(𝑤𝑖(𝑡)) to obtain the second mode:

𝐼𝑀𝐹 𝑖
2(𝑡) =

1
𝐼

𝐼
∑

𝑖=1
𝐸1(𝑟1(𝑡) + 𝑝1𝐸1(𝑤𝑖(𝑡))) (4)

where 𝐸1(∙) is a function to produce the first mode of EMD.
Step 4: The process is repeated to obtain the subsequent modes until

the residual component does not have at least two extreme values.
Empirical Wavelet Transform (EWT):
EWT is a three-model decomposition algorithm used in forecast-

ing. Several studies demonstrated that it could be used to achieve
good forecasting results for non-stationary time series such as wind
speed series [22]. EWT can extract meaningful information from the
series by designing appropriate wavelet filter banks. In our work, pre-
processing of the WRF time series generated by ERA-5 can adaptively
represent the processed signal by generating the adaptive wavelet, and
then decomposing the signal into a finite number of modes as per
previous literature [22]. The algorithm is based on identifying and
extracting the different intrinsic modes of a time series by relying on
robust pre-processing for peak detection and then performing spectrum
segmentation based on detecting maxima to construct a corresponding
wavelet filter bank.

The process can be divided into five steps [22]:

1. Extending the signal.
2. Fourier transforms.
3. Extracting boundaries.
4. Building a filter bank.
5. Extracting the subband.

The original wind speed signal had considerable high-frequency
fluctuations. The three-level decomposition attained by the EWT al-
gorithm describes the wind speed series in a meaningful way. Three
uncorrelated filter modes are extracted from the wind speed series and
a residual is also obtained from the extraction.
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2.1.2. Recurrent Neural Network (RNN)
Recurrent Neural Network (RNN), is a member of the neural net-

work family, it solves the long-term dependence of time series using
a circular internal outline feedback connection which enables the use
of past information. It provides a reliable and robust solution for
processing time series data with variable periods. RNNs have a major
drawback, where the gradient tends to disappear for a long time series
and the neural network starts suffering from short-term memory [23],
see Fig. 4.

Long-short Term Memory (LSTM)
In 1998, Hochreiter et al. [24] proposed the concept of LSTMs to

overcome the drawback in RNNs. As a special variant of RNNs, LSTM
proposes a gating mechanism, which gives the traditional RNN the
ability to store or forget temporal state information. A classic LSTM
is composed of a cell, an input gate, an output gate, and a forget
gate. The cell stores information over arbitrary time intervals, while
the memory block in the network consists of the gates, which regulate
the information flow into and out of the cell, as indicated in Fig. 4.
The forget gate filters the information for retention from the past
memory cell, the input gate determines the part of the information
to be updated, and the output gate decides the information to be
exported from the memory block. LSTM uses additional long-term
information to enhance the accuracy of time series predictions, and
it is widely used to obtain deterministic or probabilistic wind speed
forecasts. For example in [25], LSTM generated deterministic forecasts
by producing prediction intervals using a beta distribution tuned for
the counterpart forecasting error, and in [26], an LSTM-based model
to generated day-ahead hourly wind speed forecasts by using a multi-
scale network that integrated information for each temporal scale. A
detailed implementation of the corresponding gates is as follows:

Input gate 𝑖𝑡 = 𝜎(𝑤𝑖 ⋅ [𝑥𝑡, ℎ𝑡−1 + 𝑏𝑖])
Output Gate 𝑜𝑡 = 𝜎(𝑤𝑜 ⋅ [𝑥𝑡, ℎ𝑡−1] + 𝑏𝑜)
Forget Gate 𝑓𝑡 = 𝜎(𝑤𝑓 ⋅ [𝑥𝑡, ℎ𝑡−1] + 𝑏𝑓 )
Cell state 𝑐𝑡 = 𝑐𝑡−1 ∗ 𝑓𝑡 + (𝑡𝑎𝑛ℎ(𝑤𝑐 ⋅ [𝑥𝑡, ℎ𝑡−1] + 𝑏𝑐 )) ∗ 𝑖𝑡−1
Hidden state ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑐𝑡−1) ∗ 𝑜𝑡
where 𝑐 represents a cell state, ℎ(𝑡 − 1) is the hidden state, 𝑊

represents the weight matrices, 𝑏 represents the biases, which are not
time-dependent, additionally, the activation function for the three gates
is the hyperbolic tangent function tanh(.), and the activation function
of the state update is the logistic sigmoid function sigma(.), which are
defined as follows:

𝜎(𝑥) = 1
(1 + 𝑒−𝑥)

(5)

𝑎𝑛ℎ(𝑥) =
(𝑒𝑥 − 𝑒−𝑥)
(𝑒𝑥 + 𝑒−𝑥)

(6)

The above equations are all computed for a one-time step, implying
that this set of equations is recomputed for every time step. Moreover,
as weight and biases are time-independent, they remain constant in
every iteration for the set of equations in each time step.

Bidirectional Long-short term memory (BiLSTM):
Bidirectional Long Short Term Memory (BiLSTM) processes sequen-

tial data in both forward and backward directions so that forecasting
is not only dependent on past information but also future data in the
time series. Two separate hidden layers, produce an aggregated output.
The structure of a BiLSTM neural network is shown in Fig. 5. However,
BiLSTM is relatively new and advanced and its competitiveness has
not been comprehensively demonstrated in the wind speed predictions
sector. In [28], the performance of an LSTM was compared to a
BiLSTM, with different epochs and unit values, and the results showed
that BiLSTM performs better due to the additional future information
passed to the network. In [29], an ensemble of BiLSTM models as base
predictors generated more accurate predictions than other ensembles
of deep neural networks. In [30], BiLSTM was used to extract features
from a time series, which were then fed into another BiLSTM to
obtain wind speed predictions. The results showed 39% improvements
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compared with traditional models. Finally, in [31] different BiLSTM
models were utilized to predict wind speed time series in different sub-
clusters produced by k-means clustering, a machine-learning approach
that groups similar data points into k-numbered clusters and makes
predictions based on information from all points in the cluster.

2.1.3. Grey Wolf Optimizer (GWO):
GWO is an optimization approach that aids in deciding weights

for the forecasting models as part of CEEMDAN. The algorithm is
based on a swarm intelligence-based computation technique, where
the leave-one-out strategy was developed to integrate the individual
models [32].

GWO is a Meta-heuristic optimization algorithm, which simulates
the hunting behaviour of grey wolves in nature. Four types of wolves,
alpha (𝛼), beta (𝛽), delta (𝛿), and omega (𝜔) are hired to imitate
leadership hierarchy. The nature followed is that omega wolves follow
the optimization process which is guided by the other three wolves.
Four main steps followed by grey wolves during hunting, namely,
encircling prey, hunting, attacking prey, and searching for prey are key
steps implemented during the process. The algorithm is categorized as
follows:

Social hierarchy:
To mathematically simulate this process, the first three wolves are

assigned to the first three best solutions as a, b, and c, respectively,
while the remaining solutions – wolves – are assigned to as w. due to
the nature of GWO, solutions a, b, and c are employed to guide the
optimization process and w will follow.

Encircling prey:
The encircling behaviour of wolves can be expressed as:

⃖⃖⃗𝐷 = |

⃖⃖⃗𝐶 ⋅ ⃖⃖⃖⃖⃗𝑋𝑝(𝑡) − ⃖⃖⃗𝑋(𝑡)| (7)

⃖⃖⃗ (𝑡 + 1) = ⃖⃖⃖⃖⃗𝑋𝑝(𝑡) − ⃖⃖⃗𝐴 ⋅ ⃖⃖⃗𝐷 (8)

here t represents the current iteration, ⃖⃖⃗𝐴 and ⃖⃖⃗𝐶 are coefficient vectors,
⃖⃖⃖⃖⃗𝑝(𝑡) is the position vector of the prey, and ⃖⃖⃗𝑋(𝑡) represents the position
ector of a grey wolf vector, They are calculated as follows:

⃖⃖⃗ = 2⃖⃗𝑒 ⋅ ⃖⃖⃗𝑟1 − ⃖⃗𝑒 (9)

⃖⃖⃗ = 2 ⃖⃖⃗𝑟2 (10)

here ⃖⃗𝑒 components are linearly decreased from 2 to 0 throughout
terations and 𝑟1 and 𝑟2 are random vectors in [0,1].

Hunting:
Grey wolves can identify the position and location of the prey and

hen encircle it. To mathematically simulate this process of hunting
he prey, the previous statement that wolves a, b, and c are the
ptimum solutions and will have a better understanding of the positions
nd locations of prey is followed. Subsequently, the fittest three solu-
ions obtained are assigned and the remaining search agents, including

wolves, update their positions accordingly. This is mathematically
epresented as follows:

⃖⃖⃖⃖⃗𝑎 = |

⃖⃖⃖⃖⃗𝐶1 ⋅ ⃖⃖⃖⃖⃗𝑋𝑎 − ⃖⃖⃗𝑋|, ⃖⃖⃖⃖⃗𝐷𝑏 = |

⃖⃖⃖⃖⃗𝐶2 ⋅ ⃖⃖⃖⃖⃗𝑋𝑏 − ⃖⃖⃗𝑋|, ⃖⃖⃖⃖⃗𝐷𝑐 = |

⃖⃖⃖⃖⃗𝐶3 ⋅ ⃖⃖⃖⃖⃗𝑋𝑐 − ⃖⃖⃗𝑋| (11)

⃖⃖⃖⃖⃗1 = ⃖⃖⃖⃖⃗𝑋𝑎 − ⃖⃖⃖⃖⃗𝐴1(⃖⃖⃖⃖⃗𝐷𝑎), ⃖⃖⃖⃖⃗𝑋2 = ⃖⃖⃖⃖⃗𝑋𝑏 − ⃖⃖⃖⃖⃗𝐴2(⃖⃖⃖⃖⃗𝐷𝑏), ⃖⃖⃖⃖⃗𝑋3 = ⃖⃖⃖⃖⃗𝑋𝑐 − ⃖⃖⃖⃖⃗𝐴3(⃖⃖⃖⃖⃗𝐷𝑐 ) (12)

⃖⃖⃗ (𝑡 + 1) =
⃖⃖⃖⃖⃗𝑋1 + ⃖⃖⃖⃖⃗𝑋2 + ⃖⃖⃖⃖⃗𝑋3

3
(13)

where ⃖⃖⃖⃖⃗𝐴1, ⃖⃖⃖⃖⃗𝐴1, ⃖⃖⃖⃖⃗𝐴1 are random vectors, and ⃖⃖⃖⃖⃗𝑋𝑎, ⃖⃖⃖⃖⃗𝑋𝑏 and ⃖⃖⃖⃖⃗𝑋𝑐 represent the
positions of and wolves, respectively.

Attacking prey:
The wolves attack when the movement of the prey stops. To ap-

proach the prey in the mathematical simulation, the value of ⃖⃗𝑒 is
reduced and the fluctuation range of ⃖⃖⃗𝐴 is also decreased with ⃖⃖⃗𝐴. That
is by decreasing 𝑒 from 2 to 0, the random value of ⃖⃖⃗𝐴 is changed in
⃖⃗
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Fig. 3. General architecture of RNN and LSTM. In RNN, the network maintains information over time in the working memory. However, LSTM networks add a long-term memory
for temporal, which allows them to solve the vanishing gradient problem in a regular RNN.
Fig. 4. Flowchart of the architecture of BiLSTM, where input is processed in both directions for better understanding and analysis of the time series.
Fig. 5. Flow chart for temporal data fusion, where low-fidelity numerical simulations (WRF) are merged with high-fidelity measurements (Lidars) using multi-fidelity Gaussian
process regression [27].
the interval [-𝑒, 𝑒] during the iterations. The next position of the search
agent could be anywhere between the current position and the position
of the prey, given the value of is in [−1, 1].

The Grey Wolf Optimizer (GWO) was chosen due to its effectiveness
in optimizing complex neural network structures like BiLSTM. GWO
mimics the leadership hierarchy and hunting mechanism of grey wolves
in nature, providing a balance between exploration and exploitation
in the optimization process. The parameter selection involved defining
the search space for key BiLSTM parameters, including the number of
layers, number of neurons per layer, and learning rate. Extensive trials
were conducted to determine the optimal parameter values, which
significantly enhanced the model’s performance. Comparative analysis
6 
with other optimization algorithms validated the superiority of GWO
in this context.

2.2. Procedure for numerical data fusion with measurements data

Temporal data fusion of low and high-fidelity data from simulations
and measurements at a given location is performed using deep multi-
fidelity-GPR. As illustrated in Fig. 3, the low-fidelity results (from
numerical simulations) are assumed to be available across a continuous
time domain 𝑇 as in Section 2.1 High-fidelity results (from the lidar
measurements) are available in a reduced time domain 𝑇 where 𝑇 is
𝑟𝑒 𝑟𝑒
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a subset of 𝑇 and can be discontinuous. Thereafter, the objective is to
combine the low and high-fidelity results to reach a data fusion on the
full-time domain 𝑇 [27].

2.2.1. Pre-processing
The pre-processing approach for this model is Empirical Wavelet

Transform (EWT), which is covered at the end of 2.1.1 high-frequency
fluctuations in it. Uncorrelated filter modes are extracted from the
wind speed series and a residual is obtained from the extraction.
The reconstructed wind speed series shows a significant decrease in
high-frequency fluctuations and is used as input to the data fusion
model.

2.2.2. Temporal data fusion
This section introduces the algorithms for temporal data fusion by

combining the low-fidelity continuous numerical time series and the
high-fidelity intermittent measured one. The prototype of the Gaussian
process regression is briefly introduced and then multi-fidelity GPR is
presented. The use of different co-variance functions such as constant,
linear, squared exponential, Matern kernel, and rational quadratic,
defines the method of prediction for the Gaussian process. The model
of merging two signals of different fidelities generated from different
sources is shown in Fig. 6.

The data fusion approach integrates lidar measurements, which
provide high-fidelity wind speed data, with numerical simulations. This
fusion leverages the strengths of both data sources, improving overall
prediction accuracy. Lidar data, known for its precision, enhances the
robustness of numerical simulations, which cover broader temporal
and spatial scales. The fusion process involves aligning the datasets
temporally and spatially, followed by applying the hybrid model to
predict wind speeds more accurately.

Gaussian Process Regression (GPR):
GPR is a non-parametric, stochastic process that follows the

Bayesian approach for regression, working well on small data sets
and having the ability to provide uncertainty measurements on pre-
dictions. Predictions are derived using a probability distribution over
all possible values of a time series using prior functions 𝑤 of training
points 𝑓 at observed points 𝑡, and targeted values 𝑓 ∗ at unobserved
oints 𝑡∗ are calculated from a predictive distribution, 𝑝(𝑓 ∗

|𝑡∗, 𝑓 , 𝑡),
y considering all possible predictions using their calculated posterior
istribution [33]:
(

𝑓 ∗
|𝑡∗, 𝑓 , 𝑡

)

= ∫ 𝑝
(

𝑓 ∗
|𝑡∗, 𝑤

)

𝑝 (𝑤|𝑓, 𝑡) 𝑑𝑤. (14)

To trace the integration process of Eq. (14), all terms of the equa-
ion are assumed Gaussian. The prior function defines the Gaussian
istribution [33]:

(𝑡) ∼ 𝐺𝑃 (𝑚, 𝑘(𝑡, 𝑡′)), (15)

here 𝑚 is the mean function, which represents the trend of the
unction, and the covariance function (kernel), 𝑘(𝑡, 𝑡′), represents the
ependence of the structure, defined by the hyperparameters [34].

Multi-fidelity Gaussian Process Regression:
This section discusses advanced temporal data fusion using data

ith multiple fidelities to enhance the accuracy of prediction. The data
ets are obtained using different techniques mathematically, the multi-
idelity technique considers the high-fidelity model as a function of two
ariables (𝑡, 𝑠) and then uses the low-fidelity data as the 𝑠 variable [33]:

ℎ(𝑡) = 𝑔(𝑡, 𝑓1(𝑡)), (16)

here in the present work 𝑓ℎ(𝑡) and 𝑓𝑙(𝑡) are the high-fidelity lidar mea-
urements and low-fidelity WRF simulations, respectively. Such non-
inear auto-regressive Gaussian processes (NARGP) have been observed
o produce highly accurate prediction when 𝑓ℎ(𝑡) is non-linearly depen-
ent on 𝑓 (𝑡), and GPR is then performed in a two-dimensional space.
𝑙 n

7 
To implement this, the co-kriging model is adopted, which uses
ultivariate functions concerning different levels of fidelities to reflect
ifferent accuracies. The additional data set is later introduced to the
aussian distribution and the terms of the first data set (𝑡, 𝑠) and the

econd data set (𝑡′, 𝑠′) are added, while the mean function is zero,
hrough [33]:

(𝑡) ∼ 𝐺𝑃 (𝑚, 𝑘((𝑡, 𝑠), (𝑡′, 𝑠′))). (17)

Merging of two or more sets that are approximately linearly depen-
ent on scaling and shifting parameters is approached by Kennedy and
’Hagan [35]. However, due to the presence of nonlinear dependencies
enerally between the datasets, the quality of results degraded and this
s a major issue for linear data fusion algorithms. To overcome and
esolve the nonlinear dependencies, a space-dependent scaling factor
(𝑥) [33] or deep multi-fidelity GP [36] is introduced. However, the im-
rovement brings further optimizations of additional hyperparameters.
ere the NARGP algorithm, which is an implicit Automatic Relevance
etermination (ARD) weighting, is employed in the extended space,
arameterized by 𝑡 and 𝑠, which produces a different scaling of the
xisting hyperparameters for each dimension in the kernel [37].

Additionally, the formulation can be extended through functions of
he low-fidelity data set. The high-fidelity data can be further consid-
red as a function of 𝑡, 𝑓𝑙(𝑡) and the derivatives of 𝑓𝑙(𝑡), since 𝑓𝑙(𝑡) has
similar trend to 𝑓ℎ(𝑡) [33]:

ℎ(𝑡) = 𝑔(𝑡, 𝑓𝑙(𝑡), 𝑓 1
𝑙 (𝑡),… , 𝑓 𝑖

𝑙 (𝑡)), (18)

here 𝑓 𝑖
𝑙 (𝑡) is the 𝑖th derivative of the low fidelity data.

. Test case description

To test the methods, a case associated with the RUNE project is
onsidered, which was a near-shore experiment conducted on the west
oast of Denmark (see Fig. 6 (b)) [38]. The surrounding area is nearly
lat coastal farmland and moving northwards from position 1 to 3,
he sand embankment separating the North Sea and the grasslands
ransforms into cliffs covered by grass. In this work, the data from
ual-Doppler scans performed nearly perpendicular to the coastline
rom about 5 km offshore to 2 km onshore are used. These scans are
erformed by synchronizing measurements from two scanning lidars,
hich are modified versions of WLS200S Leosphere units, one located
t position 1 and the other at position 3. The dual-Doppler scans were
erformed at 50 m above mean sea level (amsl) during the period 2015-
2-08 to 2016-02-17. Due to filtering of high noise/low signal strength
nd system availability, only 114 10-min samples of data are available
t all the dual-Doppler positions shown as black markers (dots) in
ig. 6 (a). Further details concerning the experimental campaign and
he instrumentation can be found in [38].

The experiments applied a one-step-ahead forecasting horizon, with
lans to extend to multi-step forecasting in future work. The current
etup ensures high accuracy for immediate predictions, critical for
perational decision-making in wind farms.

Here is a numerical experiment, which was part of several numerical
imulations performed using the WRF model v3.6 to supplement the
easurements of RUNE [38]. This particular experiment was set up
ith 4 nested domains, with the outermost covering northwestern Eu-

ope, and a 2-km horizontal resolution innermost domain covering the
est coast of Denmark. Spectral nudging to the ERA5 reanalysis is used

n the upper model levels of the outermost domain. The simulation had
vertical levels within the first 100 m, and instantaneous output was

roduced every 10 min. The experiment also used the Mellor–Yamada–
anjic planetary boundary layer scheme, a sea surface temperature
roduct from the Danish Meteorological Institute [39], and the CORINE
and cover description. Fig. 7a shows an illustration of the low-fidelity

RF simulation data set of the most onshore point and Fig. 7b shows
he high-fidelity lidar measurements for the same point. It is worth

oting that data fusion models in the literature frequently combine



B. Elshafei et al. Energy 310 (2024) 133208 
Fig. 6. (a) RUNE experimental area. Positions of the lidars are shown in red square markers and the dual-Doppler scans in black and red dot markers. The colour bar indicates
the terrain elevation in meters above mean sea level. (b) The location of the RUNE experiment site (black rectangle) in Denmark.
Fig. 7. (a) Low-fidelity data from numerical simulation (WRF) at the most onshore point.(b) High-fidelity data from the dual-Doppler lidar setup at the most onshore point.
continuous low-fidelity data sources, such as numerical WRF simula-
tions, with limited high-fidelity data sources like LiDAR. In our case,
LiDAR data accounts for 7% of the dataset, surpassing the percentages
used in many existing data fusion models. This aligns with the primary
aim of our approach, which is to reduce reliance on and acquisition of
high-fidelity data sources.

3.1. Evaluation metrics

Many evaluation metrics are researched and applied to evaluate
the effectiveness of different forecasting models. Although, no general
standard for performance metrics is followed. The most common error
metrics include mean absolute error (MAE), mean squared error (MSE),
and root mean squared error (RMSE) results from multiple studies show
that the optimum model indicated its dependence on the evaluation
metric used. After investigating the equations for each metric and
comparing the results from different studies, the abnormality is found
to be associated with RMSE and MSE. This is because as models are
improved absolute errors have reduced significantly to less than 1,
i.e. 0.9, 0.6, and 0.4 m/s. In the equations for RMSE and MSE, the error
is squared before it is aggregated to find the mean error, which means
that the error is very much decreased for iterations where performance
is high (error less than 1), and this is a property of both RMSE and
MSE; they penalize both high and low errors more than other metrics.
Hence, an iteration that generates forecasts with an error less than 1,
when squared, will produce an error that is smaller compared to using
other metrics. If the iteration generates forecasts with errors greater
than 1, when squared, the error will increase, and the final mean error
is significantly affected.
8 
Table 2
Table of different metrics and their equations to calculate the forecasting error.

Metric Definition Equation

MAE Mean absolute error for D forecasting results 1
𝐷

∑𝐷
𝑖=1 |𝑥𝑖 − 𝑦𝑖|

MSE Mean squared error for D forecasting results 1
𝐷

∑𝐷
𝑖=1(𝑥𝑖 − 𝑦𝑖)2

RMSE Root MSE for D forecasting results
√

1
𝐷

∑𝐷
𝑖=1(𝑥𝑖 − 𝑦𝑖)2

MAE, MSE, and RMSE are used to evaluate the average difference
between the predicted result and the original data since the average of
variance is required. The equations and definitions for each of the three
metrics are given in Table 2, where 𝑥 and 𝑦 represent the actual and
predicted values, respectively, and 𝐷 is the sample size.

4. Results and discussion

In this work, a hybrid forecasting model is used to predict data
from a WRF simulation dataset. IMFs from CEEMDAN are presented.
The second signal decomposition of IMF1 using EWT then reduces the
high-frequency noise. The generated signals are fed into an optimized
BiLSTM algorithm optimized using GWO and predicted signals are
aggregated and compared to the original dataset. Subsequently, the
predicted signal is compared to the lidar observations and observed
next to the results from the data fusion model, which employed data
fusion of WRF simulations and Lidar measurements to investigate and
assess the benefits of using data generated from different sources at
different fidelities.
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Fig. 8. Decomposed Intrinsic Modal Functions (IMF) sub-series from original signal using CEEMDAN.
Fig. 9. Secondary signal decomposition result of IMF 1 using EWT (Different colours represent the different modes extracted from the IMF 1 signal).
An in-depth analysis of the prediction error was conducted, focusing
on the error distribution and its impact on model predictions. The
mean absolute error (MAE) and root mean square error (RMSE) metrics
were used to quantify the prediction accuracy. The results showed that
the hybrid model significantly reduced errors compared to traditional
methods. The error analysis highlighted the model’s robustness in han-
dling various wind speed patterns, indicating its reliability for practical
applications (see Fig. 8).

4.1. Pre-processing using CEEMDAN and EWT

To build a forecasting model with high performance, it is critical
to fully analyse and consider the features of the original time series.
In this work, the CEEMDAN approach is first used to decompose the
9 
original wind speed time series to reduce the non-stationary and non-
linear characteristics. As presented in Fig. 9, the raw data in addition to
the IMFs extracted from the original wind speed data are shown from
highest to lowest frequency. Results show that each decomposition
contains its characteristics, reflecting the different oscillatory nature in
the time series provided as shown in the literature for other examples.
For this experiment, 8 total IMF components are generated, named
IMF1 to IMF8, with IMF1 representing the decomposition with the
highest frequency, additionally, IMF1 has the most detailed information
of the original time series. Contrarily, IMF 8 represents the decompo-
sition with the lowest frequency, which presents the variational trend
of the wind speed series. Forecasting results of the IMFs show good
performance, except for IMF1 due to its high-frequency oscillatory
nature. Therefore, IMF1 requires additional pre-processing due to its
poor prediction performance in addition to its importance.
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Fig. 10. Prediction result for all three location points, where the orange line represents the training points and the green represents the test points.
Fig. 11. Plots of observed data against predicted data from the proposed model for all three data locations.
Table 3
Configurations and accuracy of the Gaussian Process Regression models.

WRF Point Metric Value

Point 1 MAE (Training) 0.4
MAE (Test) 0.48
MSE (Training) 0.56
MSE (Test) 0.79
RMSE (Training) 0.75
RMSE (Test) 0.88

Point 3 MAE (Training) 0.41
MAE (Test) 0.49
MSE (Training) 0.55
MSE (Test) 0.76
RMSE (Training) 0.74
RMSE (Test) 0.87

Point 3 MAE (Training) 0.38
MAE (Test) 0.51
MSE (Training) 0.59
MSE (Test) 0.83
RMSE (Training) 0.77
RMSE (Test) 0.91

To improve the status of IMF1, EWT is employed as a secondary
signal decomposition approach to further decompose that signal. The
result is 6 decomposed modes of IMF1 (shown in Fig. 9) and all IMFs
and modes, except IMF1, are then fed into the BiLSTM model for
predictions (see Fig. 10 and Table 3).

4.2. Predictions using BiLSTM optimized using GWO

Following the pre-processing of the three furthest offshore points
from the WRF simulation using CEEMDAN and EWT, data is fed into
10 
Bidirectional Long Short Term Memory (BiLSTM) neural networks op-
timized using Grey Wolf Optimizer (GWO). The performance of the
model is optimized, by adjustment of the weights, biases, and number
of layers for each of the neural networks. The performance of the model
is explored by hiding 40% of the data, and the remaining 60% is used
in training the neural networks. Fig. 11 show the prediction results of
training and testing the three signals and a close-up on the generated
results. The performance of predictions is evaluated using 3 evaluation
metrics, MAE, MSE, and RMSE. The variations of speed values of the
evaluation metrics for the proposed model are 0.4, 0.56, and 0.75 m/s
for the training section of the data and 0.48, 0.79, and 0.88 m/s,
respectively. Fig. 11 shows the observed vs. predicted curve for three
data points.

4.3. Proposed model compared to lidar observations and the data fusion
model

The entirely numerical experiment that is performed above revealed
that building hybrid models that employ more than one pre-processing
algorithm, combined with advanced and optimized deep neural net-
works, is sufficient for forecasting signals of numerically simulated
wind speed time series. However, in wind resource assessment, the
objective is not only to predict data accurately but to predict data as
accurately as possible relative to the physically measured data that is
later observed through measurements. For the majority of experiments,
models are trained and tested on simulation data, since they are easier
and cheaper to obtain than physical data. Contrarily, simulation data
has low-fidelity to wind speed measurement using for example lidars,
but it delivers a continuous stream of data across large spaces for long
periods, with low cost compared to lidar measurements. A possible
solution to the problem of scarcity of lidar data on the one hand and the
low-fidelity of numerical simulations, on the other hand, is proposed
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Fig. 12. Panels (a) and (b) show predicted signal and close-up of the test data using the proposed model (CEEMDAN+EWT)+ (BiLSTM + GWO) compared to lidar measurements.
Panels (c) and (d) show the predicted signal and close-up of the test data using the proposed data fusion model of multi-fidelity Gaussian process regression against lidar
measurements.
in the second approach in which lidar measurements are merged with
WRF simulations in a hybrid solution for offshore wind resource assess-
ment using a data fusion approach. For this work, the significance of
data fusion with high fidelity is demonstrated. We compare results from
a model trained with only simulation data to a model trained with both
lidar measurements and simulation data of the measured locations.

Fig. 12 panels (a) and (b) show results from the (CEEMDAN + EWT)
+ (BiLSTM + GWO) model compared to lidar measurements. Results
show that despite the model performing effectively in predicting the
WRF simulation time series, performance is poor compared to the high-
fidelity lidar measurements, where the average RMSE is 1.36 m/s.
Alternately, the model trained with lidar measurements showed signif-
icant out-performance, where the RMSE is 0.63 m/s, which is a 53%
improvement in performance. In panels (c) and (d) a presentation of the
results from the model that follows the data fusion method using lidar
measurements as additional input information. Results show that the
model using data fusion outperforms the model that does not consider
lidar data but relies solely on weather forecasting numerical simulation.

5. Conclusions

Current wind energy resource assessment methods often struggle
with non-stationary and non-linear characteristics of wind speed sig-
nals. Traditional single decomposition techniques are inadequate for
accurately forecasting high-frequency signals. Existing models also fail
to fully leverage high-fidelity lidar measurements, limiting their predic-
tive capabilities. This study addressed these limitations by proposing a
hybrid model that combines secondary decomposition techniques with
data fusion, providing a more robust and accurate assessment of wind
resources.
11 
This novel hybrid approach decomposed the wind speed time series
using two pre-processing approaches to reduce high-frequency noise
and decrease non-stationarity and non-linearity in the signal. The IMFs
and modes from the simulation data preprocessed with CEEMDAN and
EWT, respectively, are fed into BiLSTM neural networks optimized
by a GWO algorithm to predict the wind speed time series. Results
from the model show high performance and accuracy in mimicking
the simulated time series (WRF) with errors ranging from 0.48 m/s to
0.91 m/s, however, the simulation data are not a good representation of
the actual wind speed observed, as they are considered of poor quality
compared to high-fidelity data (lidar), the error increases by at least
30% when compared to the observed lidar measurements. Contrarily,
the data fusion model using few lidar measurements generates predic-
tions that are 40% more accurate than the hybrid model in that sense.
In this study, we predicted wind speeds at a time scale of 10-minute
intervals in a time series format.

In the field of wind resource assessment, and specifically, when
predicting wind speed data, the task is to get better forecasts relative to
the high-fidelity data, as the main objective of the process is to estimate
the power generated from the wind turbine or farm. Minor differences
in the wind speed would have a significant impact on the estimation
of wind power since the formula for calculating the output power
depends on the cube of the wind speed. Thus, a complete dependence
on simulations may risk calculating power values that are far off real
values. Contrarily, data fusion of lidar measurements and simulations
could provide a solution that combines the merits of both techniques
for the assessment of wind resources and hence provides results that
are more accurate compared to the observed wind speeds.

The experiments applied a one-step-ahead forecasting horizon, with
plans to extend to multi-step forecasting in future work. The current
setup ensures high accuracy for immediate predictions, critical for
operational decision-making in wind farms.
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