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A B S T R A C T

The importance of changing behaviors is gradually being acknowledged in cybersecurity, and the reason is the 
realization that a notable portion of security incidents have a human-related component. Thus, enhancing be
haviors at individual level, can bring a significant reduction in security breaches overall. Behavior change refers 
to any modification of human behavior through some type of intervention. Interventions from behavioral eco
nomics and psychology are being increasingly introduced in the field, however, the ethics surrounding such 
interventions are largely neglected. In this paper, we raise the ethical issues associated with behavioral inter
vention approaches. We draw on the traditionally more mature field of biomedical ethics and propose six clusters 
of ethical principles suitable for cybersecurity behavior change. We conducted a survey (N = 141) to identify 
individuals’ perceptions on the proposed ethical principles and validate their perceived usefulness. We analyze 
an existing intervention in the light of our six-principle conceptualization to showcase how it can be used as a 
practical apparatus. Our set of ethical principles are aimed for cybersecurity professionals, policy makers, and 
behavioral intervention designers, and can serve as a starting point for best-practice development in cyberse
curity behavior change ethics.

1. Introduction

The term cybersecurity behavior change (CBC) refers to any modi
fication in the behaviors of individuals which is related to cybersecurity. 
Behavior change has been utilized in fields such as psychology and 
health sciences as a means to shift individuals towards favorable or 
preferable actions, e.g., individual-targeted campaigns to change 
smoking habits (Hastings et al., 2004). Most CBC approaches are based 
on theories deriving from the fields of cognitive psychology and 
behavioral economics, and particularly nudge theory (Thaler and Sun
stein, 2008), which posits that behavioral interventions can be designed 
into systems to influence human choice upon interaction (e.g., e-com
merce and mobile health apps; Briggs et al., 2017). After their popu
larization by Thaler and Sunstein (2008), and Kahneman (2011), 
behavioral interventions have been adopted widely by policy-makers.

Cybersecurity breaches are repeatedly reported as being linked to 
people’s behaviors (Alnifie and Kim, 2023), whereas, there are prefer
able behaviors, namely, behaviors which minimize risk and promote 
security hygiene. Thus, it is critical to prioritize the strengthening of 

‘human defenses’. We refer to security hygiene as a synonym for secure 
and/or preferable behaviors, on the criterion that they reduce the 
contextual attack surface. We note that behavioral interventions aim in 
minimizing the human attack surface, i.e., the set of all possible points of 
entry or, attack vectors, which can be exploited by attackers for gaining 
unauthorized access to information assets, or compromise systems, ap
plications, and networks.

In more detail, security hygiene, i.e., the ‘knowledge and behaviors 
which protect social, financial, and personal information risk’ (Neigel 
et al., 2020) has been empirically conceptualized into the dimensions of 
device hygiene, data storage and transmission, social media, authenti
cation, and email and messaging hygiene (Vishwanath et al., 2020). 
Thus, individual behaviors related to appropriate handling of phishing 
emails, the use of antivirus, firewalls, good password practices (e.g., in 
terms of strength and non-reuse), encryption, the acceptance of certifi
cates, online shopping and online banking habits, information sharing, 
the utilization of privacy and security settings in apps, which apps are 
trusted and why, information sharing, and many more, all include 
preferable and secure behaviors which can minimize the risk exposure of 
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individuals and their data. Such behaviors, however, need to be adopted 
and followed by users, and CBC provides the means to security pro
fessionals and policy-makers to achieve such an adoption (Mersinas and 
Bada, 2023).

CBC interventions range from simple reminders, to the provision of 
additional information, impact scenarios, examples of how to secure 
assets, or can be based on choice architecture, i.e., the design of how 
choices are presented (Münscher et al., 2016), e.g., the power of default 
options has been confirmed in several settings, indicating that the ma
jority of people do not deviate from the default due to loss aversion, 
inattention, or the associated transaction costs (Dhingra et al., 2012). 
The acceptance of behavioral interventions is increasing in cyberse
curity, since the so-called ‘human aspects’ of security are embraced in 
the field nowadays. But it is important to highlight that, since CBC in
terventions target human beings, they face the danger of becoming 
inconsiderate (e.g. by ignoring users’ discomfort, frustration or harm), 
authoritative (e.g., through mandatory and strict policies), deceptive (e. 
g., by intentionally misleading users), coercive (e.g., by utilizing sanc
tions) or manipulative (e.g., without users’ informed consent and 
awareness) in the name of achieving security.

However, the way by which such interventions can be utilized, e.g., 
in organizational settings, or more broadly for the public, have not been 
considered, to the best of our knowledge. Indicatively, at the time of 
writing, Google Scholar does not return any behavior change related 
paper via the search: ‘((cybersecurity) OR (cyber security) OR (information 
security)) AND ((behavior) OR (behaviour)) AND (ethics)’.

Behavioral interventions can be transparent or non-transparent, and, 
they can encourage reflective or automatic decisions. Non-transparent 
and/or automatic interventions can be considered manipulative 
(Caraban et al., 2019), but both categories can raise ethical concerns. In 
this paper, we build on previous work which identifies the strengths, 
weaknesses, and ethical issues of behavioral interventions in cyberse
curity (Mersinas and Bada, 2023), and we propose a conceptualization 
of ethical principles to be used by security professionals and practi
tioners when evaluating or implementing CBC interventions.

The paper has the following structure. Section 2 explains the need for 
CBC ethics. In Section 3, we briefly describe three ethical traditions. 
Section 4, then, provides six representative ethical principles which 
constitute the proposed conceptualization. In Section 5, we present the 
analysis of the survey and highlight the key findings, demonstrating the 
perceived need for ethics in CBC interventions. Section 6 provides a 
discussion along with an example of how these ethical principles can be 
applied in CBC. Section 7 indicates limitations and future work, and the 
last section concludes the paper.

2. A view into cybersecurity behavior change

Behavior change has been studied in the context of cybersecurity, 
and, in particular, in relation to online security behaviors (Briggs et al., 
2017) and approaches have been developed to assist in building relevant 
interventions in security (Coventry et al., 2014). With regards to ethics, 
more specifically, research focuses on penetration testing practices, 
DDoS attacks, ransomware, and system administration (Formosa et al., 
2021), whereas other ethical frameworks focus on research in cyberse
curity and right-based principles with legal applications (Loi and 
Christen, 2020). Specific types of behavioral interventions, namely fear 
appeals, have been examined in a security context (Renaud and Dupuis, 
2019). However, there is a lack of scholarship on the broad ethical issues 
related to behavior change interventions in cybersecurity.

The importance of CBC ethics is evidenced by security reports. The 
Ponemon Institute (2019) estimates that 24 % of breaches are caused by 
human error. Thus, promoting secure behaviors via changing existing 
individual behaviors can reduce cybersecurity risk substantially.

A traditional dominant view in cybersecurity has been that of 
humans as the weakest link (indicatively, Anon., Cisco, 2017). At the 
same time, security training effectiveness is at least debatable 

(Pruemmer et al., 2023). Additionally, the new, at the time, view that 
users are not the enemy (Adams and Sasse, 1999) is becoming prevalent 
nowadays. The diversified cybersecurity working environments and the 
fast-paced nature of the field, and shortages of knowledge and resources, 
e.g., time pressure, may lead to anxiety, frustration, and risk-taking, 
making users more susceptible to attacks (Chowdhury et al., 2020).

Cyber-attacks can occur by insiders’ negligence, lack of knowledge 
or malicious intent (Georgiadou et al., 2022). Lack of knowledge and 
understanding, specifically, can be the result of suboptimal information 
dissemination within an organization (Simon, 1991). Although, some 
models of behavior, such as the Theory of Reasoned Action (Fishbein 
and Ajzen, 1975) and the Theory of Planned Behavior (Ajzen, 1980) 
assume that humans make rational, informed, and predictable decisions, 
it has been repeatedly observed that individuals tend to make irrational, 
sub-optimal, non-utility-maximizing decisions, often in a predictable 
fashion (Ariely, 2008; Camerer, 2003, 2004; Kahneman, 2011). Such 
findings have been experimentally measured in cybersecurity too, e.g., 
security professionals are not found to minimize expected losses, are risk 
and ambiguity averse, and are susceptible to framing (Mersinas et al., 
2016; Safi et al., 2021), and risk perceptions are found to be influenced 
by affect (Van Schaik et al., 2020).

Further, the limitations of training and education are linked to a 
neglect of human decision-making processes, and a failure to consider 
the various rationality types under which humans make choices 
(Mersinas et al., 2019). An indicative type of rationality which portrays 
such limitations is bounded rationality, according to which human 
decision-makers are not fully rational since they are bounded by limited 
time, cognitive capacity, and only have partial access to information for 
any given problem (Simon, 1972).

3. Ethical traditions

Various codes of ethics exist in cybersecurity (e.g., Anon., BCS, 
Anon., ISC2, Anon., CREST), and these are, naturally, oriented towards 
the specific goals within the environments they are to be utilized in. 
Indicatively, the code of ethics for Certified Information Systems Secu
rity Professionals (Anon., ISC2, 2024) encourages professionals to ‘tell 
the truth’ and ‘make stakeholders aware of their actions on a timely 
basis’, due to the organizational setting of their application.

There are various pathways to achieve behavior change (Mersinas 
and Bada, 2023). For the endeavor of building an ethical conceptuali
zation for CBC, we draw on the three main ethical traditions (Bednar and 
Spiekermann-Hoff, 2020) as building blocks to base these potential 
pathways on; namely, utilitarian ethics, deontological ethics, and virtue 
ethics, which we present here, briefly.

• Utilitarian ethics are built around the notion of utility, a measure of 
anything valuable, from money to well-being. Individuals seek to 
maximize utility, often via cost-benefit analyses (Bentham, 1876; 
Mill, 1859). However, the focus is not on individualized benefits. 
Instead, a utilitarianist ‘always prioritizes society’ or the benefit of 
the many, and considers individuals as having secondary impor
tance. The orientation towards universal benefit also presupposes a 
harm-avoidance orientation.

• Then, deontological ethics are closely related to a sense of duty and 
the idea of following universalizable rules of conduct (Kant, 1998
ed.). Here, the individual has the ultimate freedom of choice. This 
ethical tradition advocates that individuals ought to act in a fashion 
that they would want the whole society to follow, as a universal rule. 
This notion is depicted in Kant’s Categorical Imperative, namely in 
the decision rule: ‘act only according to that maxim by which you can 
at the same time will that it should become a universal law’ (Kant, 
1998, p. 422).

• Finally, virtue ethics posit that individuals make ‘good’ decisions for 
their own sake, not for further goals (Aristotle et al., 1980). A 
characteristic is that virtue ethics are applied in specific 
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environments, in contrast to, e.g., the abstract and universal deon
tological ethics. Context-reliance is coupled with a portrayed 
importance of individual voluntary action. In virtue ethics, these two 
factors indicate the key role of individual responsibility (Van Sta
veren, 2007).

The applicability and relevance of the three ethical traditions with 
cybersecurity is not straightforward, with various components across 
the traditions being related to characteristics within different security 
contexts (Mersinas and Bada, 2023). For example, the individual, can be 
both a target and an attack vector in cyber-attacks. Then, successful 
attacks directly impact both systems and additional users. Thus, it would 
be beneficial to build a line of defense at the individual level. The po
tential impact spread to other users and systems is related to virtue 
ethics, which focus on collective social responsibility and the common 
good through individual responsibility.

4. Ethics in cybersecurity and other fields

The literature on ethics in cybersecurity is largely dichotomized into 
ethics for research involving human subjects, such as the Menlo report 
(Dittrich and Kenneally, 2012), and ethics focused on rights (Loi and 
Christen, 2020). To the best of our knowledge, there is no equivalent 
approach for behavior change in cybersecurity.

In order to identify a set of principles, we draw upon previous 
research on ethics in cybersecurity and other fields. Multiple frame
works exist for ethics in artificial intelligence (AI) and machine learning 
(ML) (Floridi et al., 2018) utilizing the principles of biomedical ethics: 
autonomy, beneficence, nonmaleficence, justice, along with seven 
others, namely, transparency, responsibility, privacy, trust, sustain
ability, dignity, and solidarity (Jobin et al., 2019). AI ethics, in partic
ular, have attracted significant interest resulting in several sets of 
proposed principles (Hagendorff, 2020). While acknowledging ethics 
deriving from other fields, there is a need to select the most suitable 
principles for CBC on the basis that, although there is the aforemen
tioned pool of potential principles, a practical approach for behavioral 
security interventions needs to capture the main and necessary 
principles.

In cybersecurity, the principles of autonomy, nonmaleficence/ 
beneficence, fairness (justice), privacy, trust, and equality have been 
identified, from a business perspective (Yaghmaei et al., 2017). The 
systematic literature review of (Morgan and Gordijn, 2020) indicates as 
the most cited principle, followed by data protection, trust, control, 
accessibility privacy, confidentiality, responsibility of business, data 
integrity, consent, transparency, availability, accountability, autonomy, 
ownership, and usability, ranked according to the number of sources 
addressing these principles. However, the aforementioned principles are 
focused on threats to businesses, thus, have a different scope than CBC.

Other researchers have explored the ethics of Internet-of-Things 
(IoT) security, by utilizing the principles of autonomy and privacy, but 
without explicitly taking a principilism approach (Atlam and Wills, 
2020). Ethics related to cybersecurity in healthcare (Weber and Kleine, 
2020) are more relevant to our goals, since new healthcare technologies 
share: a targeted audience, the need for privacy preservation, and a 
component of persuading individuals to utilize these technologies.

In 1979 (first publication), Beauchamp and Childress proposed the 
Principles of Biomedical Ethics, a set of four principles for the, at the time, 
new field of biomedical ethics and healthcare practice. We select these 
principles because they constitute foundational work in ethics and 
principlism, i.e., ethical decision-making based entirely on a set of spe
cific principles, which simplify decisions (Leikas et al., 2019). Moreover, 
these four principles, are continuously influencing fields with practical 
ethics, from nursing, to medical AI, disaster and emergency manage
ment, and forensic activities, and have become a widely accepted ethics 
basis (indicatively, Cuthbertson and Penney, 2023; Jahn, 2011). Addi
tionally, the principles are interwoven with human rights (Brännmark, 

2017), an attribute which we utilize for the principle of privacy. The 
selected principles are focused on individuals, which, in contrast to some 
of the aforementioned fields, are tailored to a unilateral communication 
of interventions from policy-makers and intervention-designers to users. 
In healthcare cybersecurity, principles have been suggested as pairs 
(Weber and Kleine, 2020); namely, the dual principles of privacy-trust, 
freedom-consent, dignity-solidarity, and fairness-equality are proposed 
as additional principles to the Beauchamp and Childress principles, 
indicating links between them.

In the next section we utilize the four ethical principles of Beau
champ and Childress (1989) because, unlike the literature focus on 
business, AI and other areas, such as warfare-oriented research, this is 
the closest framework to behavior change. We refer to these as the core 
principles of our approach, explain the need for them and how they are 
applied to CBC interventions, and accompany them with two additional 
principles. We explain the meaning and the potential usage of the 
principles, and showcase their applicability in cybersecurity via an 
application. The principles are not a tool for complex decision-making, 
but should be considered as the abstraction of a framework to provide 
fundamentally and instrumentally important considerations (Canca, 
2020). We do not intend the six principles as a fixed or uniquely defined 
set, but more as representations of clusters of principles and notions, as 
we explain in the following sections, and as a means for security pro
fessionals to design, implement, and analyze CBC interventions to in
fluence individual security behaviors.

4.1. An extended set of ethical principles for cybersecurity behavior 
change interventions

We propose the use of the following six ethical principles for CBC 
interventions: autonomy, beneficence, nonmaleficence, justice, trans
parency, and privacy. Our intention is not to promote principlism, but to 
provide a practical framework for security professionals to implement 
the principles in, e.g., organizational environments, and utilize them to 
resolve behavioral intervention dilemmas. The proposed set of princi
ples could be extended with more principles, but we propose what we 
consider the minimum number of principles. Namely, we do not 
consider responsibility, trust, sustainability, dignity, and solidarity for 
the following reasons. In particular, responsibility can be the outcome of 
the way security processes are implemented (Durojaiye et al., 2021); 
thus it is broader than CBC. Responsibility is also linked to trust, since 
responsible users are trusted, but also, users take responsibilities in 
trustworthy environments. Then, dignity is partially captured under 
nonmaleficence and beneficence, and partially under justice. We select 
the latter principle, justice, as a broader notion which captures angles of 
responsibility, trust, and dignity, and one that can engender solidarity. 
Trust, or digital trust, although relevant, is not included as a principle, 
because, in the context of CBC, it refers to more advanced interventional 
stages; namely, it involves the degree of confidence in technologies, 
interactions, the environment and the designers themselves (Shipp et al., 
2023). The same argument holds for sustainability, i.e., it goes beyond 
initial interventional steps, since it relates to further, long-term effects of 
behavioral interventions and their overall user acceptance and 
habituation.

The four core principles, along with explicability, have been used in 
cybersecurity, with explicability capturing the intelligibleness, 
comprehensibility, and transparency (Formosa et al., 2021). However, 
since the scope of our research is not cybersecurity broadly, but 
behavioral interventions, thus, we select transparency as opposed to 
explicability, because of the importance of perceived hidden intentions 
behind the interventions; a prohibiting condition for establishing digital 
trust (Shipp et al., 2023). The aforementioned principles of Formosa 
et al. (2021) have been examined by Fenech et al. (2024), but from the 
perspective of individuals without security knowledge.

The following principles are to be evaluated within their context of 
implementation. However, we advocate that the principles can be 
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utilized as an apparatus to assist security professionals and practitioners 
with identifying considerations and resolving ethical dilemmas when 
attempting to influence user behavior. Although the first four core 
principles are in name identical with those of Beauchamp and Childress 
(1989), they are repurposed and adjusted for CBC as per the following 
sections.

4.1.1. Principle 1: Autonomy
The first principle is respect for autonomy. Autonomy is the freedom 

of individuals to determine whether an action is good or bad for them 
(Varelius, 2006). The focus here is the extent to which behavior change 
affects an individual’s ability to make (conscious) choices. Under au
tonomy, individuals are able to make decisions intentionally, without 
any controlling influences. A prerequisite for intentional decisions is that 
individuals have an understanding of the matters they decide on (Jahn, 
2011). Thus, a necessary component is that users have access to the 
information needed in order to make a decision. If, e.g., a communicated 
solution encourages stronger passwords (assuming that the password 
policy requirements are met), then individuals need to know the ‘why’ 
and the ‘how’ to implement this solution. Subsequently, users can decide 
on whether to follow the advice or not.

Autonomy is related to deontological ethics. Kant states that we 
should treat others as ends and not as means under deontological ethics 
(Gillon, 1994). In other words, the goal of behavioral interventions is to 
persuade users in getting involved and ultimately aim in their long-term 
adoption of secure behaviors. Thus, autonomy requires honest 
communication from policy makers and security professionals to users, 
in an attempt to inform and persuade users to participate in the 
behavioral intervention. Autonomy under deontology has been identi
fied as a required factor for perceiving cybersecurity as a responsibility 
amongst organizational employees (Posey and Folger, 2020).

Compliance and security policies, especially if they are mandatory, 
might create a sense of autonomy abolishment amongst users. This 
feeling is reinforced by the idea that, e.g., senior management or the IT 
department know what is best for the users and they try to impose it 
against the users’ will. Autonomy protects users from manipulative in
terventions, if accompanied by informed consent and transparency. 
Under autonomy, users need to decide themselves and thus, be in a 
position to judge and decide whether to follow an intervention or not.

4.1.2. Principles 2 and 3: Beneficence and Nonmaleficence
The second and third principles are beneficence and nonmaleficence, 

respectively, and are often used together. The principles state that ben
efits should be gained and harms should be avoided for the recipient of an 
action. In the case of medical ethics there can be complications if an 
individual has to undergo a degree of ‘harm’ (e.g., a surgery) in order 
that a greater benefit is achieved (Beauchamp and Childress, 1989). In 
security, we suggest that the two principles are used together, especially 
in cases where beneficence bears the risk of causing harm to intervention 
recipients. For example, if a privacy risk is potentially introduced 
through an intervention, this should be done in a nonmaleficent, 
harm-avoiding fashion, and thus, in line with utilitarian ethics. In simple 
scenarios, beneficence equates with the protection of individual rights 
for users who undergo behavior change.

The two principles extend to cultural and background aspects. Users 
should have equal access to resources to understand the reasoning 
behind behavioral interventions (O’neil, 2016), i.e., benefits should be 
distributed appropriately. The extent to which an intervention is just in 
this sense is covered by the next principle. In organizational settings, 
access to resources is usually not the most challenging issue, but un
derstanding diversified needs of users based on cultural and background 
differences might be more challenging. For example, different cultures 
have diversified tolerance for negative feedback or open disagreement at 
the workplace (Meyer, 2014).

A characteristic of nonmaleficence is that intervention designers 
should avoid offensive interventions. Consider, environments of ‘blame 

and shame’ in which employees who fail to comply with policies or, e.g., 
fail to recognize a company-orchestrated phishing campaign. In such 
environments, it can be argued that there is direct harm to individuals, 
psychological and/or in the form of sanctions. The principles, thus, 
ensure that interventions are respectful and considerate for individuals’ 
well-being, devoid of distress and irritation.

The counter-argument, is that the overall benefit for the company (i. 
e., beneficence) outweighs individual harm. However, violating non
maleficence for the sake of beneficence, is often problematic, amongst 
other reasons, due to the immeasurability of indirect intervention 
effectiveness, i.e., the overall achieved beneficence of a solution. 
Importantly, failure of security awareness campaigns is associated with 
a failure to adjust to the targeted individuals’ culture (Bada et al., 2015), 
thus, an individual orientation is intervention-effective.

4.1.3. Principle 4: Justice
The fourth principle, justice, is conflated with the concept of fairness 

(Rawls, 2001). Justice does not mean equality, because interventions 
need to be individualized based on user characteristics (e.g., knowledge 
and skills), an attribute necessary for effective behavioral interventions. 
As an example, consider a phishing exercise and awareness campaign in 
a multi-national organization. If the exact same planning, messages and 
methods are used in countries with different cultural, societal and 
workplace norms, the campaign might be unsuccessful in some of these 
countries. The reasons might depend on the differences in locality, tra
ditions, the role of authority, risk aversion, and other variables in each 
culture. To ensure that the principle of justice is applied successfully, 
security practitioners need to consider the specific characteristics of 
each environment. Similarly, individuality should be taken into account, 
so that each user is supported according to their ‘merit’ (Jahn, 2011; 
Meyer, 2014). In a cybersecurity context, the notion of ‘merit’ can 
represent the user’s level of digital literacy and unique skillset.

Therefore, security professionals need to recognize, first, that not all 
users have the same background, needs, ability or motivation to act 
securely. In other words, behavioral interventions need to pertain in
dividuality and also be culture-sensitive, as perceptions about the indi
vidual and the collective are shown to be significantly different via, e.g., 
eastern-western world dichotomies (Nisbett, 2004). And second, a sense 
of fairness needs to be conveyed to users. In a university setting, e.g., 
users can be part of senior management, academics, students or other 
staff. In the example scenario of phishing exercises, all users should be 
potential recipients of the phishing email, independently of their posi
tion, otherwise misperceptions and mistrust can emerge (Durojaiye 
et al., 2021). Since users are equally susceptible to attacks, hierarchy 
should not dictate the exclusion of individuals from the interventions 
(Levy, 2017). In that sense, CBC interventions can serve in the building 
of trust amongst groups, units and departments.

The principle of justice is also linked to an argument against the 
perception of humans as the weakest link in security. A just culture is 
described as a ‘culture of trust, learning and accountability’ which cre
ates safe spaces for individuals (Dekker, 2018). In such a setting, in
dividuals are free to admit personal errors and the organization 
transforms individual errors into learning opportunities for everyone. In 
many cases, it is not human error per se, but bad process design which 
renders human error and security breaches inevitable (Craggs, 2019; 
Craggs and Rashid, 2017). Justice expands from the design of in
terventions to handling intervention outcomes, e.g., instead of blaming 
individuals for security breaches, the underlying reasons can be inves
tigated. Then, security professionals, such as CISOs, can revisit the 
individualized approach to train individuals into changing 
vulnerability-causing behaviors consciously, form habits, and eventu
ally shape a stronger security culture.

4.1.4. Principle 5: Transparency
As a fifth principle we propose transparency. The principle relates to 

autonomy, because respect for autonomy might automatically imply 
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that users possess a good level of knowledge of an intervention’s process. 
However, in many cases autonomy only refers to users’ freedom of 
choice, whereas with transparency the ‘recipients of behavioral in
terventions have knowledge of the intentions behind these in
terventions’ (Elia, 2009). Thus, transparency concerns intervention 
designers more than users. For example, supervisory teams can be in 
place to disseminate the reasons behind a policy-compliance 
intervention.

Transparency does not hold for a number of behavioral in
terventions, in particular the ones which attempt to manipulate user 
choice and behavior (e.g., as in subliminal advertising), instead of 
encouraging reflective choice and persuasion. The fifth principle goes 
beyond users’ understanding of intentions. It implies a responsibility for 
intervention designers and policy-makers to inform the targeted in
dividuals about the intervention’s goals. Such a requirement is not only 
ethics-related, but increases the chances of intervention success. In fact, 
one of the main reasons for resistance against behavioral interventions is 
the suspicion towards the hidden motivations behind the interventions 
and not against the interventions per se (Sunstein, 2016).

Thus, in order to achieve transparency, users need to become aware 
of the aims behind the policy and the intervention. These aims, or mo
tivations, of the designers have been identified as a building component 
of digital trust (Shipp et al., 2023), i.e., technology-related trust, which is 
the case for the interventions at hand. Transparency portraying ethical 
leadership (at administrative and personal level), e.g., of designers, is 
also shown to instill compliance to employees (Xue et al., 2021). Addi
tionally, transparency through clarity of intentions ensures the avoid
ance of deceptive and manipulative behavioral architectures, e.g., in 
organizational settings (Mersinas and Bada, 2023). And, finally, trans
parency allows users to provide feedback on security interventions. 
Many security professionals will agree that engaging in such feedback 
with users is an achievement in itself, as it can serve as a first step to
wards security awareness and behavior change.

4.1.5. Principle 6: Privacy
The final principle is the preservation of user privacy. Nowadays, 

virtually all user activities are potentially captured as behavioral data, 
even if in the form of metadata. There are concerns that companies and 
governments are able to build user profiles, identify preferences and 
trends, and promote either products or ideas, based on this metadata 
(Schneier, 2015; Zuboff, 2019). From a regulatory perspective, in the 
EU, data collection and processing fall under the General Data Protec
tion Regulation (Anon., GDPR, 2018) and there are similar regulations 
in other regions. In the spirit of the regulation, individuals should, ul
timately, have control of any personally identifiable information, be 
assured that they cannot be directly or indirectly identified from data, 
and be able to exercise their ‘right to be forgotten’, i.e., to have their data 
erased upon request. It should be noted that he aforementioned rights 
have emerged from a European standpoint on privacy, which is not 
necessarily shared globally. Under the privacy principle, we explain why 
security professionals need to be increasingly careful with handling 
behavioral data, beyond the legal requirements.

Observation of cybersecurity behaviors and identification of behav
ioral trends rely on data collection and processing. Moreover, these in
terventions need to be customized based on individual characteristics. 
Indicatively, behavioral variables, such as, self-efficacy, perceived level 
of risk, and impact, require user-specific information. It is beyond the 
purposes of this paper to propose solutions for data processing. How
ever, we present the idea that anonymized user data can be grouped 
based on the value ranges of the variables of interest. Interventions can 
be then applied to groups instead of individuals and, moreover, we 
propose that individuals could self-select the appropriate group, thus, 
selecting a solution or intervention for themselves, assuming they are 
provided with the relevant information. An example of a target group for 
a CBC intervention can be technically not-savvy individuals, who would 
place themselves in a relevant intervention group once encouraged to 

identify their savviness level.
The parameter of trust mentioned in the principle of justice is 

important here too, as users or employees should not perceive data 
collection as a potential ‘ubiquitous surveillance’ (Anon., POSTnote, 
2006) by employers or security professionals. Informed consent is a legal 
requirement,d providing users with the necessary information to render 
them able to accept an intervention or not. But, even if there is no legal 
mandate, informed consent, along with the aforementioned transparency 
of designer intentions, can assist with trust-building with users.

5. A survey on the perceptions of the ethical principles

To explore perceptions of our proposed set of principles, we designed 
a survey and improved question clarity and evaluated questions with 
input from a pilot conducted with security professionals. We utilized 
convenience sampling by circulating the survey via the LinkedIn plat
form from July 8th 2022 to February 19th 2023. This method was 
chosen because the authors have a joint available pool of >6,000 con
nections on this platform, most of whom are related to cybersecurity. 
The survey asked participants for feedback on the need for ethical 
frameworks in cybersecurity, in relation with CBC. Multiple-choice an
swers have been selected from previous surveys; indicatively, by the 
European Union Agency for Cybersecurity (ENISA), the UK Department 
of Culture, Media, and Sports in the UK, Ipsos Mori, and other respect
able survey designers. All such questions include the text-box option 
‘Other’ allowing participants to elaborate beyond the provided choices.

5.1. Respondent demographics and role

Regarding participants’ demographics, there were 141 recorded non- 
empty responses; 114 males, 24 females, and 3 who refused to indicate 
their gender. Out of 141 respondents, 112 were directly or indirectly 
related to security (80 %), and 16 (11 %) diversified themselves, due to, 
e.g., working in the defense sector. Finally, 13 (9 %) participants stated 
they are not related to security; we did not exclude any participants from 
the sample. The majority of participants (68 %) were roughly split 
amongst the 31–40 (33 %) and 41–50 (35 %) age groups, and the 
average security experience was about 14.5 years (M = 14.41, 
SD=9.37). The professional roles of participants are depicted in Fig. 1.

5.2. Key results

The vast majority of participants (82 %) stated that more ethical 
frameworks are somewhat needed (42 % participants) or needed (40 %) 
in cybersecurity behavior change. In the question ‘In which area(s) of 
cybersecurity are ethical principles currently not being considered?’ answers 
were distributed across all categories (from 12 % to 17 %, with multiple 
answers allowed), which indicates a view that overall, ethical principles 
are missing from the field. Namely, the categories are security awareness 
campaigns, privacy and personal data, communication between senior 
management and other teams, security risk management, confidentiality 
aspects, security policies and procedures, and security strategy, all used 
in previous surveys.

When asked to specify in which area(s) of cybersecurity ethics are 
mostly needed, participants indicated privacy and personal data (65 % 
of participants) as the top area, followed by security awareness cam
paigns (45 %), security policies and procedures (45 %), and confiden
tiality aspects (40 %); the area with the least need was indicated as 
security risk management (31 %).

In the question ‘What would you like to see in security behavior change 
and ethics?’, 23 % of participants responded ‘Senior management getting 
involved with behavior change and/or ethics’ and the second most 

d Although, there are special cases in GDPR (e.g. Article 6) for employer- 
employee contractual relationships.
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popular answer (22 %) was ‘End users getting involved with behavior 
change and/or ethics’ (multiple selection across eight answers was 
possible, including an open answer ‘Other’).

In accordance, ‘end-users having other priorities’ and ‘senior man
agement having other priorities’, are the two major concerns expressed 
by participants with regards to behavior change and ethics (27 % and 26 
% of responses, respectively). The concern expressed the least is that ‘the 
security field is not mature enough’ (8 %), whereas only 2 % of partic
ipants reported no concerns for behavior change and/or ethics.

Participants were provided with the following contextual informa
tion and definitions:

‘Consider reminders, prompts or examples that an organisation com
municates to users about good security practices, for example, strong 
passwords, data protection, physical security, or any other practice on se
curity hygiene.

’Behaviour change’ refers to any modification of human behavior through 
an intervention designed, e.g., by security professionals or policy makers; an 
example is communicating reminders to users regarding strong passwords.

Cybersecurity behaviour changes can increase security hygiene, and 
reduce the attack surface and human errors.

We propose a six-principle ethical framework for cyber behaviour change 
interventions:

Principle 1 - Autonomy: individuals are free to accept or reject the 
intervention
Principles 2 & 3 - Beneficence and Nonmaleficence: interventions 
benefit and do not harm individuals
Principle 4 - Justice: individuals are supported according to their cul
ture, digital literacy and skillset
Principle 5 - Transparency: recipients of behavioral interventions know 
the intentions behind these interventions
Principle 6 - Privacy: individuals have control of personally identifiable 
information and/or cannot be identified from data.’

The question that followed was ‘Which of the six principles are useful / 
needed in cybersecurity behavior change ethics in your opinion?’, for which, 
interestingly, Principle 1 (Autonomy) was considered as the least useful/ 
needed one, namely, 52 % stated it as not useful/needed, compared to 6 
%, 4 %, 2 %, and 4 % for principles 2 and 3, 4, 5, and 6, respectively. We 
also asked participants to rank the principles from the most important 
(numerical value 1) to the least important (value 5). The most important 
principle (45 %) was Principle 5 Transparency (μ=2.36, SD=1.13), 

followed by Principles 2 and 3 Beneficence and Nonmaleficence 
(μ=2.61, SD=1.32), and then Principle 6 Privacy (μ=2.7, SD=1.34). 
Principle 4 Justice followed, and the least important principle was re
ported as Principle 1 Autonomy.

This noteworthy perception on the non-importance of user autonomy 
was confirmed by the level of agreement to the statement ‘Users should be 
free to accept or reject the security practices’, where 51 % responded ‘I 
disagree’ and 29 % stated ‘I somewhat disagree’ on a 5-Likert scale. In 
contrast, the vast majority of participants agreed or somewhat agreed 
with the other 5 principles with the stronger disagreement being that of 
a 6 % on the Justice principle, i.e., as a response to the statement ‘Users 
need to be supported to follow security practices according to their culture, 
digital literacy and skill set’. It is also noteworthy that no participants 
expressed any level on disagreement against the Transparency principle 
described by the statement ‘Users should know the intentions behind se
curity practices’ (Fig. 2).

Overall, 82 % of participants stated that ethical frameworks are 
needed (40 %) or somewhat needed (42 %) in CBC.

Finally, we asked participants about their suggestions, namely, ‘Is 
there any other ethical principle or consideration that you would like to 
propose or mention?’. We did not conduct qualitative analysis on the 
responses, but some of them are worth mentioning as indicative exam
ples. One participant stated:

‘Better training at all levels, helping all end users attain the education and 
emotional maturity to use security frameworks with confidence. Unfortu
nately, a lot of cybersecurity training these days is inaccessible to the people 
who need it most because of the barriers to accessing education, the format of 
the education, and the fact that the education is rarely tailored to their needs. 
In areas with poor digital access, literacy, and resources, users are the most 
vulnerable to cyber-attacks.’

Others expressed a need for alignment of the corporate mission with 
personal goals, and the need to include aspects of biometrics and arti
ficial intelligence.

6. Utilizing and discussing the ethical principles

In this section, we employ the widely used application of password 
strength checkers, which are found to influence behavior (Zimmerman 
and Renaud, 2021), to showcase an analysis through the six clusters of 
ethical principles. We also provide a discussion on the principles’ re
lationships and interpretations of key survey results.

Fig. 1. Participants’ professional roles.
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6.1. An example of using the ethical principles

A simple yet representative example of a behavioral intervention is a 
password strength checker, or meter, which conveys visual color-coded 
or numerical information to users in real-time (Fig. 3). As users type a 
(new) password, the meter indicates the password’s strength in terms of 
entropy, a measure of (pseudo)randomness and unpredictability, and 
subsequently provides recommendations on increasing strength, e.g., 
via the inclusion of additional symbols, lower/upper case letters, 
numbers, and/or increasing the password length. The meter provides a 
score according to the estimated difficulty in brute-forcing the password 
(i.e., its strength), which is positively correlated with the level of its 
entropy. The intervention is assumed to remain informational and not 
enforced to users.

The above intervention can be analyzed across the six principles. 
First, the user is notified that a password might be weak, but is free to 
decide whether to choose it or not, thus, the intervention maintains user 
autonomy. It is not unusual to provide additional warnings when users 
take insecure actions; unless user choices are obstructed, autonomy is 
maintained. The principle of nonmaleficence is also satisfied, as the 
intervention does not cause harm. The intervention design promotes 
beneficence, because the user is advised with the best course of action for 
their security, i.e., to choose a strong(er) password. The principle of 
justice is satisfied if the application is free and accessible to all users of 
the relevant service. The principle of transparency is more complex, 
however. Transparency requires that users understand the portrayed 
intention behind the intervention, i.e., why stronger passwords are 
needed. Explainability needs to be captured through clarity of the un
derlying mechanisms, e.g., a level of understanding on the strength- 
evaluation, and the meaning of the color codes, the numerical values, 
any additional information provided. Then, the how, when, and where 
the intervention is provided needs to instill trust to users. Finally, to 
maintain privacy, the intervention should not collect user data (or 

metadata), and this message would need to be communicated to users.

6.2. Discussion

Arguably, the principles’ boundaries are not clear-cut. For example, 
respect for autonomy is linked with transparency and privacy, since in 
order to exercise autonomy users need to be informed, assured about 
their rights, and provide their consent. Universally applied non
maleficence and beneficence are prerequisites for fairness, and thus, jus
tice. Then, justice and transparency can lead to further constructs, such as 
building trust, and through the exercising of autonomy, promoting re
sponsibility. In an organizational environment, it is important that the 
reasoning behind these principles is understood by and communicated 
to users/employees, for building (digital) trust.

Additionally, a combination of the aforementioned principles, i.e., 
perceived autonomy, nonmaleficence, beneficence, justice, privacy, 
intention, explainability, and transparency, all assist in shaping trust 
from users to intervention designers. If, e.g., users or employees suspect 
covert data collection, or intent for blaming or sanctioning, they might 
be reluctant to use a proposed application.

Interventions, on the other hand, which lack transparency might be 
occasionally unsuccessful because users (at least within individualistic 
cultures) tend to distrust mechanisms which undermine their autonomy. 
More specifically, people are observed to be more responsive to in
terventions which address deliberation and autonomy (Levy, 2017). 
Additionally, if user choices are not reflective and intentional, the effects 
of an intervention might be short-term, disallowing habitual behavior 
formation. This is sub-optimal in terms of shaping a security culture or 
making security more sustainable.

The intended conceptualization behind proposing these principles is 
highlighted as a catalyst for fostering critical thinking and encouraging 
contextual analysis regarding the ramifications of violating the ethical 
principles. Thus, the principles are not to be downgraded into a 
‘checklist’ but can indicate context-dependent solutions, e.g., interven
tion designers might consider introducing credibility and reputation to 
eliminate distrust, concepts which are not included in the principles, but 
can be derived from them.

One of the key findings of the survey is that, although the five 
principles of privacy, transparency, beneficence, nonmaleficence, and 
justice are all perceived as useful or needed in cybersecurity by >93 % of 
participants, the principle of autonomy, defined as ‘the freedom of in
dividuals to determine whether an action is good or bad for them’ is 
perceived differently. In particular, 86 % of participants do not agree 
that users need to maintain the freedom to follow security practices. This 
stance might indicate a traditional view in the field, and might be related 
to the argument that autonomous and intentional decision-making re
quires users’ understanding of the context (Jahn, 2011); therefore, the 
identified view might indicate disbelief that users are knowledgeable 

Fig. 2. Agreement with the principles. ‘Please state the extent to which you agree or disagree with the following statements.’.

Fig. 3. A behavioral intervention in the form of a visual nudge, e.g., with a 
password strength meter ranging from ‘weak’ to ‘strong’, for increasing pass
word strength.

K. Mersinas et al.                                                                                                                                                                                                                               Computers & Security 148 (2025) 104025 

7 



and able to make decisions. In that case, it would be education and 
training which should be enhanced. Subsequently, this identified view 
might indicate that participants directly diminish the need for autonomy 
due to a lack of confidence in existing security awareness training ap
proaches. It is noteworthy that cultural and personal characteristics are 
largely absent from such approaches, a component which, if considered, 
might also shift the expressed view of participants. Finally, the finding 
might reflect a realization by security-related individuals that user se
curity behavior can be sub-optimal and insecure, due to cognitive lim
itations or the hurdles that users face (Furnell, 2010). But, it should be 
stated that security professionals themselves manifest similar 
sub-optimality (Mersinas et al., 2015).

CBC ethical principles might be prima facie, depending on the 
context, i.e., a principle can be binding unless two principles are con
flicting, in which case the one with the most importance is followed. We 
have already mentioned a conflict between overall beneficence and in
dividual nonmaleficence. Another case is the potential conflict between 
beneficence and privacy. First, the preservation of individual privacy 
might be considered as equivalent to nonmaleficence. Then, in real- 
world situations, decisions which violate privacy might need to be 
made, exceptionally, but for the benefit of the individual. In such a 
scenario, if the individual benefit (say, the individuals health and safety) 
dominates privacy preservation, then exceptional violation of a princi
ple might be acceptable. Notably, such a scenario can be in line with 
virtue ethics – as a contextual interpretation of the decision – and most 
certainly, with utilitarianism, if the decision maximizes utility. The 
latter point reinforces our position that the proposed ethical principles 
are used according to the judgement of security professionals, consid
ering the situational and contextual parameters of an intervention.

7. Limitations and future work

The sample size of our survey (N = 141) is a potential limitation. We 
used convenience sampling and aimed in maximizing the reliability of 
our findings by narrowing the targeted audience mainly to 
cybersecurity-related individuals.

We have not conducted a systematic literature review on the topic of 
ethical principles, since, to the best of our knowledge, there is a lack of 
frameworks for CBC. Instead, we selected the most appropriate ethical 
principles from biomedical sciences, and validated their use through 
similar, but not directly relevant, research in cybersecurity. Although 
the approach was selected to serve the research goals, it might pose 
limitations in the generalizability of the principles.

We also did not attempt a formalization of the principles and their 
interdependencies, as this was beyond the scope of our research. How
ever, we cannot ignore the precision, additional generalizability, and 
potential predictive power of such formal models.

For future research, we plan to explore more representative samples, 
including the expansion to non-security-related individuals to allow for 
comparisons. Moreover, we would like to further explore the degree to 
which ethical principles are culture-dependent, so we would like to test 
the acceptability and relative importance of the ethical principles across 
samples from, e.g., from Northern/Central Europe, Mediterranean 
countries, US, and Japan, given that security behaviors have been sta
tistically associated with cultural variables (de Bruin and Mersinas, 
2024). Empirical research, albeit with student samples and mostly from 
Oceania and Southeast Asia, provides supportive evidence for this 
approach (Sadeghi et al., 2023). We also plan to link our parallel work 
on the perceptions of digital trust with the perceived importance of 
ethical principles, since digital trust is a complex and desirable construct 
connecting and transcending ethical principles.

8. Conclusion

In this paper we presented the ethical issues surrounding cyberse
curity behavior change (CBC) and we suggest a set of representative 

ethical principles for behavioral interventions linked to three ethical 
traditions. Our approach places weight on the individual, as the vessel 
for further ‘common good’. The aim is that through an ethical founda
tion for behavioral interventions we can tackle issues related to user 
mistrust and create stronger security cultures, by maintaining user au
tonomy and privacy, ensuring the transparency of behavioral in
terventions, respecting and utilizing individual differences, avoiding 
negative impact, and promoting the benefit of users. We evaluated six 
clusters of ethical principles via a survey targeted mainly at security- 
related professionals and practitioners. We identified a consensus on 
the importance of all ethical principles, except for autonomy. Our ulti
mate goal is that the proposed conceptualization is utilized as an 
apparatus for designing and evaluating behavioral interventions in 
cybersecurity.
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