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Prediction cost 2 

Research has found that both L1 and L2 speakers make predictions about upcoming linguistic 

information, with predictive behavior being impacted by individual differences and 

methodological factors.  However, it is not clear if a cost is incurred when a prediction is made, 

but not met.  L2 speakers have less experience with their L2 and parsing can be cognitively 

demanding, which together may lead L2 speakers to incur prediction costs differently relative to 

L1 speakers.  In this study using the visual world paradigm, we test whether L1 and L2 speakers 

predict in the same way, within the same time frame, and incur the same costs if predictions are 

not met. We also explore the role of proficiency and speech rate.  We found that both groups 

predict in a similar way and within a similar timeframe.  Additionally, neither group incurred a 

prediction cost when the target was the most likely alternative, though L2 speakers take longer to 

shift their attention to the target object when predictions are not met.  We argue that this reflects 

a slowing of lexical access rather than a specific cost of prediction.  We only found prediction 

differences when speech rate was included in the analysis, highlighting the importance of 

attending to speech rate in studies using the visual world paradigm.  Overall, this study supports 

research showing that both L1 and L2 speakers may make multiple partial predictions about 

upcoming information rather than predicting one specific lexical candidate while inhibiting less 

likely lexical candidates.  
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A growing body of psycholinguistic research on language comprehension has found that 

first language (L1) speakers are not only processing words in real time, but are also actively 

making predictions about upcoming linguistic information (for reviews see Ferreira & 

Chantavarin, 2018; Huettig 2015; Huettig & Mani, 2016; Kamide 2008; Staub, 2015; Ryskin & 

Nieuwland, 2023). When it comes to second language speakers (L2), the picture has been a bit 

more opaque, but the current consensus is that L2 speakers are indeed capable of making 

predictions, particularly semantic predictions (for reviews see Hopp, 2022; Kaan & Grüter, 2021; 

Schlenter, 2022).  When prediction differences arise between L1 and L2 speakers, they most 

likely stem from individual differences (e.g., proficiency) or methodological factors (e.g., speech 

rate) (see Schlenter, 2022).  However, there is less research that explores what happens when a 

prediction is made but not met.  In other words, is there a cost for L1 and/or L2 speakers when a 

prediction is not correct?  In such a situation, a possible target has been activated, and when an 

alternative is heard, the original prediction must be inhibited and the new target comprehended.  

In this study, we investigate L1 and L2 prediction and its potential cost.  Currently, it is unclear 

whether L1 and L2 speakers activate specific or broad lexical information when making 

predictions.  If it is the former, a measurable cost is more likely (given that the specific 

prediction is not met) and if it is the latter, a measurable prediction cost is less likely (given that 

there may be several active potential continuations). We believe that L1 and L2 speakers may 

differ in the way they ultimately recover from a prediction that is not met, for example, L2 

speakers may activate broader lexical information due to their uncertainty about upcoming 

information (thus minimizing prediction costs) relative to L1 speakers who may more narrowly 

activate upcoming information (Peters et al., 2018). To investigate that, we use the method of 

eye-tracking during listening, additionally considering the role of proficiency and speech rate.  
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During comprehension, predictions can be made at different linguistic levels such as 

syntactic structure, phonological form, meaning, etc. (Huettig et al., 2022; Pickering & Gambi, 

2018) and furthermore, predictions at different levels can interact (Heilbron et al, 2022).  In 

terms of predicting meaning, the constraining context The tailor trimmed the… is more likely to 

lead listeners to predict a plausible continuation such as suit relative to a neutral context sentence 

(e.g., The guardian sells the…. ).  Research so far has yielded mixed results concerning whether 

there is a cost when hearing a constraining context but encountering an unpredictable but 

plausible word (e.g., The tailor trimmed the tree).  In order to investigate this question, research 

typically compares performance in the three conditions just introduced: (1) a constraining 

context with predictable target word (CP), (2) a constraining context with an unpredictable target 

word (CU), and (3) a neutral context with the predictable target word from the CP condition 

(NP). We illustrate these in Table 1 with examples of the sentence types tested in the current 

study and the nomenclature that will be used throughout the manuscript (Frisson et al., 2017). 

Table 1. Example sentences and nomenclature (target word underlined) 

Condition (abbreviation) Example sentence 

Constraining context – 

predictable target word (CP) 

The tailor trimmed the suit. 

Constraining context – 

unpredictable target word (CU) 

The tailor trimmed the tree. 

Neutral context – with the same 

predictable target word (NP) 

The guardian sells the suit. 

 

L1 literature 

A rapidly growing literature has investigated prediction cost in L1 speakers, with findings 

differing somewhat depending on the methodology used.  Thus, we review these studies 

according to the three common methodologies: event-related potentials (ERPs)- whereby a larger 

late frontal positivity suggests a prediction cost, eye-tracking while reading – whereby slower 
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reading times suggest a prediction cost, and eye-tracking using the visual world paradigm -

whereby delays in looks to the targets suggest a prediction cost.  In this paper, we use the 

expression prediction cost to refer to the cost of recovery when a prediction is not met (not to be 

confused with the cost of producing a prediction). 

The first set of studies investigating L1 prediction cost focuses on brain activity as 

assessed through ERPs, and yields mixed findings. The N400 component has been argued to 

reflect the ease of accessing semantic information about upcoming words (e.g., Delong et al., 

2005) and has been found to inversely relate to how predictable a word is within a context (i.e., 

the more predictable the word, the smaller the N400 amplitude; e.g., Kutals & Hillyard, 1985; 

Delong et al., 2005).  This suggests that the facilitation of a predicted word is related to the 

amount of lexical information that is predictively preactivated.  Relatedly, several studies with 

L1 speakers have shown no differences in N400 amplitudes when processing a target word in 

CU sentences relative to NP sentences (e.g., Federmeier et al., 2007; Kuperberg et al., 2020).  

This suggests that processing a target with no semantic preactivation is similar regardless of the 

contextual frame; i.e., an unexpected target word is no easier/harder to process when it is in a 

constraining context (with a particular unmet target prediction) or a neutral context (with no 

particular target prediction).  However, several studies have found a late frontal positivity when 

encountering a target word in CU sentences relative to NP sentences (e.g., Delong et al., 2012; 

Delong et al., 2014; Federmeier, et al., 2007; Kuperberg et al., 2020), which may reflect the cost 

of updating “situation model” representations (i.e., high-level meaning representations that 

describe a full situation; Kuperberg et al., 2020) and/or inhibiting incorrect predictions 

(Kuperberg et al., 2020).   
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Recently, Brothers et al. (2023) tested several sentence types and found smaller N400 

amplitudes to CU target words that were semantically related to the expected target, suggesting 

that preactivated semantically related words facilitate one another.  Furthermore, Brothers et al. 

found no evidence of late frontal positivity when integrating a CP target word relative to a target 

word that was the second most predicted target (based on pre-testing) into a constraining context, 

which supports the notion that there is no cost in processing an unexpected but semantically 

activated alternative.  However, they did find a larger late frontal positivity to CU items where 

the target word was not predicted at all (based on pre-testing) relative to NP items, suggesting 

that the late positivity may index larger situation level updates (in the face of unexpected but 

plausible words) rather than lexical inhibition.  Together, this suggests that multiple semantically 

related potential alternatives are predicted, which facilitate rather than inhibit each other, but 

large situation level updates may lead to measurable late costs (i.e., the better the predictions, the 

smaller the recovery cost). 

Research using eye-tracking while reading has not found evidence of prediction costs for 

L1 readers.  For example, Luke and Christianson (2016) had participants read text passages in 

which the cloze probability of each word was calculated.  They found clear predictability effects 

across several reading measures, but interestingly when a sentence contained a word that was not 

the most frequently predicted by the cloze test (i.e., CU sentences), it did not evoke a measurable 

cost (i.e., reading measures were similar regardless of whether the word was expected or not).  

Additionally, they found that as a sentence became more constraining, unpredictable words were 

actually facilitated.  However, as Frisson et al. (2017) point out, Luke and Christianson’s stimuli 

contained relatively few highly predictable words (5%) thus limiting the power to assess 

prediction cost. Therefore, Frisson et al. designed a reading study that carefully controlled for 
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contextual constraint and predictability.  Interestingly, they also found no evidence for prediction 

costs in CU sentences, and found a facilitation for a CU target that was semantically related to 

the predictable target (i.e., if the most expected continuation for the sentence The priest 

wondered how to get more people to come to the is church, a semantically related but less 

predicted continuation would be sermon).  Taken together, this suggests that the parser may 

activate multiple partial predictions that could easily fit the given contextual frame without 

inhibiting less likely words (e.g., both church and sermon are activated in the above example), as 

opposed to predicting one specific lexical candidate that is the most likely continuation of the 

contextual frame (e.g., only church is activated in the above example). 

Evidence that revising predictions during listening is an instantaneous process has been 

found using the Visual World Paradigm (VWP) with L1 speakers of Mandarin Chinese (Chow & 

Chen, 2020).  Mandarin Chinese uses nominal classifiers. Most of these can only be used with 

specific nouns, but a small set are general and can be used with many nouns.  Employing this 

latter group of classifiers, the authors created sentences in which the classifier preceding the 

target word was compatible with the expected target or not, thus allowing them to test whether 

the mismatch between a classifier and the expected noun leads to a prediction cost.  For example, 

participants would view a leaf, bird, candy, and flower while hearing something similar to While 

playing in the garden the boy gave the girl one very beautiful… (in Mandarin) with the expected 

target being flower and the unexpected target being leaf.  The classifiers were either specific and 

matching the target (flower), specific and matching the unexpected target (leaf), or general (thus 

allowing it to match with either flower or leaf).  They found that participants would look to the 

expected target (flower) prior to hearing a classifier (thus predicting the upcoming word), but 

upon hearing the specific classifier matching the unexpected target (leaf) would, within a few 
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hundred ms, fixate towards the leaf.  This type of design may be somewhat different to the 

previously described research because the unexpected classifier does not necessarily negate a 

prediction, but may signal that a prediction is likely to be incorrect and revision is necessary.  

Given that the prediction mismatch was immediately detected and attention was shifted to the 

ultimately correct object, the authors argue that this indicates instantaneous revision (and may 

indicate a lack of prediction cost).  However, this may have been driven by the paradigm itself 

(given the limited number of possible referents); we will return to this point in the discussion.  It 

should be noted that the statistics used in this study did not take into account potential non-linear 

patterns (often present in time-based data) and the authors were not able to pinpoint exact times 

at which looks to the objects diverged.  In the current study we employ the VWP but use general 

additive mixed effects models (GAMMs) to deal with non-linearity, and divergence point 

analysis (DPA; Stone et al., 2020) to find an estimate of effect onset. 

In sum, while L1 research on prediction cost using ERP is somewhat mixed, recent 

studies show that multiple interpretations are preactivated that facilitate one another, particularly 

when the unexpected target is semantically related to the expected target.  But there may be a late 

cost for larger situation level updates when encountering an unexpected but plausible target 

word.  Additionally, data from eye-tracking suggests that there are no prediction costs in 

language processing for L1 speakers either during listening or reading.  L1 speakers quickly 

make many broad and partial predictions about upcoming lexical information, and if an 

unexpected word is encountered there does not seem to be a cost to revise and integrate the 

unexpected word into the sentence.   
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L2 literature 

For L2 speakers, the general consensus for prediction is that L2 speakers are able to generate 

predictions similar to L1 speakers (Hopp, 2022; Kaan & Grüter, 2021; Schlenter, 2022), with any 

differences stemming from individual differences (e.g., proficiency, strength of stored frequency 

information, quality of lexical representation, processing strategies) and/or methodological 

factors (e.g., speech rate, time constraints).  During bilingual processing, parsing a less-used 

second language places additional demands on cognitive processing during language 

comprehension (e.g., Corps et al., 2023; Ito & Pickering, 2021; Segalowitz & Hulstijn, 2009), 

and additionally L2 speakers have less experience with their L2, which together may lead L2 

speakers to incur prediction costs differently (or to a different extent) relative to L1 speakers.   

Like the L1 research, prediction cost findings for L2 speakers have also differed 

depending on the method used. The findings of research using ERPs have been somewhat mixed.  

Martin et al. (2013) found that while L2 speakers showed an effect of prediction cost when an 

unexpected target word was encountered, contrary to L1 speakers, they did not show evidence of 

this cost when they encountered the preceding article that did not agree with the expected target1.  

However, more recently, Foucart and colleagues (e.g., Foucart, et al., 2014; Foucart, et al., 2015; 

2016) found that L2 speakers showed a potential cost in the form of an increased negativity when 

they encountered an article (preceding the target) that either agreed with a constraining target 

word or not.  Similar to the Chow & Chen study, it is currently unclear whether this type of 

mismatch, involving an article prediction, evokes the same cost as evoked by CU sentences, 

where the encountered word directly negates a prediction.  However, Zirnstein et al. (2018) 

tested prediction costs in CU sentences with L1 and L2 speakers of English using ERP while also 

 
1 Note that reproducibility of this finding has been questioned (see Nieuwland et al., 2018). 
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testing several individual differences.  They found evidence that L1 speakers of English and L2 

speakers of English (L1 Mandarin) employ similar prediction mechanisms.  However, these 

effects were modulated by individual differences, particularly inhibitory control and L2 fluency 

(which may explain the discrepant findings in the previous literature).   

The only L2 study we are aware of using self-paced reading also suggests a prediction 

cost for L2 speakers. Feng and Jiang (2023) used self-paced reading to investigate prediction 

error costs in Chinese with L1 Chinese and L2 Chinese speakers (L1 English).  They found that 

both groups showed a prediction cost in terms of increased reading time of CU target words 

relative to the same target word in a neutral context, though the L2 group was overall slower.  

Therefore, they argued that both L1 and L2 speakers incur a cost when encountering an 

unexpected word in a constraining context, and the prediction mechanisms are the same across 

both groups.   

Finally, L2 research with the VWP also suggests a prediction recovery cost for lower 

skilled participants (i.e., participants who identified as an L2 speaker or participants who scored 

low on a vocabulary test) relative to higher skilled participants (i.e., participants who identified 

as an L1 speaker or participants who scored high on a vocabulary test). In two interesting VWP 

experiments, Peters et al. (2018) investigated global and local predictions and prediction costs in 

lower and higher skilled speakers of English.  In their first study participants heard a predictable 

sentence like The pirate chases the ship while viewing 4 images: the target (ship), an agent-

related object (treasure), a verb-related object (cat) and an unrelated distractor (bone).  They 

found that both groups made similar global predictions, that is, looks to the target ship before it 

was explicitly mentioned.  They also found that both groups made local predictions, that is looks 

to the cat following chases despite the fact that cat is not likely to be the target given the agent of 
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the sentence (pirate).  Additionally, they found that the lower skilled participants made more 

local predictions relative to the higher skilled participants.  They argued that lower skilled 

participants may adaptatively activate broader lexical information given their uncertainty about 

upcoming information.  If this is indeed the case, they hypothesized that lower skilled speakers 

may actually have reduced prediction costs relative to higher skilled speakers.  To test this, they 

designed similar items (using the same images) in which the target word was either locally verb-

related (e.g., The pirate chases the cat) or unrelated (e.g., The pirate chases the bone).  As 

expected, they found that both groups looked to the target (the last word in the previous 

examples) more quickly in the locally verb-related items relative to the unrelated items.  

However, they found a small marginally significant effect indicating that higher skilled speakers 

were actually more likely to fixate on the locally verb-related object than lower skilled speakers.  

From these two experiments the authors argued that higher skilled speakers are able to flexibly 

modulate predictions based on the task (i.e., the reliability of the predictions within the 

experiment) relative to lower skilled speakers who make many weak predictions regardless of 

task.  However, in this study the effect was marginal, and only local prediction costs were tested.  

It may be the case that during incremental processing local predictions do not incur a large cost 

(for example due to time-constraints).  

To address the issue of confounding language with individual differences, we investigate 

English language proficiency across both groups (using the Oxford Placement Test-Part A; OPT) 

since some research has found that L2 speakers show better predictive abilities as proficiency 

increases (e.g., Chambers & Cooke, 2009; Dussias et al., 2013; Hopp, 2013).  However, not all 

research has found that prediction abilities increase with proficiency (e.g., Dijkgraaf et al., 2017; 

Hopp, 2015; Ito et al., 2018; Kaan & Grüter, 2021; Kim & Grüter, 2020; Mitsugi, 2020; 
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Perdomo & Kaan, 2019).  In the current study we use the VWP, given that this method provides 

real-time insight into the coupling of language processing and shifts of attention during listening. 

In addition, we investigate speech rate which varies in the current study, given that L2 speakers 

often identify speech rate as the source of greatest difficulty during comprehension (Graham, 

2006).  Additionally, in a recent study investigating the role of speech rate and prediction using 

the VWP, Fernandez et al. (2020) found that L1 speakers’ predictive eye movements increased 

as speech rate increased from 3.5 to 5.5 syllables per second relative to L2 speakers who only 

showed predictive eye movements at 3.5 syllables per second.  

Current study 

Overall, evidence from both the L1 and L2 literature is mixed as to whether a prediction 

cost is incurred when encountering an unexpected target word in a constraining context.  We 

believe the results from the current study will not only shed light on L1 and L2 prediction 

processes, but will also help elucidate between different accounts of prediction.  If either group 

exhibits a cost when an unexpected target word is encountered (in a constraining context), this 

supports the account that, as context unfolds, only one specific lexical item (or the most likely 

item available to them) is activated while other less likely lexical items are ruled out and 

inhibited.  Upon encountering the unexpected target word, the listener must then revise their 

prediction (e.g., activating the previously inhibited lexical items), leading to a measurable cost 

(e.g., Federmeier et al., 2007; Feng & Jiang, 2023; Foucart et al., 2014; 2015; 2016).  On the 

other hand, if either group shows no cost when an unexpected target word is encountered (in a 

constraining context), this supports the account that as context unfolds, multiple lexical items are 

activated (and remain active) and as long as the target word is plausible there will be no cost 
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when the unexpected target is encountered (e.g., Chow & Chen, 2020; Frisson et al., 2016; Luke 

& Christianson, 2016). 

In the current study we aim to test whether L1 speakers of English and sequential L2 

speakers of English (with an L1 of German) incur a cost when a prediction is not met.  

Importantly, we control for both proficiency and speech rate by including both as predictors in 

our models.  We split our analyses into two: first we investigate prediction in terms of eye 

movement behavior and timing of looks to the target in NP items.  Second we turn to prediction 

costs, which we explore in two ways.  Since cost can be understood to relate to the need to 

inhibit a previously activated target we analyze resolution of prediction errors in terms of eye 

movement behavior and timing of looks to the target in CU items.  This analysis will particularly 

inform whether there are differences between L1 and L2 speakers in terms of reconciling an 

incorrect prediction.  Finally, in order to assess whether making an incorrect prediction is more 

detrimental than not predicting at all, we analyze timing of looks to the target in CU items in 

comparison to NP items.  This analysis will particularly inform whether there is a cost when 

making an incorrect prediction relative to not making a prediction at all.  Eye movement 

behavior is analyzed using General Additive mixed models (described in detail in the analysis 

section) and timing using Divergent Point Analysis (described in detail in the analysis section). 

In our first set of comparisons investigating prediction, we want to establish whether L1 

and L2 speakers predict in the same way and within the same time frame when hearing a 

predictable sentence with a predictable target (CP items).  We hypothesize that both L1 and L2 

speakers will show similar patterns of eye movement behaviors and will predict (i.e., they will 

look to the target before it is explicitly spoken) within the same time frame when listening to CP 

items, though L2 speakers may be more impacted by proficiency and speech rate.  



Prediction cost 14 

In our second set of comparisons testing prediction cost, we want to establish whether L1 

and L2 speakers incur a prediction cost when hearing an unexpected word in a constraining 

context (CU items).  To this end, we first look at the pattern of eye movement behaviors and 

timing while listening to CU items.  In terms of the eye movement behavior, we hypothesize that 

if there is a prediction cost, looks to the expected (but incorrect) target will linger after the actual 

target has been heard, with shifts of attention occurring after the target word is uttered in its 

entirety. This comparison will also allow us investigate whether L1 and L2 speakers show 

similar or different patterns in the face of encountering an unexpected target, and whether they 

are similarly impacted by speech rate and proficiency.  In terms of the timing of looks to the 

unexpected target while listening to CU items, we hypothesize that if either group takes longer to 

shift their attention this may be due to a larger prediction cost (indicating the time it takes to 

inhibit the incorrect target and facilitate the correct target).   

In our second prediction cost analysis, we compare the timing of looks to the unexpected 

target in the CU items relative to the target in the NP items.  In the case of the NP condition the 

context does not constrain the listener to a particular interpretation, while the CU condition does 

constrain the listener towards a particular interpretation, which is ultimately incorrect.  We 

hypothesize that if a cost is incurred in terms of delayed looks, when a prediction is made (and 

ultimately not met), the cost will be apparent relative to a sentence where no prediction was 

made (i.e., NP items).  We believe that this will provide the most compelling evidence of 

whether there is a prediction cost.   
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Methods 

Participants 

L1 English 

Fifty participants were recruited from the University of Alberta (Canada).  However, four were 

excluded due to exposure to a second language from birth.  The remaining 46 participants 

reported being monolingually-raised L1 speakers of English who did not learn a second language 

before the age of five years.  No participant reported a hearing problem and all had normal or 

corrected-to-normal vision.  Participants were given course credit for their participation.  See 

Table 2 for additional participant information. 

L2 English 

Forty-five participants were recruited from the University of Kaiserslautern-Landau.  All 

participants reported being monolingually-raised L1 speakers of German who did not learn a 

second language before the age of five years and learned English through school as well as 

media and online sources.  No participant reported a hearing problem and all had normal or 

corrected-to-normal vision.  Participants were given course credit or 8 Euro for their 

participation.  See Table 2 for additional participant information. 

Table 2: Participant information  

L1 N Male/Female Mean age Mean OPT (in 

English) 

Mean age of 

English acquisition 

English 46 10/36 20.28 (SD=3.54) 91.17 (SD=5.74) NA 

German 45 17/28 25.75 (SD=4.86) 77.96 (SD=10.59) 9.55 (SD=1.84) 

 

Our sample size was based on previous VWP research that has investigated L1 and L2 predictive 

processing, particularly Corps et al. (2022; 2023), as well as a recent semantic prediction study 

using webcam-based eye tracking finding that 20-30 participants (with 16 items per condition) 
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was sufficient to obtain 80% power (using two different power analysis approaches; Prystauka et 

al., 2023).   

Materials 

The stimuli included 107 trials: 3 practice trials, and 104 experimental items divided into 

two blocks (of 52 items each).  There were 72 critical items (24 CP/24 NP/24 CU) and 32 fillers 

(which served as experimental items in a different experiment not reported here). All critical 

items followed the same structure: The [agent] [verb] the [critical word], all critical items are 

provided on OSF (https://osf.io/3v7sd/).  The practice items and fillers followed the same 

structure as the critical items and the fillers consisted of 16 predictable (e.g., The mouse nibbles 

the cheese) and 16 neutral context items (e.g., The girl touches the cauldron). 

Forty-eight trios of critical sentences were created (see Table 3). Each trio included three 

conditions: a constraining context with a predictable target word (CP), a constraining context 

with an unexpected target word (CU), and a neutral context with a predictable target word (NP). 

For presentation to participants, the 48 items were divided in half: list A and list B. One half of 

the participants saw list A’s CP stimuli and list B’s CU and the corresponding NP stimuli; the 

other half of the participants saw the opposite. Note that since the CU and NP stimuli showed no 

linguistic overlap they were both presented to the same participants, but if the participant saw the 

CU in the first block, they would see the corresponding NP in the second block (or vice versa).  

Therefore, each participant saw 72 critical items, 36 in each block, with each block consisting of 

12 CP, 12 CU, and 12 NP items.   

To further detail the stimuli, the CP and NP items were manipulated such that the critical 

word was the same across both sentence types, but was only predictable based on the preceding 

information in the CP condition.  The CU items were manipulated such that the sentence 
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beginning was the same as the CP item, but the critical word was unexpected (but plausible) 

given the preceding context. For example, while it is likely that a tailor would trim a suit (CP), it 

is possible that a tailor could trim a tree (CU).   See Table 3 for an example item, the Zipf 

frequency2 of the agent, verb, and critical word, and the mean syllable count per word.  

Table 3: Example stimuli from novel sentences and item information (standard deviation in 

parentheses) 

 Example stimuli Overall item information 

Condition 

(abbreviation) 

Example 

sentence 

Corresponding visual 

array 

Mean Zipf 

frequency (agent, 

verb, & critical 

word) 

Mean 

Syllable 

count 

Constraining context 

– expected target 

word (CP) 

The tailor 

trimmed the 

suit. 

 

 

4.01 (0.77) 

1.81 

(0.77) 

Constraining context 

– unexpected target 

word (CU) 

The tailor 

trimmed the 

tree. 4.10 (0.78) 

1.92 

(0.84) 

Neutral context – 

predictable target 

word (NP) 

The 

guardian 

sells the 

suit. 3.90 (0.70) 

2.74 

(1.27) 

 

Each sentence type had a corresponding visual array consisting of four images. For the example 

in Table 3, this included a CP and NP target image (suit), a CU target image (tree), and two 

distractor items (jar, pot) which are potential NP objects but not CP or CU objects (i.e., both the 

pot and jar are sellable but are not trimmable).  Additionally, to avoid phonological overlap, none 

of the words for the images shared initial phonemes.  All images were greyscale 300x300 pixel 

jpeg line drawings taken from the British English MultiPic databank (Duñabeitia et al., 2018).   

 

2 Frequency was derived from the SUBTLEX-UK database (van Heuven et al., 2014) with a Zipf value of less than 

3 being considered “low frequency”. 
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While the linguistic content was different across corresponding CU and NP items, the 

images in the array were the same.  Therefore, the objects in the array were randomized for the 

corresponding CU item (to ensure participants did not map the images to the same location 

across items).  Note that the image location was identical across CP and NP items (though no 

participants saw the same CP and NP item), but image locations were rotated such that each 

image type occurred in each location 25% of the time.  Pretesting ensured that the CP (and CU) 

target was selected over 97% of the time while the NP target was selected 25.05% of the time; 

for pre-testing information about the sentences and images, see Appendix A. 

Auditory information 

Sentences were recorded by a male L1 speaker of Scottish English using a Blue Yeti 

USB microphone at a 48,000 Hz sampling rate over Audacity® recording software (Audacity 

Team, 2021).  A click track at 90 beats per minute was used to ensure that words of different 

syllable lengths were spoken within the same time frame (for ease of post-hoc acoustic 

manipulation).  For ease of time locking the auditory stimuli, the duration of each word in the 

stimulus was set equal to the mean of that word across all items using Praat (Boersma & 

Weenink, 2021). While this may have led to slightly unnatural speech, given that the recordings 

fall within the typical speech rate range (typical range is variably reported anywhere from 2.5-8.0 

syllables per second; e.g., Dickey et al., 2007; Hertrich et al., 2013), we do not believe this to be 

a major concern (though future research investigating the impact of normalization on prediction 

would be useful). Thus, all words across items were the same duration; see Table 4 for 

normalized word duration information.  Given that each recording was the same length but the 

content varied, the speech rate of the items was not consistent; the mean speech rate across items 

was 3.47 (SD = 0.77) syllables per second (range 2.56 – 5.65 syllables per second).   
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Table 4: Normalized word durations (ms) 

 1st The Agent Verb 2nd The Object 

Mean (ms) 93.58 612.72 602.05 130.27 464.45 

 

The Language and Social Background Questionnaire (LSBQ) 

The LSBQ (Anderson et al., 2018) was used to assess the language background of the 

participants. 

Oxford Placement Test (OPT) 

For a measure of English proficiency, the OPT (Part A) was used.  This test is comprised of 50 

items and assesses English morpho-syntactic knowledge.  Participants read sentences and 

selected the most appropriate sentence continuation from three options.  The score was converted 

into a percentage. 

Apparatus 

For all participants, stimulus presentation was programmed using Experiment Builder, and eye 

movements were recorded using an Eyelink 1000 sampling at 1000 Hz.  Viewing was binocular 

but only the right eye was recorded, and the head was stabilized using a chin rest.  Audio 

materials were presented via Philips Bass+ on-ear head phones. L1 participants sat 

approximately 50 cm from a 20’ Dell monitor (model 2009W1) with a 1024 x 768 resolution and 

60Hz refresh rate.  L2 participants sat approximately 85 cm from a 19’ Dell monitor flat screen 

cathode ray tube (model P1130) with a 1024 x 768 resolution and 60Hz refresh rate.   

Procedure 

The procedure was identical for both groups. The experiment began with participants providing 

their informed consent.  This was followed by the eye-tracking task.  Participants then completed 

the LSBQ and then the OPT.  The study took approximately 45 minutes.   
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 The eye-tracking task began with the standard EyeLink 9-point calibration procedure.  

The eye-tracking study was self-paced in that participants could take a break between trials as 

necessary (with a subsequent recalibration).  Additionally, there was a mandatory break halfway 

through the study with a recalibration.  The instructions for the study were provided on the 

screen and were verbally explained by the experimenter.  Participants were told they would hear 

a short sentence accompanied with a visual array of 4 images, and their task was to identify the 

object that they believed best matched the sentence by clicking on the image using the mouse.  

Additionally, they would have to wait to click on the object until after the entirety of the sentence 

was played and a green border appeared around the array of images.  They were also instructed 

that there was no time limit. 

 All trials began with a drift correct in the center of the screen.  The trial proceeded when 

the participant fixated on the drift correct (fixation dot) and simultaneously pressed the space 

bar.  The start of each trial began with the images being displayed for 2000 ms, after which the 

auditory stimulus was presented. The images remained on the screen throughout the auditory 

stimulus and then for an additional 2000 ms, at which point a green border appeared around the 

array of images and the mouse icon appeared on the screen.  Participants then had to click on one 

of the images, which ended the trial.  The drift correct would then appear indicating the start of a 

new trial.  

Analysis 

As mentioned earlier, we make two sets of comparisons in this study: to test whether our 

participants predicted upcoming targets, we analyzed data from the CP items and to test whether 

our participants incurred prediction cost, we analyzed data from the CU and NP items using two 

methods.  For each set of comparisons, we used two statistical approaches: generalized additive 
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mixed models (GAMM) and divergent point analysis (DPA; Stone et al, 2020).  GAMMs are a 

type of regression that can model non-linear time-course data (e.g., Porretta et al., 2018; Wieling, 

2018; Wood, 2017).  To investigate the timing of looks for both L1 and L2 speakers we used 

DPA which can estimate the time in which looks to one object diverge from looks to another 

object (e.g., at what point in the sentence The tailor trimmed the suit do listeners look more to 

the suit than the only other trimmable object tree) and allows us to compare across different 

groups (e.g., do L1 speakers diverge earlier than L2 speakers).  Regions of interest were defined 

as the four objects in the array (300 x 300 pixels) plus an additional 50 pixels on all sides.  All 

analyses were conducted using R (R core team, 2018) and all data and code is publicly available 

on OSF (https://osf.io/3v7sd). 

GAMM analysis 

Given that we were interested in the pattern of fixations across time, we used the 

empirical logit of fixation counts (Barr, 2008) as our main dependent variable in our GAMMs.  

The empirical logit is the log-odds ratio of looking at the target relative to not looking at the 

target (i.e., looking at another object in the array) in 20 ms bins, and was weighted in the models 

to control for eye-movement based dependences (Barr, 2008).  We fit two GAMMs.  In our first 

set of comparisons, in which we test whether our participants predicted upcoming targets, we 

analyzed data from the CP items from the onset of the verb to the offset of the object, plus 200ms 

(i.e., throughout trimmed the suit (+200ms) in the above example).  In our second set of 

comparisons, in which we test whether our participants incurred prediction cost, we analyzed 

data from the CU items from the onset of the verb to the offset of the object, plus 200ms (i.e., 

trimmed the tree (+200ms) in the above example). 
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Fixed effects included language (L1/L2) as an ordered factor (with L1 serving as the 

baseline), the continuous predictor of English language proficiency (as measured through the 

OPT), and the continuous predictor of speech rate (as measured by syllables per second).  All 

fixed effects were included as parametric components.  Additionally, all fixed effects were 

included as non-parametric smoothed components with the addition of time (converted into ms 

(bin number * 20)).  Three two-way interactions were included as ordered factor difference 

smooths: time x language, proficiency x language, and speech rate x language.  And 2 three-way 

interactions were included using tensor product smooths: time x proficiency x language and time 

x speech rate x language.  Additionally, we included random smooths (factor smooth 

interactions) of participant over time with a factor smooth, and a non-linearity penalty over the 

first derivative (e.g., Baayen et al., 2016; Sóskuthy, 2017).  Finally, we included random smooths 

of item over time with a factor smooth specified by language, and a non-linearity penalty over 

the first derivative.  To account for potential autocorrelation, we checked the residuals using the 

acf_resid function and visualizing the autocorrelation using the itsadug package (Van Rij et al., 

2020).  Autocorrelation was not present in any of our models (see https://osf.io/3v7sd for 

visualization).  Before interpretation we checked the effective degrees of freedom (edf) to see 

whether higher basis dimensions were needed to prevent oversmoothing (Wieling, 2018), and 

adjusted significant edf values if necessary.  Significance testing was done by checking the 

model output of both the parametric and smooth factors and applying a Bonferroni correction to 

deal with the increased likelihood of type 1 error from multiple comparisons (8 comparisons 

were made for each model: .05/8 yields a p-value of .006; see Sóskuthy, 2021).   

DPA analysis 
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DPA is a non-parametric bootstrapping approach that deals with the inherent non-

independency of fixations while decreasing the likelihood of Type 1 error and estimating 

confidence intervals (CI), thus allowing us to compare across groups (which is not possible using 

other approaches such as GAMMs).  The divergence point was established with t-tests 

comparing looks to two objects (as outlined below) across all of the time bins until ten 

consecutive bins were statistically significant (i.e., 200 ms). Two thousand new data sets were 

then generated using non-parametric bootstrapping, by resampling the original data using 

participant, image type, time, and language group categories (see Stone et al., 2021).  A new 

divergence point was estimated for each resampling and then the means and CIs were calculated.   

In our first set of comparisons, we test prediction across the two groups.  This is achieved 

by looking only at the CP items, in order to find the point at which looks to the expected target 

(suit) diverge from looks to unexpected target (tree).  In our second set of comparisons, in which 

we test whether there is a prediction cost and whether this cost differs across groups, we look 

only at the CU items and compare fixations to the unexpected target (tree) and one of the 

distractors (jar).  DPA cannot compute more than one divergence point, and given that CU items 

are constraining (e.g., The tailor trims), we expect looks to the suit to diverge from tree before 

the unexpected word is spoken (therefore we cannot calculate the timing of the second 

divergence point that occurs after hearing tree).  The logic of comparing tree to jar is that, if 

participants are making predictions based on the onset of the sentence (The tailor trims), both 

tree and jar should be ruled out as potential targets.  However, after hearing tree, looks should 

diverge from the previously disregarded tree and the previously disregarded jar (which will 

continue being ruled out); thus, indicating the time in which participants integrate tree into the 

sentence.  Lastly, to further test prediction costs, we compare looks to the expected target (suit) 
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in the NP items to looks to the unexpected target (tree) in the CU conditions.  The logic of this 

comparison is that, if there is a cost to making a prediction that is not met (i.e., the CU 

condition), we should see this manifest relative to hearing the target word in a neutral context 

(i.e., the NP condition).  In other words, if there is a prediction cost, looks to tree should take 

longer after hearing the constraining context (The tailor trims the) which led to an incorrect 

prediction, than looks to suit after hearing a neutral context where no prediction was made (The 

guardian sells the). 

Results 

Accuracy 

Incorrectly answered items were removed from analysis.  For the CP and NP items, the expected 

target was clicked in 98.48% of trials (thus 1.52% of trials were removed).  For the CU items the 

CU target was correctly clicked on 88.21% of the trials (thus 11.79% of trials were removed – 

this consisted of 12.13% of the L1 trials and 11.39% of the L2 trials). Interestingly, in the CU 

items, the incorrect but predicable item was clicked on 10.70% of the trials.  See Figure 1 for 

fixation proportions of the correctly answered trials.  To explore the incorrectly answered CU 

items, we also visualized the 10.70% of trials in which participants clicked the incorrect 

predicted target (e.g., they clicked suit after hearing The tailor trims the tree; see Appendix B). 

We will return to this finding in the discussion. 
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Figure 1. Fixation proportion to all objects across all sentence types for correctly answered items  

Prediction comparison 

GAMM 

To test the overall prediction for both groups, we analyzed the empirical logit in the CP items 

(looks to the CP target (suit) vs. looks to CU target (tree)) from the onset of the verb to the offset 

of the object (+200ms), see Figure 2 for visualization. 
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Figure 2.  Empirical logit during the prediction time window for CP items (shading represents 

95% confidence interval and the dotted horizontal line represents the zero line for the empirical 

logit) 

 

The results from the GAMM can be seen in table 5. 

Table 5. GAMM mixed model output for the empirical logit during the prediction time window 

for CP items.  Part A reports the parametric coefficients and Part B reports the smooth terms. 

A. Parametric 

coefficients 

Estimate Std. error t-value p-value 

Intercept .00 .00   

Syllable count .00 .00   

Language (L2) 0.05 0.06 0.95 0.34 

OPT  0.00 0.00 5.88 < .001 

B. Smooth terms EDF Ref.df F-value p-value 

s(syllable count) 2.83 2.97 101.84 < .001 

s(OPT) 2.09 2.11 1.08 0.34 

s(time) 5.07 5.68 5.38 < .001 

s(time):Language (L2) 1.00 1.00 1.48 0.22 

s(OPT):Language (L2) 1.01 1.01 0.43 0.52 

s(syllable count): 

Language (L2) 2.71 2.93 28.15 < .001 
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ti(time, OPT):     

Language (L2) 6.21 6.63 0.73 0.64 

ti(time, syllable count):     

Language (L2) 8.16 8.85 10.71 < .001 

s(time, participant) 580.97 815.00 9.42 < .001 

s(time, item):Language 

(L2) 17.50 17.89 18.68 < .001 

 

In terms of the parametric effects, proficiency (OPT) was significant (t=5.88, p<.001) with looks 

to the target (increase in empirical logit) increasing as proficiency increased.  In terms of the 

smooth terms, there was a significant ordered factor difference smooth interaction of syllable 

count by language (F=28.15,  p<.001), see Figure 3. The summed effect of syllable account for 

L2 and L1 speakers can be seen in left side of Figure 3, and the difference can be seen on the 

right side of Figure 3.  This reveals that L1 speakers make more looks to the target at the high 

speech rates relative to L2 speakers. 
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Figure 3. The solid horizontal line represents the zero effect.  Left panel. Summed effect of 

syllable count for L1 English speakers (solid line) and L2 English speakers (dotted line).  Right 

panel.  The difference in the summed effect of syllable count for L1 and L2 speakers of English.  

The dashed vertical line indicated where there is a significant difference. 
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There was a significant tensor product smooth interaction between time, syllable count, and 

language (F=10.71, p < .001).  This tensor interaction is visualized using contour plots, see 

Figure 4. 

 

 

 
 

Figure 4. Contour plots for the empirical logit of the three-way interaction between time, syllable 

count, and language group.  Top left panel.  Contour plot for L2 speakers.  Top right panel.  

Contour plot for L1 speakers.  In both of the top panels, darker indicates less empirical logits 

(looks to the target) and lighter indicates greater empirical logits.  Bottom left panel.  The 

difference between the L2 and L1 speakers.  In the bottom panel the negative values indicate 

greater empirical logits (looks to the target) by L1 speakers relative to L2 (with the difference 

increasing the darker it becomes), and positive values indicate greater empirical logits by L2 

speakers (with the difference increasing the lighter it becomes). 
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Both groups show a consistent positive empirical logit across the time window and at all speech 

rates, indicting that at the start of the window (the verb) both groups are looking towards the CP 

target.  At the onset of the window, L2 speakers show a similar empirical logit value across all 

speech rates, with the value increasing as time goes on and slightly as speech rate increases. At 

the onset of the window, L1 speakers show a large increase in empirical logits as the speech rate 

increases, and an increase as time goes on.  The difference graph shows that L2 speakers make 

more looks to the target at lower speech rates and at the onset of the window, while L1 speakers 

make more looks to the target at the faster speech rates.  Following the onset of the target word 

(~1440 ms), we see that L1 speakers only make more looks to the target than L2 speakers at the 

fastest speech rates. 

DPA 

To test for prediction, the first DPA comparison investigated the CP items only, comparing looks 

to the CP target relative to the CU target.  The analysis revealed that the divergence occurs for 

L1 speakers at 720.77 ms (CI: [680,800]) and occurs for L2 speakers at 813.22 ms (CI: 

[700,1000]); see Figure 5.  While numerically the L1 speakers have an earlier divergence point, 

the mean difference between groups is 92.45 ms (CI: [-60.00, 279.50]); given that the CI 

contains 0, we conclude that the two groups do not differ in the timing of looks to the CP target. 
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Figure 5. Divergence point and 95% confidence intervals superimposed on the fixation 

proportion of looks to the CP/NP target and the CU target in CP items. 

Prediction cost 

GAMM 

To test the prediction cost for both groups, we analyzed the empirical logit in the CU items 

(looks to the CP target (suit) vs. looks to CU target (tree)) from the onset of the verb to the offset 

of the object (+200ms) thus allowing us to investigate the pattern of eye movement behavior 

when the unexpected target word is encountered, see Figure 6 for visualization. 
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Figure 6. Empirical logit during the prediction time window for CU items (shading represents 

95% confidence interval and the horizontal dotted line represents the zero mark of the empirical 

logits).  If the empirical logit is above the zero line participants are looking more towards the CP 

target (suit) if it is below the zero line they are looking more towards the CU target (tree). 

 

The results from the GAMM can be seen in table 6. 

Table 6.  GAMM mixed model output for the empirical logit during the prediction time window 

for CU items.  Part A reports the parametric coefficients and Part B reports the smooth terms. 

A. Parametric 

coefficients 

Estimate Std. error t-value p-value 

Intercept .00 .00   

Syllable count .00 .00   

Language (L2) -0.01 0.07 -0.16 0.87 

OPT  0.00 0.00 3.17 <.01 

B. Smooth terms EDF Ref.df F-value p-value 

s(syllable count) 2.97 3.00 55.71 <.001 

s(OPT) 1.00 1.01 0.01 0.93 

s(time) 8.19 9.63 31.43 <.001 

s(time):Language (L2) 1.00 1.00 1.03 0.31 
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s(OPT):Language (L2) 2.44 2.45 1.54 0.15 

s(syllable count): 

Language (L2) 2.89 2.99 16.70 <.001 

ti(time, OPT):     

Language (L2) 1.01 1.01 0.51 0.48 

ti(time, syllable count):     

Language (L2) 8.03 8.78 20.36 <.001 

s(time, participant) 722.57 1816.00 4.13 <.001 

s(time, item):Language 

(L2) 70.00 99.17 5.73 <.001 

 

In terms of the parametric effects, proficiency (OPT) was significant (t=3.17, p<.01) with the 

empirical logit increasing as proficiency increased.  In terms of the smooth terms, there was a 

significant ordered factor difference smooth interaction of syllable count by language (F=16.70,  

p<.001), see Figure 7. The summed effect of syllable count for L2 and L1 speakers can be seen 

in left side of Figure 7, and the difference can be seen on the right side of Figure 7.  This reveals 

that L1 speakers make more looks to the target at the lower speech rates relative to L2 speakers. 
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Figure 7.  The solid horizontal line represents the zero effect.  Left panel. Summed effect of 

syllable count for L1 English speakers (solid line) and L2 English speakers (dotted line).  Right 

panel.  The difference in the summed effect of syllable count for L1 and L2 speakers of English.  

The dashed vertical line indicated where there is a significant difference. 

 

There was a significant tensor product smooth interaction between time, syllable count, and 

language (F=20.36, p < .001).  The tensor interaction is visualized using contour plots; see 

Figure 8.   
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Figure 8. Contour plots for the empirical logit of the three-way interaction between time, syllable 

count, and language group.  Top left panel.  Contour plot for L2 speakers.  Top right panel.  

Contour plot for L1 speakers.  In both of the top panels, darker indicates less empirical logits (or 

more looks to the target (unexpected) image) and lighter indicates greater empirical logits (or 

more looks to the predicted (but incorrect) image).  Bottom left panel.  The difference between 

the L2 and L1 speakers.  In the bottom panel the negative values indicate greater empirical logits 

(looks to the target) by L1 speakers relative to L2 (with the difference increasing the darker it 

becomes), and positive values indicate greater empirical logits by L2 speakers (with the 

difference increasing the lighter it becomes). 

 

 

L2 speakers show looks to the CP target at the onset of the window, but only at the slowest 

speech rates (with looks to the CP target decreasing as the speech rate increases).  Looks to the 

CP target start to decrease slightly after 1600ms and cross the 0 line at approximately 1800 ms 

(indicating the shift in attention from the CP target to the CU image), with looks decreasing to 
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the CP target (and increasing for the CU image) across all speeds for the remainder of the 

window.  The shift in attention starts slightly earlier at the slower and faster speech rates.  The 

L1 group shows looks to the CP target at the onset of the window across all speeds.  The 

empirical logits start to decrease slightly at approximately 1600ms and cross the 0 line at 

approximately 1800ms with looks to the CP target decreasing across all speeds for the remainder 

of the window.  The shift in attention starts slightly earlier for the middle speech rate items 

(~3.5-4.0 syllables per second).  The difference graph shows that L1 speakers show greater looks 

to the CP target than L2 speakers until approximately 1600ms, when attention shifts and L1 

speakers show more looks to the CU image than L2 speakers (particularly at the slower speech 

rates). 

DPA 

The second DPA comparison investigated looks to the CU target relative to a distractor3 in CU 

items only.  The analysis revealed that the divergence occurs for L1 speakers at 1761.05 ms (CI: 

[1720,1840]) and occurs for L2 speakers at 1853.76 ms (CI: [1820,1920]); see Figure 9.  The 

mean difference between groups is 92.71 ms (CI: [20, 160]); given that the CI does not contain 0, 

we conclude that the looks to the CU target diverged from the distractor earlier for L1 speakers 

relative to L2 speakers. 

 
3 We randomly assigned the two distractor objects with the label of distractor 1 or distractor 2.  Comparison were 

made to distractor 2. 
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Figure 9.  Divergence point and 95% confidence intervals superimposed on the fixation 

proportion of looks to the CU target and the distractor in CU items. 

The third DPA comparison investigated looks to the CU target in the CU items relative to looks 

to the NP target in the NP items.  Unexpectedly, this revealed a divergence between the two 

objects only for L1 speakers, early in the sentence; we will return to this in the discussion.  L1 

speakers showed a divergence at 904.85 ms (CI: [840,1060]); see Figure 10.  Since the DPA 

cannot find more than one divergence point, we cut the window for comparison between 1240-

3000 ms.  Given that the target is not spoken until 1438 ms, this should encompass any 

differences evoked by the target word.  We found no divergence during this time window 

suggesting no prediction cost; see Figure 11. 
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Figure 10.  Divergence point and 95% confidence intervals superimposed on the fixation 

proportion of looks to CU target in CU items and the NP target in NP items. 
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Figure 11.  The fixation proportion of looks to the CU target in CU items and the NP target in 

NP items from the 200ms prior to the start of the target (1240ms).  No divergence points were 

found. 

Discussion 

Research has found that both L1 and L2 speakers are able to make predictions about upcoming 

information before it is encountered (e.g., L1- Ferreira & Chantavarin, 2018; Huettig, 2015; 

Huettig & Mani, 2016; Kamide 2008; Staub, 2015 / L2 - Hopp, 2022; Kaan & Grüter, 2021; 

Schlenter, 2022).  When differences arise between L1 and L2 speakers in terms of prediction, 

they have been argued to be quantitative in nature and to stem from individual differences (e.g., 

proficiency) or methodological factors (e.g., speech rate) (Kaan, 2014; Schlenter, 2022).  The 

literature on whether L1 or L2 speakers incur a cost when hearing a constraining context but 

encountering a plausible but unpredicted word is less clear.  Some L1 research has shown a cost 
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that may indicate situation level updating when an unexpected but plausible word is encountered 

(e.g., Brothers et al., 2023; Kuperberg, 2020) while other research has not shown a cost (e.g., 

Chow & Chen, 2020; Frisson et al., 2016; Luke & Christianson, 2016).  Likewise, some L2 

literature has shown a cost (ERP-Foucart et al., 2014; 2015; 2016 / self-paced reading- Feng & 

Jiang, 2023) while other research has not shown a cost, particularly when individual differences 

are taken into account (ERP- Zirnstein, et al., 2018 / VWP- Peters et al., 2018).  In the current 

study we aimed to shed light on this discrepancy by comparing prediction and prediction costs 

using the VWP for both L1 and L2 speakers of English, while investigating individual 

differences (English proficiency) and a potential methodological factor (speech rate).  We 

believe this could provide insight into whether only one lexical item is activated as context 

unfolds (leading to a cost when a prediction is not met), or multiple lexical candidates are 

activated (leading to no cost when a prediction is not met). Additionally, we used two statistical 

approaches that are uniquely suited for this type of data: GAMMs and DPA.   

 Our first set of analyses focused on whether L1 and L2 speakers make predictions in a 

similar way and within a similar time frame while exploring proficiency and speech rate.  For 

these analyses, we tested the pattern of looks to the CP target (suit) during a CP item (The tailor 

trims the suit).  As expected, we found that speakers with higher proficiency made more looks to 

the target (regardless of whether they were an L1 or L2 speaker), and that differences between 

L1 and L2 speakers occurred in relation to speech rate, with L1 speakers making more 

predictions at the faster speech rates relative to L2 speakers, but L2 speakers making more 

predictions at the slower speech rates relative to L1 speakers. Yet overall, we found that both L1 

and L2 groups showed similar looks to the target across time with no difference in the timings of 

looks.  Both groups made similar predictions soon after hearing the verb, and showed similar 



Prediction cost 41 

trajectories across time.  The three-way interaction between speech rate, time, and language 

group again revealed that L1 speakers made more looks to the target particularly at the faster 

speech rates. 

 From these analyses we argue that L2 speakers make predictions in a similar way and 

within a similar time-frame relative to L1 speakers.  Interestingly, we found that proficiency did 

not interact with language, with time, or with language and time, suggesting that prediction skills 

do not change with proficiency (in line with other studies such as Dijkgraaf et al., 2017; Hopp, 

2015; Ito et al., 2018; Kaan & Grüter, 2021; Kim & Grüter, 2020; Mitsugi, 2020; Perdomo & 

Kaan, 2019).  However, we note that the items used in the present study are particularly easy and 

therefore do not rule out the possibility that proficiency may come into play with more difficult 

items (e.g., syntactic prediction).  Differences between L1 and L2 speakers seemed only to arise 

within the context of speech rate.  However, we argue some caution in interpreting these results 

because this study did not directly manipulate speech rate and also had few very fast or slow 

speech rates, which may have skewed the results.  We encourage future research with material 

directly designed to test the impact of speech rate.   

Our second set of analyses focused on whether L1 and L2 speakers incur a prediction 

cost when hearing an unexpected word in a constraining context.  For these analyses we first 

tested the pattern of looks to the CU target (tree) during a CU item (The tailor trims the tree) to 

test whether there are differences between L1 and L2 speakers in terms of reconciling an 

incorrect prediction.  We found that both groups make predictions based on context at the onset 

of the item (i.e., looks to the CP item suit), but are able to quickly shift their attention when their 

predictions are not met.  Additionally, the DPA showed that L1 speakers look to the CU image 
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significantly earlier than L2 speakers.  We also found an impact of speech rate but again urge 

some caution when interpreting this finding given that (1) speech rate was not directly 

manipulated, (2) there are few instances of very fast and very slow speech rate, and (3) this 

analysis is collapsed across the whole time window (including the shift in attention, where we 

expect a decrease in looks to target as time goes on).  However, what is clear from this and the 

previous analysis is that speech rate is impacting both L1 and L2 speakers predictive behaviors. 

Carefully controlled studies are needed to better understand these effects. 

While the two groups exhibit some differences in the timing of looks to the CU target in 

the CU items, we believe that the underlying prediction mechanisms are the same.  We argue that 

later looks to the CU target by L2 speakers may reflect a general slowing of lexical access (e.g., 

Shook et al., 2015) rather than a cost.  This is supported by the findings from our second 

prediction cost comparison of looks to the NP target (suit) in the NP condition (The guardian 

sells the suit) relative to the looks to the target in the CU condition.  In the NP condition the 

context does not constrain the listener to a particular interpretation, while the CU condition does 

constrain the listener towards a particular interpretation, which is ultimately incorrect.  If a cost 

was incurred when a prediction was made (and ultimately not met), the cost would be apparent 

relative to a sentence where no prediction was made (i.e., NP items).  When comparing looks to 

the respective targets in the CU and NP items, we see that they are visually identical (particularly 

from the onset of the target).  The DPA revealed no divergence between looks to the target 

across the two items from 200ms before the target until the end of the analyzed window (3000 

ms) for either L1 or L2 speakers.   Therefore, we argue that neither L1 nor L2 speakers incur a 

prediction cost, and that integrating an unexpected word after predicting another ultimately 
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incorrect word is no different than integrating a word into a sentence with no constraining 

context (in line with Chow & Chen, 2020; Frisson et al., 2016; Luke & Christianson, 2016). 

One question that may arise is: why is there no difference in timing between L1 and L2 

speakers in looks to the CP target in the CP items, but there is a delay for the L2 speakers in 

looks to the CU target in the CU items?  We argue that this is not evidence of a prediction cost 

for L2 speakers; rather, it is evidence of slower lexical access (e.g., Shook et al., 2015).  In 

situations where L2 speakers build up a prediction (due to constraining context) they show no 

delay when that predicted word is encountered, given that the target word is the most activated.  

However, when there is no such prediction made (due to neutral context), L2 speakers may have 

several candidates (potentially already activated). Thus, when the target word is heard, it takes 

them longer to shift their attention to the correct candidate because of a general slowing of 

lexical activation (this is also evidenced by the fact that there is no difference in the timing of 

looks between the NP and CU items).  This was further supported by a post-hoc DPA analysis of 

the NP items only comparing looks to the target relative to a non-target object (all non-target 

objects were randomly assigned a label) in which L2 speakers’ looks to the target diverged later 

relative to L1 speakers4.  L2 speakers seem to take slightly longer when they have to choose 

between several activated lexical candidates, whether that is without a prediction being made 

(neutral context) or when a prediction is made but is ultimately incorrect.  We also note that the 

difference in the timing of looks in the CU items for L2 relative to L1 speakers is less than 

 

4 The L1 group showed a divergence 90.45 ms (CI: [40, 140]) earlier than the L2 group; given 

that the CI does not contain 0, we conclude that the looks to the NP target diverged from the non-

target earlier for L1 speakers relative to L2 speakers.  See OSF for analysis and visualization 

(https://osf.io/3v7sd/?view_only=b625d20b77564d4eb7ce1862f9cd7734).   
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100ms, so they are still able to do this very quickly.  If this line of reasoning is correct, this 

would suggest that prediction leads to quicker lexical access and more L1-like processing.  This, 

of course, needs to be tested further (e.g., if this extends to more difficult constructions) but it 

would indicate prediction as a potential area for training in language learning (e.g., Hopp, 2016; 

Schremm, et al., 2017).   

We believe that it is important to highlight how our findings generalize to other 

paradigms and discuss how the paradigm may impact participant behavior.  The VWP involves a 

limited set of referents, and in the case of the current study, they were presented for 2000ms 

prior to the onset of the sentence, giving participants plenty of time to identify and activate 

relevant information and spatially encode image location on the screen.  This may therefore 

support easy revision and instantaneous shifts in attention when a prediction is not met given that 

the two potential referents following the verb (e.g., tree and suit) are already active and spatially 

encoded (similar to Chow & Chen, 2023).  While this may lead to issues with generalizability, 

we believe this may explain our lack of prediction cost.  Brothers et al. (2023) found a larger late 

frontal positivity to CU items when the target word was unexpected and highly unlikely relative 

to NP items, reflecting a situation level update; but when the unexpected word was highly likely 

(i.e., the second most predicted target), they found no difference in late frontal positivity.  We 

argue our results are in line with their second finding.  That is, while tree is not the expected 

target of The tailor trimmed the it is the second best option based on which lexical items that are 

currently active by virtue of being images on the screen in front of the participant (i.e., tree, jar, 

and pot).  Our findings could therefore also be understood to reflect lack of prediction cost for 

processing a highly likely alternative (likely based on the paradigm as opposed to abstract 

semantics).  This is also similar to the findings of Luke and Christianson (2016) and Frisson et 
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al., (2017) in that when a CU target is semantically related (or in this case, the most likely 

alternative) there is no measurable cost. Together, we believe that this supports the argument that 

listeners make several partial predictions.  Whether a cost can be evoked with VWP items 

designed to evoke a situation level update remains to be seen, but it would lend further support to 

the findings of Brothers et al. (2023).  

An unexpected finding in the comparison of CU to NP items, is that for L1 speakers there 

is a divergence in the NP items following the verb (at ~905 ms; the verb occurs between 700-

1300ms) relative to the CU items.  It is unclear if this is driven by a decrease in looks to the CU 

target or whether it is indicative of a local prediction by L1 speakers (e.g., Peters et al., 2018), in 

that they look to an object that can be sold (i.e., in The guardian sells the …), but since there is 

not enough information to commit to an interpretation (as all the items can be sold), they 

continue to shift their attention elsewhere.  This is not seen in the CU item (The tailor trimmed 

the tree) since the context (The tailor trimmed the) has constrained the interpretation and the 

listener has committed to the predicted target after hearing the verb (even if it is ultimately 

incorrect).  This pattern is not seen in L2 speakers, or at least to a lesser extent (see Figure 1), 

which may suggest less sensitivity to local predictions for L2 speakers, or perhaps these local 

predictions are impacted by proficiency (Peters et al., found that less skilled speakers made more 

local prediction) and speech rate (which we do not test in the DPA analysis).  We believe this 

would be an interesting avenue for future research.  

Another point for discussion relates to the eye-movement pattern for the CU items in 

which the participants answered incorrectly (i.e., they heard The tailor trims the tree but they 

clicked on suit).  Note that we interpret this anecdotally, given that only 10% of the items were 
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answered incorrectly (with the CP target).  Interestingly, we do not see either group dismissing 

the CU target completely and only focusing on the CP target.  Rather both groups show a 

decrease in looks to the CP target after hearing the target followed by an increase in the CU 

target (for both groups there is a point at which the participants are focusing on the CU target 

more than the CP target) but ultimately the participants shift their attention back to the incorrect 

CP target.  This pattern may indicate some conflict (for example from mis-hearing, not paying 

attention, not believing what they heard) and the participant ultimately picks the most likely 

target based on what they did process.  This may indicate “good enough” processing (e.g., 

Ferreira & Patson, 2007) in which participants will make shallower analyses even if it leads to 

the incorrect interpretation.   Or it may support the ‘noisy-channel’ hypothesis (e.g., Gibson, et 

al., 2013; Levy, 2008), in which a listener will use their own knowledge to infer the most 

sensible meaning in the face of uncertainty (in the case of mis-hearing, not paying attention, 

etc.).  Again, we encourage future research investigating this further. 

Lastly, we think it is important to briefly discuss potential trial order effects in the current 

study.  Research has found that when predictive cues are no longer reliable, language users may 

stop using them (e.g., Brother et al., 2019).  Given that participants in the current study encounter 

more CU items as the experiment goes on, they may change their behaviors or stop predicting all 

together.  Therefore, we ran a post-hoc analysis investigating whether L1 and L2 speakers 

showed differing eye-movement patterns over the course of the study (see Appendix C for 

additional information, analysis, and visualization).  We found that L1 speakers showed a clear 

decrease in prediction as the trial number increased (i.e., as the encountered more items) while 

the L2 speakers did not show a clear pattern of decrease (or increase) as the trial number 

increased.  This suggests that L1 speakers may adaptively adjust their prediction behavior based 
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on utility (Kuperberg & Jaeger, 2016) while L2 speakers may place less weight on prediction 

success (leading to more variable effects of trial order).  We hesitate to interpret these findings in 

more depth given that the current items were not designed to test utility, but we encourage future 

research with and explicitly designed materials and aprori hypotheses to further investigate this 

compelling finding.  

Conclusions 

In this study we investigated prediction and prediction costs in L1 and L2 speakers of 

English, while also exploring the effect of English language proficiency and speech rate.  The 

literature is mixed as to whether predictions come at a cost, particularly when they are not met, 

and it is not clear if L1 and L2 speakers show similar patterns.  We found that both L1 and L2 

speakers make predictions in the same way and at the same time, supporting the growing 

consensus that L1 and L2 speakers’ prediction mechanisms are the same (e.g., Kaan, 2014).  In 

terms of prediction costs, we found similar eye-movement trajectories but L2 speakers took 

longer to shift their attention than L1 speakers.  We argue that this may be due to a general 

slowing in lexical access for L2 speakers rather than evidence for prediction costs.  This is 

further supported by the fact that there were no timing differences between processing the target 

word in a neutral context relative to the unexpected target word in a constraining context.  While 

we found that increased proficiency led to increased looks to the target, we did not find evidence 

that proficiency impacted predictive behaviors across time or across L1 and L2 groups.   

However, both groups were impacted by speech rate, with L1 speakers making more predictions 

at fastest speech rates relative to L2 speakers, and L2 speakers making more predictions at the 

slowest speech rates relative to L1 speakers.  On the one hand, we hesitate to make too much of 
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these findings since our study did not directly manipulate speech rate.  We thus encourage future 

research with items specifically designed to test speech rate.  On the other hand, it is clear that 

speech rate plays an important role and should be at minimum reported in the literature 

(Fernandez et al., 2020).   

Overall, we argue that both L1 and L2 speakers make predictions in the same way, and 

that there are no costs associated with making a prediction that is not met.  The VWP may have 

at least in part contributed to the lack of cost, given that participants activate and spatially encode 

the four visual objects displayed in the array, making the integration of the unexpected target less 

costly given the is the most likely alternative in the array (similar to what has been found in 

previous research: VWP – Chow & Chen, 2023; reading– Frisson et al., 2017; and ERP – 

Brothers et al., 2023).  Our findings supports the growing body of literature that during 

processing we may make several partial predictions about upcoming information without 

inhibiting less likely words (e.g., Chow & Chen, 2020; Brothers et al., 2023; Frisson et al., 2016; 

Luke & Christianson, 2016) rather than predicting one specific lexical candidate while inhibiting 

less likely candidates. 
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