
1 

The Strategic Impacts of Intelligent Automation for Knowledge and Service Work: An 

Interdisciplinary Review 

 

 

 

Crispin Coombs*, Donald Hislop**, Stanimira K. Taneva***, Sarah Barnard* 

c.r.coombs@lboro.ac.uk, donald.hislop@abdn.ac.uk, Stanimira.Taneva@nottingham.ac.uk, 

s.h.barnard@lboro.ac.uk 

 

 

*School of Business and Economics, Loughborough University, Ashby Road, 

Loughborough, LE11 3TU, UK 

 

**Business School, University of Aberdeen, Aberdeen, AB24 3FX, UK 

 

*** Faculty of Social Sciences, University of Nottingham, University Park, Nottingham, 

NG7 2RD, UK 

 

 

 

 

 

 

 

 

 

 

Corresponding author: 

Dr Crispin Coombs 

School of Business and Economics 

Loughborough University 

Ashby Road, Loughborough, LE11 3TU 

UK 

Email: c.r.coombs@lboro.ac.uk 

Phone: 01509 228835 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

mailto:s.h.barnard@lboro.ac.uk
mailto:c.r.coombs@lboro.ac.uk


2 

Highlights 

 

First scoping review of Intelligent Automation research in knowledge and 

service sectors. 

 

Conceptualises Intelligent Automation and related technologies. 

 

Synthesises Intelligent Automation knowledge across multiple disciplines. 

 

Provides a business value-based model of Intelligent Automation for knowledge 

and service work. 

 

A research agenda to guide Intelligent Automation research is presented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 

The Strategic Impacts of Intelligent Automation for Knowledge and 

Service Work: An Interdisciplinary Review 

Abstract 

A significant recent technological development concerns the automation of knowledge 

and service work as a result of advances in Artificial Intelligence (AI) and its sub-fields. 

We use the term Intelligent Automation to describe this phenomenon. This development 

presents organisations with a new strategic opportunity to increase business value. 

However, academic research contributions that examine these developments are spread 

across a wide range of scholarly disciplines resulting in a lack of consensus regarding 

key findings and implications. We conduct the first interdisciplinary literature review 

that systematically characterises the intellectual state and development of Intelligent 

Automation technologies in the knowledge and service sectors. Based on this review, we 

provide three significant contributions. First, we conceptualise Intelligent Automation 

and its associated technologies. Second, we provide a business value-based model of 

Intelligent Automation for knowledge and service work and identify twelve research 

gaps that hinder a complete understanding of the business value realisation process. 

Third, we provide a research agenda to address these gaps. 
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The Strategic Impacts of Intelligent Automation for Knowledge and 

Service Work: An Interdisciplinary Review 

Introduction 

Analysts and commentators have forecast mass unemployment from the automation of 

a wide range of job roles that involve predictable, repetitive work (Grace et al., 2018; 

Makridakis, 2017). The McKinsey Global Institute has claimed that 60% of jobs could become 

30% automated by the early 2020s (Chui et al., 2016), while Frey and Osborne (2017) argue 

that automation could eliminate 47% of jobs in the United States economy by 2033. 

Researchers also predict that Artificial Intelligence (AI) will outperform humans in many 

activities in the next ten years (Grace et al., 2018), thereby becoming a practical alternative to 

human labour (Makridakis, 2017). These claims are based on a recent step change in the 

technological advance of AI. AI is the broad suite of technologies that can match or surpass 

human capabilities, particularly those involving cognition such as learning and problem solving 

(DeCanio, 2016). Applications of AI are wide-ranging and include knowledge reasoning, 

machine learning, natural language processing, computer vision, and robotics. For clarity, we 

use the term AI to refer to all these technologies. 

Advances in AI and its sub-fields have enabled the development of a new form of 

automation that we describe as Intelligent Automation1 (the application of AI in ways that can 

learn, adapt and improve over time to automate tasks that were formally undertaken by a 

human). Frey and Osborne (2017) observe that algorithms are being developed that would 

allow cognitive tasks to be automated. They also state that the application of AI in mobile 

robotics has extended the opportunity for automation of manual tasks. Cognitive and manual 

 

1 We use the term Intelligent Automation throughout this paper, rather than the abbreviation IA, to 

avoid confusion with AI. 
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tasks are commonly found in knowledge and service work (Davenport and Kirby, 2016a). 

Knowledge work is defined as work which is intellectual, creative, and non-routine, and which 

involves the utilisation and creation of knowledge (Hislop et al., 2018). Knowledge work 

includes work in a wide range of professional areas, such as information and communication, 

consulting, pharmacology, and education (Kuusisto and Meyer, 2003). Service work can be 

defined as the process of using one's resources (e.g., knowledge) for someone's (self or other) 

benefit (Barrett et al., 2015). It includes jobs as diverse as working in retail, security, office 

cleaning, and more knowledge-intensive work such as consulting. Our definition of service 

work thus includes (white-collar) office and administrative work.  

Until recently, knowledge and service work tasks have been considered too difficult to 

automate because they require a high degree of cognitive flexibility and physical adaptability 

(Davenport and Kirby, 2016b). However, the scope and capability of AI has recently expanded 

and is likely to continue to grow (Brynjolfsson and McAfee, 2016). For example, applications 

of AI are predicted to significantly reduce the need for humans to translate languages (by 2024), 

drive a truck (by 2027), work in retail (by 2031), and work as surgeons (by 2053) (Grace et al., 

2018). Frey and Osborne (2017) predict that most office and administrative support work, as 

well as a substantial proportion of service work in the US, is likely to be automated. In which 

case, the advance of AI will create dramatic changes to the supply of knowledge and service 

work (Loebbecke and Picot, 2015). It is this impact on knowledge and service work that sets 

this change apart from previous technological revolutions, such as the industrialisation of 

factory work in the 19th century, or the adoption of transactional computers for administrative 

and service work in the late 20th century (Davenport and Kirby, 2016b). This review focuses 

on knowledge and service work to examine the transformational effects of Intelligent 

Automation in sectors that have previously been relatively untouched by automation compared 

to other industries, such as manufacturing (Brynjolfsson and McAfee, 2011). 
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The transformation of knowledge and service work presents organisations with a new 

strategic opportunity to increase business value. Recent advances in AI could enable 

organisations to create new business value opportunities through the application of Intelligent 

Automation to middle-income cognitive jobs (Manyika et al., 2017).  Alternatively, 

organisations may opt to substitute new AI capital for high-skilled labour or choose to reassign 

high-skilled workers to focus more exclusively on the most complex, non-routine cognitive 

tasks (Davenport and Kirby, 2016a). However, there is considerable disagreement regarding 

the possible impacts of AI on knowledge and service work. Makridakis (2017) identified four 

contrasting perspectives: optimists that predict a utopian future of AI (e.g., Kurzweil, 2005); 

pessimists that predict a dystopian future where AI reduces humans to a second rate status (e.g., 

Bostrom, 2014); pragmatists that predict AI will augment human skills (e.g., Markoff, 2016); 

and doubters that predict that AI will never be able to replicate human intelligence (e.g., Jankel, 

2015). This lack of consensus means that there is little coherent guidance regarding the new 

strategies that need to be developed to realise business value from Intelligent Automation. 

Thus, there is a pressing need for research that examines the latest advances in AI and considers 

their impact on the application of Intelligent Automation for business value.  

A valuable source of guidance for strategic perspectives on Intelligent Automation is 

current academic knowledge. Numerous studies, many employing sound rigorous methods, 

consider the potential impacts of AI on work. However, these contributions are situated in a 

wide range of scholarly disciplines that draw on contrasting research paradigms, theories, 

methods, and perspectives, resulting in a lack of consensus regarding critical findings and 

implications. Operating at the intersection of many scholarly disciplines, considering both 

social and technical aspects, IS researchers are well placed to assemble a cohesive 

understanding of this emerging research challenge. Thus, this paper aims to inform researchers 
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of the current state (state of the art) of research relating to the application of Intelligent 

Automation for knowledge and service work.  

 To assist the IS research community in navigating this complex domain, this paper 

provides a scoping review of existing academic literature (Paré et al., 2015). Scoping reviews 

focus on breadth rather than depth of coverage in the literature. They describe and summarise 

the size and nature of the literature on a particular topic and allow researchers to identify 

research gaps in the extant literature (see, for example, Smith et al., 2011).  The advantage of 

this approach is to offer a comprehensive view of the research landscape. This review explores 

the potential impacts of Intelligent Automation through the classification of AI research related 

to knowledge and service work published between January 2011 and December 2017. We 

focused our review on knowledge and service work for two reasons. First, the most significant 

developments associated with the work-related use of AI have been in occupations that have 

hitherto made little use of them, such as the knowledge and service industries (Brynjolfsson 

and McAfee, 2011; Loebbecke and Picot, 2015). Second, the late 20th century and the start of 

this century has witnessed a significant growth of employment in knowledge and service work, 

and a decline in jobs in manufacturing sectors in advanced economies (Castells, 1998; Hislop 

et al., 2018). To provide a business value perspective, we utilised the strategic IS business value 

literature to guide our review (Schryen, 2013). We address the salient features of the Intelligent 

Automation field regarding the generation of business value from knowledge and service work 

that will serve as a roadmap for future research.  

Our review provides three important contributions to the literature. First, we 

conceptualise Intelligent Automation and review the technologies that enable it. This 

conceptualisation is essential because academic and media articles are characterised by 

inconsistent use of terminology regarding the automation of knowledge and service work. 

Second, based on our review of the literature, we present a business value-based model of 
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Intelligent Automation for knowledge and service work and identify twelve crucial research 

gaps that hinder a complete understanding of the business value process. Third, we provide a 

research agenda to address these research gaps. These contributions respond to calls to 

synthesise the current state of academic knowledge across multiple disciplines regarding 

automation of knowledge and service work (Loebbecke and Picot, 2015; Newell and Marabelli, 

2015).  

The remainder of this paper is structured as follows. In the following section, we define 

Intelligent Automation and discuss the technologies that enable it. We then briefly discuss the 

IS business value literature that guided our review framework and analysis. After explaining 

the method for our interdisciplinary scoping review, we adopt a business value perspective to 

present our findings. Based on our analysis, we then offer a business value-based model of 

Intelligent Automation for knowledge and service work, critically discuss critical research 

gaps, and provide an agenda for future research.  

Conceptualising Intelligent Automation for Knowledge and Service Work 

In this section, we discuss our definition of Intelligent Automation and the technologies 

that enable it. 

Scholars have proposed a variety of terms to describe the application of computer 

technologies to automate work tasks. Some of the most commonly applied terms include 

computerisation, virtualisation, and automation. Computerisation has been used by economists 

to describe the substitution of human labour by computers to complete tasks since the computer 

revolution of the 20th century (Autor et al., 2003). Frey and Osborne (2017: p254) extend the 

definition to include the latest technological advances in AI describing computerisation as the 

“automation of jobs by means of computer-controlled equipment such as machine learning and 

mobile robotics”. By contrast, McAfee and Brynjolfsson (2017) use ‘virtualisation’ to describe 

transactions and interactions that used to take place between people in the physical world that 
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are now completed via digital interfaces. For example, the Eatsa restaurant allows a customer 

to order and receive a meal without having to speak or interact with a human. Thus, this 

transaction may be considered to have become ‘virtualised’ (McAfee and Brynjolfsson, 2017). 

Automation is an established term from Ergonomics and Human Computer Interaction 

research. Automation has been defined as “the execution by a machine agent (usually a 

computer) of a function that was previously carried out by a human” (Parasuraman, 1997: 

p231).  Davenport and Kirby (2016b) have chosen ‘automation’ as the term to describe the use 

of AI as a substitute for knowledge and service workers. They argue that it is the application 

of AI to automate knowledge and service tasks that set the current transformation apart from 

‘traditional’ automation of repetitive, manual tasks in sectors such as manufacturing.  

However, all these terms struggle to fully encompass the recent step change in 

intelligent technology advancements and the new opportunities for replacing human labour in 

knowledge and service work. Computerisation has the merit of being an established term in the 

economics literature, but it fails to capture, in our view, the transformational aspect of recent 

advances in AI. Virtualisation presents a more future-focused image of computing, but it is a 

term widely used in the Computer Science literature for a different phenomenon, about virtual 

(rather than actual) versions of computer resources (Ali and Meghanathan, 2011). Thus, the 

use of 'virtualisation' to describe the substitution of human work by AI is likely to confuse with 

established research terminology. Finally, although automation is an established concept and 

reflects the replacement of humans by machines, referring to computers automating work does 

not encapsulate the radical transformation of work that AI may enable. What differentiates 

automation in the 21st century with automation in the 20th century is the use of computer 

technologies that may be described as ‘intelligent’ (Davenport and Kirby, 2015). The latest 

advances in AI are demonstrating striking abilities to learn and improve, adapting and 

increasing performance over time through exposure to greater amounts of data or increasing 
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experience of attempting to complete a task (Brynjolfsson and McAfee, 2016). While these 

advances do not equate to human levels of intelligence (Aleksander, 2017), they are 

demonstrating new cognitive capabilities that can substitute for humans in some knowledge 

and service work tasks (Davenport and Kirby, 2015). Thus, we define Intelligent Automation 

as the use of technologies, (e.g., AI and its sub-fields), to replace human capabilities, 

particularly those involving cognition such as learning and problem solving, for the execution 

of work tasks that were previously carried out by a human. Intelligent automation differs from 

previous forms of automation in that AI machines can learn, adapt and improve over time. In 

the following section, we define the technologies that enable the Intelligent Automation of 

knowledge and service work. 

Technologies for Intelligent Automation 

Research in AI has been undertaken since the 1970s with early developments in 

decision support systems (DSS) and expert systems (ES) (El-Najdawi and Stylianou, 1993). 

However, in recent years, game-changing progress has been made in addressing some of the 

fundamental challenges of the AI discipline. Advances have been made in Natural Language 

Processing, Machine Learning, and Computer Vision (Brynjolfsson and McAfee, 2016). The 

rapid growth in the availability and accessibility of big data combined with vast computing 

power, readily available through the cloud, have aided these developments (Davenport and 

Kirby, 2016b). These recent advances in AI are creating a new generation of systems that are 

distinct from the early DSS and knowledge-based systems in three respects.  

• First, the old systems could not automatically learn and improve their methods and 

results and were reliant on human programmers to make adjustments. 

• Second, the old systems functioned as assistants or advisors to human professionals 

providing recommendations or advice, but they required a human worker to apply the 

decision.  
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• Third, while these systems were designed to help managers with repetitive decisions 

and complex unstructured problems, they were not designed to remove cognitive tasks 

from the workload of the human.  

Thus, although the recent advances in AI may be considered a further evolution and 

extension of the original AI field, their widespread adoption in organisations presents a 

fundamentally different landscape to what came before. Table 1 summarises these early AI 

applications and their limitations.  

Table 1: Early Applications of AI and Associated Limitations. 

Application Description Limitations 

Decision Support 

System (DSS) 

A set of tools utilising models 

and or analytic techniques to 

assist managers in their 

decision-making (El-Najdawi 

and Stylianou, 1993). 

It contains the knowledge of human 

experts in solving particular problems 

but is not able to automatically enhance 

that knowledge based on the experience 

of results without human intervention. 

System designed to support, and not 

replace, humans (Mallach, 2000). 

Expert Systems 

(ES) 

Systems designed to capture the 

knowledge of human experts in 

a narrow problem domain, and 

help solve problems (El-

Najdawi and Stylianou, 1993). 

Aimed to achieve the flexibility to 

remove experts from repetitive decisions 

but not to replace human counterparts 

(El-Najdawi and Stylianou, 1993; Ye and 

Johnson, 1995). 

Knowledge 

Management 

Systems (KMS) 

Support the creation, transfer, 

and application of knowledge in 

an organisation (Alavi and 

Leidner, 2001). 

Provides professionals with a support 

tool to find organisational knowledge to 

solve business problems or locate the 

relevant internal expertise, but do not 

implement decisions (Alavi and Leidner, 

2001). 

Recommendation 

Agent (RA) 

Software agents that capture the 

preferences of customers and 

make recommendations based 

on these preferences (Xiao and 

Benbasat, 2007). 

A human is still required to review the 

recommendations presented by an RA 

and decide which recommendation to 

apply (Alavi and Leidner, 2001; Xiao 

and Benbasat, 2007). 

 

To investigate the application of Intelligent Automation for knowledge and service 

work we were guided by the highly cited work of Frey and Osborne (2017)2. In their study of 

 
2 Frey and Osborne originally published their study as an Oxford Martin Programme on Technology 

and Employment working paper in 2013 https://www.oxfordmartin.ox.ac.uk/publications/the-
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how susceptible jobs in the US labour market were to computerisation Frey and Osborne (2017) 

focused on Machine Learning (ML) and related fields including data mining and machine 

vision, as well as sub-fields of AI that were related to cognitive task automation. They also 

focused on the application of ML in mobile robotics to consider the automation of manual 

tasks. ML refers to the ability of a computer to automatically refine its methods and improve 

results as it receives more data (Brynjolfsson and McAfee, 2016). Frey and Osborne's (2017) 

study indicates that the recent developments in ML are likely to have significant impacts on 

knowledge and service work. Consequently, we focused our literature review on the same 

technologies that Frey and Osborne (2017) used in their study. We discuss some of the potential 

impacts on knowledge and service work below. 

Advances in ML are enabling the development of algorithms that allow cognitive tasks 

found in knowledge and service work, to be automated (Frey and Osborne, 2017). Frey and 

Osborne (2017) emphasise the importance of advances in ML that develop algorithms that 

mimic human cognitive functioning. Therefore, ML advances are critical, as once progress has 

been made regarding machines’ ability to build on their knowledge for decision making, real-

world applications of automated decision making are likely to follow (Davenport and Kirby, 

2016a). For example, ML algorithms are enabling the automation of cognitive tasks such as 

medical imaging analysis (Lee et al., 2017), or auditing tasks such as identifying accounting 

anomalies in unusually high sales figures (Kokina and Davenport, 2017).  

Combining ML technologies with mobile robotics enables the automation of manual 

tasks (Frey and Osborne, 2017). There are many definitions of robotics, and the term is not 

clearly defined (Dautenhahn, 2013). You and Robert (2018) observe that there is agreement 

among scholars that embodiment and the representation of embodied behaviours are 

 
future-of-employment/. The study was published in Technological Forecasting and Social 

Change in 2017.   
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characteristics that differentiate robots from other technologies. Thus, we decided to adopt the 

definition of robots proposed by You and Robert (2018: p377) as “technologies with both 

virtual and physical embodied actions”.  Mobile robots are being used in various ways in the 

knowledge and service sectors. For example, mobile service robots can complete a physical 

task, such as scrubbing, cleaning, sorting and packaging instruments (Chen, 2013), pouring a 

liquid for a human (Xu et al., 2013), or serving meals in a restaurant (Yu et al., 2012). These 

robots may operate autonomously without the need for specific human guidance or 

intervention. Mobile robots may also enable humans to complete physical tasks more 

efficiently, achieving higher levels of accuracy and performance than would have been possible 

relying on human physical capabilities alone, such as robot-assisted surgery (Zaghloul and 

Mahmoud, 2016).  

Moreover, some robots achieve human-machine interactions that resemble 

communication between humans and are referred to as “social robots” (Torras, 2015). Social 

robots may interact with older adults or clinical patients and even act as support teachers and 

nannies (e.g., Calo et al., 2011; Torras, 2015). In this paper, we included studies of any robot 

type (as well as applications of AI or ML) if they were associated with some aspect of 

knowledge or service work.   

IS Business Value 

The delivery of value from IS investments remains a critical strategic issue for 

organisations. IS business value is defined as "the impact of investments, in particular, IS assets 

on the multidimensional performance and capabilities of economic entities at various levels, 

complemented by the ultimate meaning of performance in the economic environment" 

(Schryen, 2013: p141). The importance of business value has led to considerable research 

interest with much of it presenting empirical evidence supporting the operational and strategic 

relevance of IS (Schryen, 2013).  
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One outcome of this research has been the creation of several IS business value models. 

Four models that have been particularly prominent in the IS literature are, 1) IT and Economic 

Performance Framework (Dedrick et al., 2003); 2) Benefits of IT Investments Framework 

(Dehning and Richardson, 2002); 3) IT Business Value Model (Melville et al., 2004); and 4) 

Process Model of IT Business Value (Soh and Markus, 1995). Schryen (2013) reviewed these 

models and demonstrated that they shared common insights. These insights included the 

recognition that IS investment impacts could be assessed across several performance measures 

(e.g., business process performance, firm market performance, firm accounting performance); 

that improvements in business processes and firm performance are influenced by contextual 

factors (e.g., firm, industry or country factors); that IS investments and assets can be classified 

in different forms (e.g., hardware/software, human IS resources, or IS management 

capabilities); and that lag effects need to be accounted for when assessing the impact of IS 

investments.  

Drawing on these common insights, Schryen (2013) combined these models to produce 

a new synthesised model of IS business value. This synthesised model provides a hybrid 

perspective combining their most useful qualities. Consequently, we decided to use Schryen's 

(2013) synthesised model of IS business value as a framework to structure our literature 

analysis, which means that the review foregrounds an IS business value perspective in its 

assessment of the literature.  

Literature Review 

To understand the size and nature of the literature regarding the strategic impacts of 

Intelligent Automation for knowledge and service work, we undertook a scoping review of the 

literature (Paré et al., 2015). Responding to several calls for research that goes beyond the 

boundaries of individual academic disciplines (Loebbecke and Picot, 2015; Newell and 

Marabelli, 2015), we aimed to focus on breadth rather than depth of literature coverage and in 
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so doing identify research gaps in the extant literature. Schryen's (2013) synthesised model of 

IS business value indicates that to understand the process of realising business value, four broad 

elements need to be investigated:  

1) IS investment types (e.g., infrastructure and business applications) and 

complementary non-IS investments (e.g., organisational structure, policies and rules, 

workplace practices);  

2) Business process performance (e.g., measures of customer service, flexibility, 

information sharing) and organisational performance (e.g., measures of productivity, 

efficiency, profitability);  

3) Context/environmental factors (e.g., industry competitiveness, level of development, 

population growth rate);  

4) Lag effects (e.g., the delay of IS investment effects by years).  

 Schryen (2013) does not provide detailed definitions for all the terms in his synthesised 

model. Consequently, we referred to one of the four underpinning IS business value models 

(IT Business Value Model, Melville et al., 2004) to define the key terms for our review 

framework. These key terms and their definitions are summarised in Table 2. 
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Table 2: Definition of Key Terms Used in Literature Review Framework (adapted from 

Melville et al., 2004; Schryen, 2013) 

Research Question Key terms Definition  

1) What Intelligent 

Automation investments 

and non-Intelligent 

Automation investments 

have been studied?   

Intelligent 

automation 

investments 

 

 

Non-Intelligent 

Automation 

investments 

Technologies such as AI and its sub-fields that can 

replace human capabilities, particularly those 

involving cognition, for the execution of work 

tasks that were previously carried out by a human. 

 

Organisational investments complementary to 

Intelligent Automation, e.g. non-IA physical 

resources, non-IA human resources, organisational 

structure, policies and rules, workplace practices. 

2) How have Intelligent 

Automation investments 

influenced business 

process performance or 

organisational 

performance? 

Business 

processes 

Activities that underly value-generating processes 

(transforming inputs to outputs), e.g., inbound 

logistics, manufacturing, sales, distribution, 

customer service. 

Business 

process 

performance 

Operational efficiency of specific business 

processes, measures of which include customer 

service, flexibility, information sharing, and 

inventory management. 

Firm/ 

organisational 

performance 

Overall firm performance, including productivity, 

efficiency, profitability, market value, competitive 

advantage. 

3) How have contextual 

factors influenced 

Intelligent Automation 

enabled business process 

performance or 

organisational 

performance? 

Contextual 

factors 

 

 

 

 

 

 

 

Factors shaping the way in which Intelligent 

Automation is applied within the focal firm to 

generate business value, including 

competitiveness, regulation, and/or industry or 

country factors shaping Intelligent Automation 

application and Intelligent Automation enabled 

business value generation, including the level of 

development, basic infrastructure, education, 

research and development investment, population 

growth rate, culture, etc. 

4) How have lag effects 

influenced Intelligent 

Automation enabled 

business process 

performance or 

organisational 

performance? 

Lag effects Period that may be several years. 

 

When reviewing our sample literature, we used four research questions to structure our 

review framework: 1) What Intelligent Automation investments and non-Intelligent 

Automation investments have been studied?  2) How have Intelligent Automation investments 
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influenced business process performance or organisational performance? 3) How have 

contextual factors influenced Intelligent Automation enabled business process performance or 

organisational performance? 4) How have lag effects influenced Intelligent Automation 

enabled business process performance or organisational performance? Figure 1 presents the 

research framework we adopted with the associated research questions. 

Figure 1: Framework for Intelligent Automation Literature Analysis (based on Schryen, 2013) 

 

 

 

 

 

 

 

 

Note: IA = Intelligent Automation 

We followed the three-stage approach for undertaking the literature review advocated 

by Webster and Watson (2002). First, we selected four bibliographical databases (Scopus; 

Business Source Complete, PsycINFO and Web of Science) that between them encompass the 

academic literature in the fields of science, technology, medicine, social sciences, and arts and 

humanities, all disciplines of business, and interdisciplinary research in the behavioural and 

social sciences. These databases also index the AIS basket of eight journals. We developed two 

categories of search terms for interrogating the databases. The first category concerned terms 

related to Intelligent Automation and associated technologies such as “automation”, “artificial 

intelligence”, “machine learning”, “cognitive computing”, “smart machines”, “mobile robots” 

and “robot”. The second category included search terms that were related to the effects or 

 
IA Investments 

+ 
Non-IA 

Investments 
(RQ1) 

(RQ2) 

 

Contextual Factors 

Performance 

Business Process 

Performance 

Organisational 
Performance 

(RQ3) 

(RQ4) 

Lag Effects 
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impacts of these technologies and included “innovation”, “business value”, “productivity”, 

“employment”, “ethics”, “social impact” as well as “knowledge work” and “service work”. 

Within the four databases, search combinations were performed where each search combined 

a technology search term with an impact term using truncation and wildcards. 

Paré et al. (2015) state that for scoping reviews, inclusion and exclusion criteria must 

be established to help researchers eliminate studies that do not address the initial research 

questions. The initial inclusion criteria for our review were peer-reviewed articles and 

conference papers published in English from January 2011 – December 2017 that had full text 

available. We chose to focus our attention on published research in the last six years for one 

primary reason. The significant growth in awareness regarding the impact of Intelligent 

Automation on knowledge and service work can be arguably traced back to significant 

contributions in 2011 from Brynjolfsson and McAfee (2011) and Acemoglu and Autor (2011). 

This year range is also the norm for this type of scoping study (Zheng and Lee, 2016). 

These searches identified a total of 1581 articles and conference papers from all 

disciplines. The titles and abstracts were reviewed for each source to see whether they should 

be included. Items were excluded if they were purely technical papers concerned with 

engineering and design issues related to the technologies examined, or they were not focussed 

on the application of the selected technologies in the context of knowledge and service work. 

Duplicate sources were also identified and removed. This filtering process produced 136 

sources for review and coding. Second, a backward search was conducted via the reference 

lists of these 136 sources. Third, we used Web of Science to perform a forward search to 

identify sources that cited key articles identified from the initial search. These two steps 

produced a further 83 sources for inclusion. Thus, the total number of sources identified for 

review and in-depth coding was 219.   



19 

The sources were coded according to the four research questions, plus immediate 

context3, level of analysis, and reference discipline. The main research finding of the paper was 

used as the primary basis for research question coding. Papers that provided substantive 

findings related to more than one research question were coded to all relevant research 

questions.  After completing the coding and review, an additional 35 sources were removed 

from the sample. These sources included working papers, trade professional or newspaper 

articles (15 sources), sources that referred to technologies that were not of direct interest to this 

study, for example, crowdsourcing and virtual reality (16 sources) or sources whose origin was 

unclear, not peer-reviewed or only comprised of an abstract (4 sources). The resulting sample 

of 184 coded journal and conference papers are listed in Appendices A and B. 

Findings 

In this section, we discuss the findings of our analysis of the literature concerning our 

four research questions. 

What Intelligent Automation Investments and Non-Intelligent Automation 

Investments Have Been Studied? 

Research on Intelligent Automation for knowledge and service work tends to present 

new artefacts or technological solutions that are designed to improve on human limitations in 

information processing for completing cognitive or manual tasks. Information processing 

comprises four stages (a) information acquisition, (b) information analysis, (c) decision 

making, and (d) action (Parasuraman, Sheridan, & Wickens, 2000). Two interconnected 

 
3 For this study, we only consider the immediate context where the study is conducted, i.e. the 

organisation, industry or sector. For studies that were proof of concept or experiments, we 

recorded the context for where the Intelligent Automation was intended to be applied, e.g., an 

ML experiment to identify genes associated with Alzheimer's disease was classified as the 

healthcare context. 
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streams of research have driven these improvements: advances in AI and developments in 

mobile robotics.  

Much of the literature in our sample focused on using AI in the first two information-

processing stages (a and b). For example, scholars have developed AI systems to automate 

clinical report writing (Ye, 2015) and a non-disease-specific AI system for the development of 

complex care plans (Bennett and Hauser, 2013). Anomaly intrusion detection systems have 

been developed to improve cyber security (Enache et al., 2015) as well as an automated forensic 

examiner that can be used to sort and identify relevant artefacts of cybercrime (Fahdi, 2013). 

Broussard (2015) describes the development of intelligence-based software system prototypes 

for data sorting and identification of investigative storytelling opportunities for public affairs 

reporting. These research findings show that Intelligent Automation can provide new 

information processing capabilities to organisations, managing large volumes of data that are 

overwhelming to humans. They are also capable of adjusting and adapting internal models as 

new data becomes available to provide results that are increasingly consistent with past data 

(Tarafdar et al., 2017). 

Although less prevalent, scholars have also made progress in developing Intelligent 

Automation technologies to optimise decision-making and action. For example, scholars have 

developed new AI-enabled applications to predict the likelihood of outcomes, such as 

bankruptcy (Chaudhuri and De, 2011), flooding (Sayers et al., 2014), or improving stock 

market timing and portfolio creation (Hilovská and Koncz, 2012). ML-enabled mobile robots 

are capable of making sorting decisions and packaging objects (Chen, 2013); navigating a 

restaurant and picking up plates (Yu et al., 2012) or giving directions in a shopping mall (Brscic 

et al., 2017). These studies show how some tasks that formerly required human intervention 

are being automated. However, it was notable in these studies that robots were positioned as 

supporting rather than substituting for the worker. For example, a mobile robot can pick up 
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plates in a restaurant, but a human is still required to clean and reset the table (Yu et al., 2012). 

Similarly, new mandatory auditing procedures might be automated, but a human is still needed 

to check and sign off the audit (Sutton et al., 2016; Kokina and Davenport, 2017). Thus, it is 

essential to consider Intelligent Automation at the level of tasks, rather than jobs per se when 

attempting to predict the implications for technologically driven 

unemployment/underemployment.  

The level of Intelligent Automation may also vary for different tasks. For example, 

fully autonomous mobile robots have been equipped with environmental sensors to collect 

environmental data in warehouse environments (Russo et al., 2016), complete cleaning tasks 

in elderly care environments (Nielsen et al., 2016) or adapted to be able to navigate their way 

around an environment without collisions with objects or other robots (Dewi et al., 2014). In 

each case, these mobile robots can complete their assigned tasks without the need for any 

human supervision. By contrast, Calo et al. (2011) describe the use of the Paro animalistic 

robot that mimics the behaviour of a seal to help with care for elderly dementia patients. Paro 

responds when people interact with it via talk or touch. Although Paro can react to humans 

automatically, a health or social care professional is still needed to decide when to give the 

robot to the patient, the duration of the patient's interaction with the robot, and to supervise the 

interaction. Thus, while the robot operates autonomously, a human is necessary for robot 

deployment and supervision. The humanoid child robot Kaspar illustrates a further level of 

automation. Kaspar has been designed for interactions with children with Autism Spectrum 

Disorders (ASD). Wood et al. (2013) report that during interviews, children with ASD found 

it easier to interact with Kaspar, compared to a human interviewer, because the robot was more 

predictable and offered fewer complex cues to interpret. Kaspar was operated remotely by a 

healthcare professional using a ‘Wizard of Oz’ style of control, so the robot appeared to behave 

autonomously. In this example, the robot required healthcare workers to operate the robot and 
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also monitor and supervise the interaction between the child and the robot (Bekele et al., 2013; 

Wood et al., 2013). Therefore, it appears that the level of Intelligent Automation may vary for 

different tasks, ranging from no automation, the worker does everything, to full automation 

where the worker is no longer needed (Sheridan and Parasuraman, 2005).  

These studies also indicate that for the successful deployment of Intelligent 

Automation, human work roles may need to be redesigned or created. Human workers may be 

required to perform new tasks such as supervising, collaborating, controlling, or rectifying 

malfunctions in AI applications.  These new or re-designed roles may result in role expansion 

or job deskilling. For example, the implementation of an automated dispensing system enabled 

the expansion of the pharmacy technicians’ role to ward-based dispensing and discharge 

services, but also made the technicians feel like production-line workers rather than skilled 

dispensers (James et al., 2013). Further, when redesigning the task, developers need to consider 

whether the work task is solely to perform the required function (e.g., serving food to a 

handicapped person) or requires a more holistic perspective that connects to other ‘work’ (e.g., 

that the service employee ‘notices’ that the person with a disability is experiencing acute health 

problems). A care robot may be able to perform both functions but must be designed to be able 

to undertake these tasks (Fischer, 2012). Thus, the redesign or creation of Intelligent 

Automation work tasks should consider two perspectives: the tasks to be processed and the 

functions the Intelligent Automation should perform (task-orientated perspective), and whether 

this is a desirable organisation of work to deliver the required performance results, for example, 

in relation to service quality and profitability (organisation of societal work perspective) 

(Fischer, 2012).  

A small number of studies highlighted some of the related technical skills needed by 

human workers for the application of Intelligent Automation. For example, surgeons initially 

undergo a steep learning curve to perform robot-assisted surgery (Sananès et al., 2011). 



23 

However, it has been found that once surgeons have experience of using robot surgery and 

conducting particular types of operation, they can extend their skills to related surgical 

procedures relatively easily (Semerjian and Pavlovich, 2017). One study also reviewed the role 

of nurses as part of the robot-assisted surgical team, reporting that these nurses were required 

to obtain a high level of professional knowledge alongside expertise in robotic technology to 

manage robotic malfunctions (Raheem et al., 2017). These studies highlight the need for human 

workers to have complementary technical skills for the Intelligent Automation of some work 

activities. 

How Have Intelligent Automation Investments Influenced Business Process 

Performance or Organisational Performance?  

The literature reviewed suggests that the application of Intelligent Automation can 

deliver improvements in business process performance. Bogue (2011) reports that the use of 

robots in science labs can reduce labour, provide greater precision, reduce risks to human 

operators, eliminate sample contamination, and complete tasks more quickly compared to 

human manual processes.  Ye (2015) reports on the development of a secretary-mimicking AI 

system claiming that pathologists can save time via automating routine secretarial work. 

Similar claims have been made for the Intelligent Automation of sales work (Holloway et al., 

2013), forensic work, where AI-enabled data mining technologies can be used to analyse social 

media (Baggili and Breitinger, 2015), and public affairs reporting (Broussard, 2015). These 

studies suggest that Intelligent Automation can have a positive influence on business process 

performance. 

Improvements in business process performance can be achieved either through full 

automation of processes or augmenting human capabilities. For example, Robotic Process 

Automation (RPA) automates routine administrative tasks. It eliminates the need for people to 

undertake routine data entry work, which has widespread business relevance, e.g., validating 
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the sale of insurance premiums, generating utility bills, creating news stories, paying healthcare 

insurance claims, and keeping employee records up to date (Lacity and Willcocks, 2016b). 

Lacity and Willcocks (2016a) report a case study of the RPA implementation experiences of 

Telefónica O2. The company automated 15 processes using 160 RPA robots4 Providing a 600-

800% return on investment over three years and reported labour reductions or re-deployments 

of full-time employees (FTE) in the ‘hundreds’. The duration of some processes were described 

as being reduced from days to minutes and follow up calls to customers had fallen by 80% 

compared to previous levels. In another case study of Xchanging, a London-based business 

process and technology services provider, it was reported that the application of RPA to 

validate the sale of 500 insurance policies reduced the process from several days to about 30 

minutes (Lacity and Willcocks, 2016b). By 2016, Xchanging had automated 14 processes using 

27 RPA robots, saving an average of 30% on each process. In both cases, it was implied that 

the business process performance improvements had contributed to overall organisational 

performance improvement, but this link was not studied directly. The studies suggest that 

organisations that are keen to adopt full Intelligent Automation for work tasks are likely to 

prioritise internal cost-saving and productivity improvements, thereby following an efficiency 

strategy to deliver business value (Melville et al., 2004).  

Process performance improvements have also been reported when Intelligent 

Automation and human capabilities have been combined to perform complex tasks such as 

robot-assisted surgery. The use of a surgical robot enables the human surgeon to complete 

surgical operation procedures to higher levels of precision using less invasive methods than 

would have been possible without the robot's assistance leading to better patient recovery times. 

For example, when compared to open surgery, robot-assisted radical cystectomy combined 

 
4. An RPA ‘robot’ is a software solution and not a physical robot. An RPA robot is the equivalent of 

one software license (Lacity and Willcocks, 2016a).   
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with an enhanced recovery process reduced surgical morbidity and length of stay (Collins et 

al., 2016). Similarly, a study of robotic colorectal surgery found that a length of bowel around 

the tumour could be removed more safely with reduced blood loss (Zaghloul and Mahmoud, 

2016). A study reporting the development of autonomous robot-assisted mastoidectomy (a 

surgical procedure that removes diseased mastoid air cells located in the skull) found that 96% 

of the targeted bone could be removed without damage to critical structures (Danilchenko et 

al., 2011). These studies of Intelligent Automation suggest that organisations that augment 

human capabilities, rather than fully automate tasks, thereby prioritising service quality 

improvements, are more likely to adopt an effectiveness strategy to deliver business value 

(Melville et al., 2004).  

Many of the performance improvements reported in the literature are achieved by 

combining the technical capabilities of Intelligent Automation with the social skills of human 

workers in hybrid worker teams (Schwartz et al., 2016). Thus, where the human worker 

continues to contribute to the work task, the performance of the human, as well as the 

Intelligent Automation technology, may influence business process performance. Several 

studies have explored the role of humans working alongside automated business processes and 

the impact on the performance of the human and report mixed results. For example, in the 

transport sector, Balfe et al. (2015) report on an experiment to compare increasing levels of 

Intelligent Automation in rail signalling. They found that human rail signalling performance 

was most consistent during the highest level of automation and that human operators perceived 

their workload to have reduced. Reporting on an air traffic control experiment and trial, van de 

Merwe et al. (2012) found that automation enabled air traffic controllers to achieve more 

accurate air traffic delivery. They also found that some air traffic controllers reported reduced 

levels of physical workload but no reduction of mental workload. By contrast, Dang and Tapus 

(2015) report on an experiment into young people’s attitudes towards the use of robot assistants 
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and the extent to which this affected people's performance and stress levels. While they found 

that people preferred working with robotic support, the use of robotic assistance did not 

improve their performance. Kraan et al.'s (2014) secondary analysis of European survey data 

suggests that a combination of technological pacing of tasks and lack of autonomy of workers 

can increase stress levels.  

Further, Nomura et al.'s (2011) experimental study found that human anxiety levels 

increased when robots behaved in specific ways for those who had pre-existing high levels of 

anxiety and Gombolay et al. (2015) found that when people work with robots, they allocate 

more work to themselves than their robot co-worker. These studies provide evidence to show 

that worker performance may improve or deteriorate when working with Intelligent 

Automation.  Scholars recommend that Intelligent Automation needs to be designed to prevent 

the creation of additional work for the human worker, such as data entry or the monitoring of 

the robot’s work, if reductions in human worker performance is to be avoided (Dang and Tapus, 

2015; Gombolay et al., 2015). 

How Have Contextual Factors Influenced Intelligent Automation Enabled Business 

Process Performance or Organisational Performance?  

The literature suggested several factors could influence whether investments in 

Intelligent Automation for knowledge and service work processes could deliver business value 

in organisational, industry and societal contexts.  

In organisational contexts, human worker’s trust in Intelligent Automation was 

identified by several scholars as necessary for workplace acceptance (Davenport et al., 2012; 

Gilbert et al., 2015; Nielsen et al., 2016). For example, trust in the decisions made by Intelligent 

Automation was reported as necessary for air traffic controllers' willingness to accept increased 

levels of automation in two hypothetical scenarios (Bekier et al., 2011). Trust in Intelligent 

Automation technologies was particularly crucial for situations of conflict between the human 
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worker and Intelligent Automation. If conflict occurs, for example in deciding which action to 

pursue, degradation of business process performance may result due to the human 

concentrating on resolving the conflict, rather than considering alternative forms of action 

(Dehais et al., 2012). In an experiment where French military staff used a robot to identify a 

target, when the human operator encountered a conflict with the robot, (for example, the robot 

reporting it was low on battery and needed to return to base during the critical targeting part of 

the operation), the human operator would overrule the robot and prevent it returning to base. 

The human operator remained focused on completing the task and ignored the low battery 

warning messages (Dehais et al., 2012). Understanding the mechanisms of such ‘conflicts’ are 

important to inform protocols to determine the level of autonomy that should be assigned to 

the Intelligent Automation, and the level of control that should be retained by the human 

worker. These protocols would be essential for safety-critical situations but also business 

process performance in organisations. For example, an insurance company implementing 

automated claims assessment needs to be confident that the error rate for identifying fraudulent 

claims is sufficiently low, in order to minimise the risk of losses and reputational damage from 

incorrect automated decisions.  

In industry contexts, highly regulated sectors such as healthcare may encounter 

challenges in the uptake and application of Intelligent Automation.  For example, there may be 

privacy and security concerns regarding the integration of health related big data from 

individuals’ wearable devices and sensors (Balram et al., 2016). The financial costs of robot-

assisted surgery remain high, and there is a shortage of suitably trained healthcare professionals 

(Sananès et al., 2011) which may prevent some healthcare organisations from investing in these 

areas. Technical errors are also more unacceptable in health contexts with the result that 

technology vendors have avoided developing software systems that enact medical diagnoses 

or treatment recommendations because of fears of legal liability (Dilsizian and Siegel, 2014). 
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However, in other sectors, these factors may not have the same level of significance. For 

example, technical errors may be more tolerable in lower-risk environments such as education 

or finance. However, at present, the literature does not provide a comprehensive picture of 

different sector requirements. 

In societal contexts, the literature discusses the ethical and moral aspects of Intelligent 

Automation applications and responsible and accountable decision-making. For example, the 

development of ‘caring’ machines designed to read emotions and behavioural signals, may 

mean the boundaries between humans and machines become less visible and lead to ‘Turing 

Deceptions’ (i.e. the inability of a human to determine whether or not s(he) is interacting with 

a machine). This confusion could present a significant ethical issue, especially in situations 

involving vulnerable people (such as children, or clinical patients) which may limit the 

application of these technologies (Bryson, 2016). There may also be situations where the 

Intelligent Automation is more ‘ethical’ than humans because it is not swayed by emotions 

(Kinne and Stojanov, 2014) or prejudices. It has been argued that one way to achieve ‘healthy’ 

machine-user interactions may be through the development of Intelligent Automation 

technologies that are transparent in terms of their decision-making processes (Bostrom and 

Yudkowsky, 2011; Bryson, 2016; Kinne and Stojanov, 2014).  

Further, when large numbers of people have been involved in the design and use of 

Intelligent Automation technologies, it may not be obvious where responsibility for Intelligent 

Automation and its actions lie. Scientists and practitioners have argued vigorously about who 

should take responsibility for the (potential) negative consequences of Intelligent Automation 

technologies (Johnson, 2014). One point upon which most scholars agree is that the ultimate 

responsibility should lie with the human stakeholders, i.e., machine designers, manufacturers, 

implementers, and users (Bryson and Winfield, 2017). Social attitudes to these ethical and 

moral issues are likely to be manifested through government policies and regulations that may 
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promote or limit the use of Intelligent Automation technologies in different national contexts. 

Organisations will need to be sensitive to these societal issues to ensure that applying 

Intelligent Automation to knowledge and service work is not at the expense of demonstrating 

high levels of corporate social responsibility. 

How Have Lag Effects Influenced Intelligent Automation Enabled Business Process 

Performance or Organisational Performance? 

A small number of studies considered the speed of advances in Intelligent Automation 

technologies in general terms, with several scholars observing the exponential increase in the 

rate of technological innovations being translated to widespread practical use (e.g., Autor, 

2015; Makridakis, 2017). For example, Danilchenko et al. (2011) observe that it took 10-15 

years for robot-assisted surgery to move from the design and development lab to the operating 

theatre. This lag was due to the time it took to overcome challenges that had to be resolved, 

such as maintenance of sterility, logistics regarding transportation and set-up of the robot, and 

safety constraints. It has been suggested that AI will perform 30% of corporate audits by 2025 

(Kokina and Davenport, 2017) and Frey and Osborne (2017) indicate that jobs most at risk of 

Intelligent Automation could be lost within the next decade.  These studies suggest that there 

may be a lag of between eight to ten years before Intelligent Automation starts to change 

knowledge and service work jobs significantly. 

A further dimension to lag effects is the length of time it takes for the initial investment 

in Intelligent Automation to be translated into improvements in business value. This lag may 

be dependent on the technical infrastructure and complementary workforce skills needed to 

exploit the technology. For example, RPA operates on existing technology platforms and does 

not require developers to have special abilities for it to be deployed (Lacity and Willcocks, 

2016b). By contrast, robot-assisted surgery requires dedicated operating theatres to be created 

and specialist training of clinicians (Sananès et al., 2011). Thus, the lag between initial 
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investment and business value returns may be longer for applications of Intelligent Automation 

that have more complex resource requirements. In general, research in this area is limited, with 

significant gaps in knowledge, and few studies being conducted on these topics. 

Critical Review of the Literature and Future Research Agenda 

We mapped the knowledge areas the reviewed literature covers and the ones that still 

deserve more investigation in Figure 2. In this model, we put forth a business value-based 

perspective of Intelligent Automation for knowledge and service work. In the following 

paragraphs, we critically evaluate the literature related to our four research questions and 

highlight critical gaps in knowledge. We develop an agenda of broad research questions that 

build from the identified gaps. How the research agenda is linked to the four core research 

questions, and gaps identified, is summarised in Table 3, and described below. 

Our first research question investigated the Intelligent Automation investments and 

complementary non-Intelligent Automation investments that have been studied in the 

literature. Research findings reveal that recent advances in Intelligent Automation technologies 

have enabled new capabilities in managing and deriving insights from big data (Tarafdar et al., 

2017). These new capabilities are mainly situated at the job task level, and the level of 

Intelligent Automation may vary for different tasks (e.g., Calo et al., 2011; Russo et al., 2016; 

Wood et al., 2013). Organisations need to consider the precise functionality that is required to 

complete the task, ideally through combining task-orientated and organisation of work 

perspectives (Fischer, 2012) to ensure desired outcomes are achieved from the application of 

Intelligent Automation. In some situations, tasks may be fully automated and require no human 

intervention (e.g. Nielsen et al., 2016). However, in many cases, Intelligent Automation 

involves some level of human worker contribution (e.g., Bekele et al., 2013; Wood et al., 2013). 

This involvement is likely to mean that the job tasks and roles are likely to change, the human 

worker no longer being solely responsible for the completion of the work task but working in 
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collaboration with the Intelligent Automation to complete the work task.  These new work roles 

may require workers to learn new technical and professional skills (e.g., Raheem et al., 2017). 
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Figure 2: A Business Value Model of Intelligent Automation for Knowledge and Service Work 

Notes: IA = Intelligent Automation; LOA = Level of automation  
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Table 3: Research Questions, Gaps, and Agenda for Intelligent Automation Research 

Research questions Gaps in literature  Future research agenda 

What Intelligent 

Automation and non-

Intelligent Automation 

investments have been 

studied? 

GAP 1: Range and type of tasks 

targeted for Intelligent Automation 
• How do organisations determine which tasks are appropriate for Intelligent 

Automation, and what factors shape this decision-making process? 

• How can socially acceptable values be designed into Intelligent Automation to 

enable ethical decision-making, and how should this be tested? 

GAP 2: Level of Intelligent 

Automation implemented 
• How do organisations determine an appropriate level of Intelligent Automation for 

tasks, what factors shape this decision-making process, and how does micro-level 

variation of Intelligent Automation within tasks influence task performance?  

GAP 3: Impact of Intelligent 

Automation on jobs/work 
• How do new configurations of human-Intelligent Automation interactions emerge, 

and what are their impacts on working and organising?  

• What are the positive/negative consequences of these new ways of working in 

organisations? 

• How can organisations ensure Intelligent Automation is an enabler of meaningful 

work? 

GAP 4: Impact of Intelligent 

Automation on worker’s skills 
• How are new forms of expertise, skill requirements, and training emerging to meet 

the demands of using Intelligent Automation? 

• Does the use of Intelligent Automation cause degradation or enhancement of 

human worker skills over time? 

GAP 5: Workers attitudes and 

behaviours in response to the 

implementation of Intelligent 

Automation 

• How do new configurations of human-Intelligent Automation interactions influence 

attitudes and actions towards Intelligent Automation? 

• What are the psychological, emotional, and social aspects of human-Intelligent 

Automation collaboration? 

• What are the design implications for Intelligent Automation technologies for 

effective human-Intelligent Automation collaboration in the workplace? 

How have Intelligent 

Automation investments 

influenced business 

process performance or 

organisational 

performance? 

GAP 6: Linkage of Intelligent 

Automation to organisational 

strategy 

• How do organisations make strategic decisions regarding Intelligent Automation, 

why do they make these decisions, and what are the consequences of these 

decisions over time?  

GAP 7: Impact of Intelligent 

Automation on worker 

performance 

• How and why do new configurations of human-Intelligent Automation interactions 

influence human worker performance?  
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GAP 8: Impact of Intelligent 

Automation on organisational 

performance 

• How and why do investments in Intelligent Automation impact on organisational 

performance? 

How have contextual 

factors influenced 

Intelligent Automation-

enabled business process 

performance or 

organisational 

performance? 

GAP 9: Influence of contextual 

factors on Intelligent Automation 

decision-making 

• How do organisations in different contexts devise policies and procedures for 

combining human judgement with Intelligent Automation decision-making? 

• How do organisations decide where the balance of control lies in situations of 

human-Intelligent Automation conflict, and how do contextual factors influence 

this decision? 

• How do organisations decide whether the human should be retained in the decision-

making loop, and how do contextual factors influence this decision?  

GAP 10: Role of contextual factors 

on design and implementation of 

Intelligent Automation 

• How do contextual factors such as organisation size, industry type, or regulatory 

context shape the way Intelligent Automation technologies are developed and 

implemented? 

GAP 11: Stakeholders responsible 

for consequences of Intelligent 

Automation use 

• How do organisations decide who is responsible for the consequences of Intelligent 

Automation investments, and why? 

• What constitutes a responsible Intelligent Automation system? 

• How can an organisation identify bias in emerging decision-making capabilities of 

Intelligent Automation? 

How have lag effects 

influenced Intelligent 

Automation-enabled 

business process 

performance or 

organisational 

performance? 

GAP 12: Length of time between 

investment in Intelligent 

Automation, and positive return on 

investment 

• What is the return on investment from investments in Intelligent Automation, how 

should such returns be measured, and over what timescale should such investments 

be evaluated? 
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As indicated, the literature contains several significant gaps, which point towards a 

future research agenda. First, it provides limited guidance regarding how organisations 

determine which jobs or tasks are appropriate for Intelligent Automation and the factors that 

shape this decision-making process (GAP 1). The literature indicates that Intelligent 

Automation can be applied to the information processing stages required for a range of 

knowledge and service work tasks.  For example, Intelligent Automation can be used for 

information acquisition, information analysis, decision-making or action implementation (e.g., 

Bennett and Hauser, 2013; Chaudhuri and De, 2011; Fahdi, 2013; Kokina and Davenport, 

2017). However, much of the literature has focused on developing Intelligent Automation 

systems for individual information processing stages, under laboratory conditions (e.g., Enache 

et al., 2015; Ye, 2015). Thus, while this literature confirms that such functionality is possible 

(proof of principle), future research is required to examine how organisations select the jobs or 

tasks for Intelligent Automation and implement these new technical capabilities (design 

application). Further, it will be crucial that socially acceptable values and norms are designed 

into the decision-making capabilities of new applications of Intelligent Automation. Thus, 

research is needed to investigate how engineers, management, and society consider and 

incorporate social values into new Intelligent Automation applications and the associated 

dynamic test protocols necessary to verify whether the Intelligent Automation continues to 

make ethically acceptable decisions over time.  

Second, there are significant limitations in our understanding of how organisations 

decide the level of Intelligent Automation that is implemented (GAP 2).  The literature shows 

that the level of Intelligent Automation applied for each information processing stage of a task 

may vary (Calo et al., 2011; Russo et al., 2016; Wood et al., 2013). How is the level decided 

on? A single task may also bring together high, medium and low levels of Intelligent 

Automation. For example, high levels of Intelligent Automation for information acquisition 
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and analysis, medium levels of Intelligent Automation for decision-making and low levels of 

Intelligent Automation for action implementation (Balfe et al., 2015). Consequently, 

organisations and researchers must consider this potential micro-level variation of Intelligent 

Automation within tasks. Merely describing a task along one continuum (e.g., having high, 

medium or low Intelligent Automation) does not give an appreciation of the different levels of 

automation that may be present within tasks and would not allow an analysis of the impact of 

automation at various stages of decision-making (Balfe et al., 2015). It would be valuable to 

investigate how organisations determine an appropriate level of Intelligent Automation for 

tasks, the factors that shape these decisions, and how micro-level variation of Intelligent 

Automation within tasks may influence task performance.  It would also be essential to explore 

the positive and negative consequences of these new ways of working in organisations, such 

as whether they increase or reduce the level of meaningful work undertaken by human workers. 

Third, there are several gaps concerning how workers are affected by and respond to 

Intelligent Automation. We know little about how human work tasks are redesigned to 

accommodate Intelligent Automation (GAP 3), how the skill requirements of jobs change 

because of this (GAP 4), and how human workers respond to new and redesigned job changes 

(GAP 5). Implementing Intelligent Automation in organisations is likely to involve significant 

changes to existing jobs and the creation of new posts from new configurations of human-

Intelligent Automation interactions. Human workers may find their job roles expanded or 

deskilled (James et al., 2013). Further, the implementation of Intelligent Automation requires 

organisations to consider all possible elements of the selected task to ensure a holistic view of 

the work activity is captured to reduce the risk of Intelligent Automation delivering undesirable 

work outcomes (Fischer, 2012).  For example, does the use of Intelligent Automation over time 

cause degradation or enhancement of human worker skills? This gap calls for further research 
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that investigates how new configurations of human-Intelligent Automation interactions emerge 

and what their impacts are on working and organising.  

Further research is also needed to investigate the new skills that workers need to 

develop to perform these jobs. The literature indicates that human workers may require new 

skills in supervising Intelligent Automation, collaborating with Intelligent Automation, 

controlling Intelligent Automation, or rectifying Intelligent Automation malfunctions (e.g., 

Raheem et al., 2017; Sananès et al., 2011; Semerjian and Pavlovich, 2017). Thus, it would be 

valuable to have further research that examines how new requirements for expertise, skill, and 

training emerge to meet the demands of using Intelligent Automation. Finally, further research 

is necessary to explore workers’ attitudes and behaviours in response to the implementation of 

Intelligent Automation. The literature on human-robot dynamics in hybrid teams (e.g., 

Gombolay et al., 2015; Schwartz et al., 2016) highlights the importance of the interface 

between workers and robots. The more human-like these systems become, the more significant 

the implications for psychological, emotional and social impacts from human-Intelligent 

Automation interactions. Future research needs to examine the nature of this dynamic to 

understand how Intelligent Automation technologies should be designed in terms of physical 

form and function and how new configurations of human-Intelligent Automation interactions 

influence attitudes and behaviours toward Intelligent Automation. It is encouraging to note that 

IS researchers are beginning to address this critical research challenge (e.g., You and Robert, 

2018). 

The second research question examined how Intelligent Automation has influenced the 

business process or organisational performance. The literature provides evidence to suggest 

that applications of Intelligent Automation can deliver improvements in business process 

performance, although the impact on overall organisational performance is less clear. 

Organisations can adopt different levels of automation to provide performance improvements 
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from efficiency gains, such as using RPA to remove the need for a human worker to perform a 

routine or mundane task (Lacity and Willcocks, 2016a, 2016b). Alternatively, organisations 

can employ automation for effectiveness gains by enabling work tasks to be completed to a 

higher level of performance than could be achieved by the human worker, such as a surgeon 

using robot-assisted surgery to perform a medical procedure (Collins et al., 2016; Zaghloul and 

Mahmoud, 2016), or providing a new capability, such mining big social media data (Baggili 

and Breitinger, 2015). In many studies, Intelligent Automation is used to augment existing 

human capabilities rather than substitute the human (Schwartz et al., 2016). In these situations, 

the human is a vital contributor to the successful completion of work tasks. Studies reveal that 

when collaborating with Intelligent Automation, worker performance may vary, improving in 

some situations and declining in others (Balfe et al., 2015; Gombolay et al., 2015; van de 

Merwe et al., 2012).  

However, several significant gaps in the literature remain. First is the link between 

business strategy and Intelligent Automation investment. Intelligent automation can enable 

organisations to follow a range of strategies to deliver business value. For example, 

organisations could use Intelligent Automation for efficiency or productivity-enhancement 

strategies, supporting changes/improvements in service quality, innovation-enhancement 

policy, or strategy linked to the provision of new products or services (Melville et al., 2004). 

However, it is unclear which strategies organisations find most beneficial for delivering 

business value from Intelligent Automation (GAP 6).  Davenport and Kirby (2016b) argue that 

organisations should focus on an augmentation path to realise business value from Intelligent 

Automation. McAfee and Brynjolfsson, (2017) agree that this business value strategy is likely 

to be evident in the short term, but argue that over longer time, as advances in Intelligent 

Automation continue, organisations will shift from an augmentation strategy to a full 

Intelligent Automation strategy. This debate highlights the need for further research to gather 



39 

empirical evidence about organisations’ actual strategic decisions regarding Intelligent 

Automation, how and why organisations make these decisions and their consequences over 

time (Markus, 2017). 

Second, there is limited evidence regarding how the implementation of Intelligent 

Automation may impact on human worker performance (GAP 7). A small number of studies 

indicate that some humans are happy to collaborate and work with robots (Gombolay et al., 

2015) whereas others experience high levels of anxiety (Nomura et al., 2011) degrading human 

performance (Dang and Tapus, 2015). However, the majority of technically focused studies 

lack human involvement, which presents a significant limitation on their findings. Further, 

there were no studies in our sample that discussed the effects of Intelligent Automation on 

organisational performance such as changes in stock market value, productivity, profitability 

or competitive advantage. While the connection between business process improvements and 

organisational performance has been established for traditional technologies (Schryen, 2013), 

it not clear whether the relationship is the same for Intelligent Automation (GAP 8). This gap 

calls for further research that investigates how and why new configurations of human-

Intelligent Automation interactions may influence human worker performance, and how and 

why investments in Intelligent Automation may impact on organisational performance.  

The third research question examined the contextual factors that may influence 

Intelligent Automation enabled business process performance or organisational performance. 

The review revealed a range of factors might influence the uptake and application of Intelligent 

Automation in organisational, industry and societal contexts. For example, the relative 

importance of mediating factors such as trust, for the acceptance of Intelligent Automation, 

varied by organisational context (Davenport et al., 2012; Gilbert et al., 2015; Nielsen et al., 

2016). Also, the significance of the consequences of human-Intelligent Automation decision-

making conflicts is likely to change in different settings (Dehais et al., 2012). Many of these 
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factors, such as trust in technology, are not new and have been associated with traditional IT. 

However, the significance of these factors is magnified for applications of Intelligent 

Automation because of the potential shift in decision-making control, from the human to the 

technology. This transformation presents three new research gaps. 

First, there is limited research that examines how organisations design governance 

arrangements and structures associated with Intelligent Automation decision-making in 

different contexts (GAP 9). In safety-critical environments, such as air traffic control, 

stakeholders are more cautious in the level of autonomy they give to the Intelligent Automation 

system (Bekier et al., 2011). However, researchers have not yet investigated whether 

stakeholders follow the same degree of caution in business and management environments. 

Similarly, for service delivery for vulnerable people, decision-making may be particularly 

important. To ensure the interests of these people can be protected, clear lines of governance 

are recommended for automated decision making with human stakeholders taking 

responsibility and being accountable for the decisions made on their behalf by Intelligent 

Automation (Bryson, 2016). However, further research is needed in different contexts to 

understand how organisations devise suitable policies and procedures for combining human 

judgement and Intelligent Automation for decision-making. Also, studies that investigate how 

organisations decide where the balance of control lies in situations of human-Intelligent 

Automation conflict, whether the human should be retained in the decision-making loop, and 

how contextual factors may influence these decision-making processes, would be valuable.  

Second, given that the benefit-risk calculus is likely to vary by Intelligent Automation 

technology and situation (Markus, 2017) it was notable that the literature had not examined 

many common organisation-related factors such as size, infrastructure, training, or industry 

factors such as regulatory constraints or intensity of competition and their influence on 

Intelligent Automation (GAP 10). The gap in knowledge in this topic is extensive, with little 
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work in this area. Thus, further research is needed to investigate how contextual factors (such 

as industry type, government policy, or organisation size) may shape the ways that Intelligent 

Automation technologies are developed and implemented.  

Third, although the literature points to the role of human stakeholders in taking ultimate 

responsibility (Bryson and Winfield, 2017), there is a broad group of different stakeholders 

operating in multiple organisations so it is unclear how accountability would be realised in 

practice (GAP 11). Knowledge is limited regarding how organisations manage the legal 

liability associated with Intelligent Automation applications. There appears to be agreement in 

the literature that it will be the human stakeholders that are most likely to be held accountable 

and responsible for AI decision-making. What impact does this have for innovation and 

applications of these technologies?  As has been discussed, machine designers, manufacturers, 

implementers, and users may all be potentially liable for damages (e.g., Johnson, 2014). Many 

technology firms already stress that their products are designed to support decisions, but the 

choice of whether to follow any recommendations made by the AI system is ultimately the 

responsibility of the human operator (e.g., IBM, 2017; Ross and Swetlitz, 2017). This gap calls 

for future research that investigates how organisations decide who is responsible for the 

consequences of Intelligent Automation investments, why and what impacts this has on 

technological developments. Also, research that explores the characteristics that constitute 

'responsible' Intelligent Automation systems would be valuable, as well as methods for 

organisations to identify bias in the emerging decision-making capabilities of Intelligent 

Automation.  

The fourth research question addressed the influence of lag effects on Intelligent 

Automation enabled business process performance or organisational performance. Research 

findings suggest that lag effects will vary by technology, process and context, and in terms of 

investment for business value return (e.g., Lacity and Willcocks, 2016b; Sananès et al., 2011). 
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The findings indicate that we are still a decade away from Intelligent Automation having wide-

scale impacts on organisations and levels of employment, although the expectation is that these 

impacts will be dramatic (Frey and Osborne, 2017; Kokina and Davenport, 2017). When lag 

effects were discussed, they tended to be considered at a high level with general statements 

about the increasing speed of technological innovation, and past experiences of previous 

technological innovations (e.g., Autor, 2015). It appears too early for research to provide a 

clear and nuanced picture of how lag effects may occur for Intelligent Automation. This 

limitation is compounded by the lack of empirical studies of Intelligent Automation 

implementations. Thus, there is little guidance on how long organisations may have to wait 

before they see a return on their Intelligent Automation investments (GAP 12), nor on the level 

of value returned. As with the gap in knowledge concerning contextual factors, the lack of 

research in this topic is significant. Thus, further studies are needed to investigate the extent to 

which investments in Intelligent Automation provide a return on investment, how should such 

returns be measured, and the timescale over which such should investments be evaluated.  

To investigate the research gaps highlighted above, we propose three broad 

recommendations for research design. First, we recommend that future empirical research 

should be guided by theories that reflect the complex and dynamic impacts of Intelligent 

Automation, such as complex adaptive system theory (e.g., Marjanovic and Cecez-

Kecmanovic, 2017). Second, given the complex nature of the topic, we recommend a mixed-

method approach, combining qualitative and quantitative research designs (e.g., experiments, 

real-time measurements, observations, stakeholder surveys, focus groups, ethnographic case 

studies). For example, a longitudinal, mixed-methods, case study-based approach could 

capture data on how the attitudes and trust levels of different stakeholders (e.g., managers, IT 

staff, users) dynamically evolve during the implementation and use of Intelligent Automation 

within organisations. Third, Intelligent Automation of knowledge and service work is 
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multifaceted and associated with a variety of academic disciplines. Hence, it can be best studied 

through the adoption of a multi-disciplinary approach (Markus, 2017). For example, IS 

researchers could work with computer scientists and philosophers to inform the ethical design 

of transparent Intelligent Automation decision-making processes and the factors that influence 

their organisational adoption and acceptance. 

Concluding Remarks 

The Intelligent Automation of knowledge and service work is likely to be a highly 

significant global economic development, and this paper provides a foundation to advance IS 

research by synthesising existing literature, identifying research gaps and presenting an agenda 

for future research. Based on a comprehensive multi-disciplinary literature review and analysis 

guided by IS business value theory, we make three significant contributions to knowledge. 

First, we present a new conceptualisation and definition of Intelligent Automation. Second, we 

provide a business value-based model of Intelligent Automation for knowledge and service 

work and identify twelve research gaps that hinder a complete understanding of the business 

value realisation process. Third, we provide a research agenda to address these gaps and further 

our understanding of the strategic impacts of Intelligent Automation for knowledge and service 

work. 
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