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#### Abstract

Digital fringe projection is a non-contact method that is widely used for the dimensional characterisation of complex manufactured parts. However, single camera-projector fringe projection systems struggle to acquire the full three-dimensional point cloud in one acquisition due to their relatively small field-of-view, and the typically freeform geometry, potentially with multiple occlusions, of additively manufactured parts. In this paper, we demonstrate that a multi-view fringe projection system is an effective solution to address form measurement of complex additively manufactured parts. However, the global geometric characterisation of multiple sets of cameras and projectors is a challenge due to the lack of a common field-of-view and overlapping of the projected fringes. We use a cost-effective multi-view fringe projection system to characterise an assembly of multiple sets of cameras and projectors with different perspectives. We present an automated characterisation method that uses a checkerboard which is moved in the measurement volume. The absolute phase information from the captured phase-stepped images is used to establish the global geometric properties by automated image processing and parameter optimisation. The geometric characterisation method is implemented and the multi-view system has been used to measure a range of additive parts. In this paper, we present the threedimensional reconstruction results from different views that are combined to optimise the global geometric parameters.
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## 1. Introduction

Digital fringe projection (DFP) is an optical method that is extensively used in three-dimensional shape measurement due to its fast acquisition rates, non-contact and non-destructive nature [1-3]. DFP has been used in a variety of applications, such as manufacturing quality control [5], biomedical [6], and reverse engineering [7]. Current fringe projection systems based on a single camera-projector pair have some limitations in acquiring the three-dimensional form in one acquisition due to the small field-of-view of the camera, the frequent presence of occlusions and high slope angles of the freeform geometries of additively manufactured (AM) parts. A possible solution to overcome these limitations is to introduce multiple cameras and projectors to acquire multiple views.
In DFP systems, geometric characterisation is the first and critical step which has a decisive influence on the system performance. System geometric characterisation involves the determination of both the intrinsic and extrinsic properties of both the cameras and projectors within the system [8-9]. In DFP systems, the camera intrinsic and extrinsic parameters are determined which are then used to deduce the projector parameters. However, with this methodology, errors in the camera characterisation will be inferred to the projector characterisation, decreasing the accuracy of the DFP system.
Generally, the geometric characterisation of a multi-view system is a challenge, as it requires a global frame of reference for all the cameras and projectors. A common approach is the extension of the single camera-based method proposed by Huang et al. [12] and Zhang et al. [13]. With this method, each camera is characterised with a planar target and then the location relationship between the different views is obtained by global optimisation of location parameters of all the views.

In this paper, we present the geometric characterisation method of a cost-effective multi-view fringe projection system for complex form measurement. The method involves an integrated characterisation target (checkerboard), automated image acquisition and image processing technique and parameter optimisation. We demonstrate the geometric characterisation technique by determining the global world coordinate system and combining the three-dimensional reconstruction results from different perspectives. The characterisation results are implemented, and the multi-view fringe projection system is tested to acquire the threedimensional shape of a $(60 \times 60 \times 20) \mathrm{mm}$, Nylon-12 AM part. The 3D reconstructions from different perspectives are aligned with the computer-aided design (CAD) model and finely registered with an iterative closest point (ICP) algorithm [17].

## 2. Methodology

The multi-view fringe projection system is comprised of multiple sets of cameras and projectors, as shown in Fig. 1. The system's characterisation is carried out using a checkerboard which is moved manually in the measurement volume and images are captured for different orientations. These images are then used to determine the intrinsic parameters of the cameras. Sinusoidally varying phase-stepped fringe patterns are generated using a computer and projected onto the checkerboard. The absolute phase is acquired through temporal phase unwrapping that relies on a combined phase-stepped and binary coded method, described in section 2.1. The retrieved phase maps are used to determine the extrinsic parameters and the global frame of reference discussed in sections 2.1 and 2.2.

The details of the geometric characterisation procedure are discussed in detail in the following sections.


Fig. 1 Multi-view fringe projection system

### 2.1. Geometric characterisation

Camera characterisation is a well-developed field [8-9, 13-14], and in general, a camera is described by the pinhole model [9]. The relationship between a point on the object and its projection on the image sensor can be represented as

$$
\begin{equation*}
S^{c} I^{c}=A^{c}\left[R^{c}, T^{c}\right] X^{w}=A^{c} M^{c} X^{w} \tag{1}
\end{equation*}
$$

where $I^{c}=\left[u^{c}, v^{c}, 1\right]^{\top}$ is the homogeneous coordinate of the image point in the image coordinate system, $X^{w}=\left[x^{w}, y^{w}, z^{w}, 1\right]^{T}$ is the homogeneous point coordinate in the world coordinate system, $S^{c}$ is the scaling factor, $R^{c}$ and $T^{c}$ are extrinsic rotational and translational matrices respectively, $\left[R^{c}, T^{c}\right]$ is the extrinsic parameter matrix, defined as $M^{c}$ in equation (1), while $A^{c}$ is the intrinsic parameter matrix, represented as

$$
A^{c}=\left(\begin{array}{ccc}
\alpha^{c} & \gamma^{c} & u_{0}^{c}  \tag{2}\\
0 & \beta^{c} & v_{0}^{c} \\
0 & 0 & 1
\end{array}\right)
$$

where, $\alpha^{c}$ and $\beta^{c}$ are the focal lengths along [ $u^{c}, v^{c}$ ] of the image plane, $\left[u_{0}^{c}, v_{0}^{c}\right]$ is the principal point and $\gamma^{c}$ is the skewness.
The camera characterisation is performed using a standard checkerboard ( 4 mm square) which is placed at several different positions in the measurement volume, and images are captured by projecting a plain white image pattern onto the checkerboard.

Table 1. Geometric characterisation results for the cameras

| Parameter | Outcome |  |  |
| :---: | :---: | :---: | :---: |
| Intrinsic parameter |  |  |  |
| for camera $1\left(A_{1}^{c}\right)$ |  |  |  |\(\left(\begin{array}{ccc}9326.3 \& 0 \& 2281.7 <br>

0 \& 9234.1 \& 1524 <br>
0 \& 0 \& 1\end{array}\right)\)

Table 2. Geometric characterisation results for the projectors

| Parameter | Outcome |  |  |
| :---: | :---: | :---: | :---: |
| Intrinsic parameter <br> for projector 1 $\left(A_{1}^{p}\right)$ | $\left(\begin{array}{ccc}1509.3 & 0 & 314.2 \\ 0 & 4855.7 & 612.6 \\ 0 & 0 & 1\end{array}\right)$ |  |  |
| Intrinsic parameter <br> for projector 2 $\left(A_{2}^{p}\right)$ | $\left(\begin{array}{ccc}863.2 & 0 & 358.9 \\ 0 & 1479.2 & 456.9 \\ 0 & 0 & 1\end{array}\right)$ |  |  |

The intrinsic $\left(A_{1}^{c}, A_{2}^{c}\right)$ parameters for both the cameras are determined using an image processing algorithm. The measured parameters are listed in Table 1.

The extrinsic parameters of the cameras and projectors are determined by projecting fringes and the absolute phase map information. A phase map for the multi-view system is obtained by projecting a set of sinusoidal phase-stepped and binary fringe patterns. The binary fringes are used to evaluate the fringe order, which is the key parameter in temporal phase unwrapping [18]. For $N$-step phase shifted patterns, the intensity of the $i^{\text {th }}$ image with a phase shift of $\delta_{i}$ can be represented as

$$
\begin{equation*}
I_{i}(x, y)=I^{\prime}(x, y)+I^{\prime \prime}(x, y) \cos \left(\varphi(x, y)+\delta_{i}\right) \tag{3}
\end{equation*}
$$

where $I^{\prime}(x, y)$ is the average intensity, $I^{\prime \prime}(x, y)$ is the modulated intensity, $\varphi(x, y)$ is the phase and $\delta_{i}=(2 \pi i / N)$ is the phase difference. The phase can be written as

$$
\begin{equation*}
\varphi(x, y)=-\tan ^{-1}\left(\frac{\sum_{i=1}^{N} I_{i} \sin \delta_{i}}{\sum_{i=1}^{N} I_{i} \cos \delta_{i}}\right) \tag{4}
\end{equation*}
$$

Zhang and Huang [19] showed that a camera can be used to capture images for the projector by transforming the camera image pixel coordinates into projector image pixel coordinates.
A set of horizontal and vertical phase-stepped patterns are projected onto the checkerboard and images are captured at several different orientations by moving the checkerboard manually in the measurement volume. For each characterisation pose, the projector coordinates are determined from the camera coordinates using the one-one correspondence established through the phase maps [10]. Table 2 shows the projector parameters. Mathematically, the transformation relation can be represented as

$$
\begin{align*}
& u^{p}=\varphi_{h}\left(u^{c}, v^{c}\right) P / 2 \pi,  \tag{5}\\
& v^{p}=\varphi_{v}\left(u^{c}, v^{c}\right) P / 2 \pi, \tag{6}
\end{align*}
$$

where $\left(u^{p}, v^{p}\right)$ are the image coordinates of the projector, $\left(\varphi_{h}, \varphi_{v}\right)$ are the horizontal and vertical phase values, $P$ is the fringe pitch which corresponds to the number of pixels per fringe period.


Fig. 2 Fringes projected on the checkerboard and captured by two different cameras from different perspectives. (a-b) Original images, (cd) corresponding phase maps with the detected checkerboard points being projected back.

Fig. 2 shows the fringes projected onto the checkerboard pattern and the corresponding phase maps with square centres detected for one orientation. Fig. 3 depicts the reprojection errors for the cameras and projectors for six different positions. The reprojection errors are less than half a pixel, showing that the geometric characterisation was successful.
 Projector 1, (d) Projector 2.

### 2.2. Global frame of reference

The initial steps (mentioned in section 2.1) determine the intrinsic and extrinsic parameters for each individual camera and projector. The location and orientation of each camera and projector are automatically defined in the same global reference frame. The transformation from the image coordinates to the three-dimensional world coordinates can be achieved through triangulation. Each combination of camera and projector is considered as a stereo pair, with the transformation relationship given by

$$
\begin{align*}
& S^{c} I^{c}=A^{c}\left[R^{c}, T^{c}\right] X^{w}  \tag{7}\\
& S^{p} I^{p}=A^{p}\left[R^{p}, T^{p}\right] X^{w} \tag{8}
\end{align*}
$$

where $I^{c}$ and $I^{p}$ are the homogeneous coordinates of the image point in the image coordinate system of the camera and projector respectively, $X^{w}$ is the homogeneous point coordinate in the world coordinate system, $\left(A^{c}, A^{p}\right)$ are the intrinsic, ( $R^{c}, R^{p}$ ) the rotational and $\left(T^{c}, T^{p}\right)$ the translational parameters for the camera and projector. The global relationship between the camera and projector views is obtained by a plane in the common field-of-view of both the cameras and projectors. The homography matrices $H^{c}$ and $H^{p}$ for the camera and projector correspond to the projection matrices given equations (7) and (8) and are represented as

$$
\begin{gather*}
H^{c}=A^{c}\left[R^{c}, T^{c}\right]=\left(\begin{array}{llll}
h_{11}^{c} & h_{12}^{c} & h_{13}^{c} & h_{14}^{c} \\
h_{21}^{c} & h_{22}^{c} & h_{23}^{c} & h_{24}^{c} \\
h_{31}^{c} & h_{32}^{c} & h_{33}^{c} & h_{34}^{c}
\end{array}\right),  \tag{9}\\
H^{p}=A^{p}\left[R^{p}, T^{p}\right]=\left(\begin{array}{llll}
h_{11}^{p} & h_{12}^{p} & h_{13}^{p} & h_{14}^{p} \\
h_{21}^{p} & h_{22}^{p} & h_{23}^{p} & h_{24}^{p} \\
h_{31}^{p} & h_{32}^{p} & h_{33}^{p} & h_{34}^{p}
\end{array}\right) . \tag{10}
\end{gather*}
$$

The world coordinates can be acquired based on the triangulation equation given by

$$
\begin{gather*}
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{lll}
h_{11}^{c}-u^{c} h_{31}^{c} & h_{12}^{c}-u^{c} h_{32}^{c} & h_{13}^{c}-u^{c} h_{33}^{c} \\
h_{21}^{c}-v^{c} h_{31}^{c} & h_{22}^{c}-v^{c} h_{32}^{c} & h_{23}^{c}-v^{c} h_{33}^{c} \\
h_{11}^{p}-u^{p} h_{31}^{p} & h_{12}^{p}-u^{p} h_{32}^{p} & h_{13}^{p}-u^{p} h_{33}^{p}
\end{array}\right)^{-1} \\
\times\left(\begin{array}{c}
u^{c} h_{34}^{c}-h_{14}^{c} \\
v^{c} h_{34}^{c}-h_{24}^{c} \\
u^{p} h_{34}^{p}-h_{14}^{p}
\end{array}\right) \tag{11}
\end{gather*}
$$

## 3. Experiments

The experimental setup for the multi-view fringe projection system (Fig. 1) is comprised of two DSLR cameras (Nikon D3500, $4496 \times 3000$ pixels), two digital light processing (DLP) projectors (DLPC300 Texas Instruments) with a digital micromirror device ( $608 \times 680$ pixels). In the multi-view fringe projection system, the two sets of cameras and projectors are mounted on a rigid metal mount to alleviate mechanical vibration. The tested object is placed approximately 50 cm from the projectors. The projector's digital micromirror device chip is used to project the images onto the tested object. The overlap between the projectors is overcome by only displaying fringes through a single projector at any one time.

### 3.1. Results

The geometric characterisation of the multi-view fringe projection system is carried out by using a checkerboard and capturing images at different orientations, as discussed in section 2.1 to 2.2. To further estimate the system's characterisation accuracy, the three-dimensional measurement of an AM artefact is performed using a set of phase-stepped sinusoidal fringes and binary coded fringes. Since the multi-view system with two sets of cameras and projectors that share the same frame of reference, four individual point clouds have been acquired for two different projections and from two separate perspectives, as shown in Fig. 4 (a-d).

Fig. 5(a) shows the three-dimensional reconstructed results of a hemisphere artefact (Nylon-12, $(60 \times 60 \times 20) \mathrm{mm})$ with a single camera-projector based fringe projection system. Fig. 5(b) depicts the point cloud by combining the reconstruction results from different perspectives.


Fig. 4 Three-dimensional reconstruction results from different perspectives. (a) Projector 1-Camera 1, (b) Projector 1-Camera 2, (c) Projector 2-Camera 1, (d) Projector 2-Camera 2

Compared to the single view system, the multi-view system provides a better performance and can overcome the selfocclusion and shadowing effect of the AM part. The reconstruction result in Fig. 5(b) is more complete as there is no gap on the sides of the artefact. There is also no obvious offset between the two views which shows the consistency of the measurement data.


Fig. 5 Three-dimensional reconstruction results for a hemisphere ( $60 \times 60 \times 20 \mathrm{~mm}$ ) Nylon-12 artefact. (a) Point cloud from a single-camera projector, (b) point cloud from two sets of cameras and projectors

However, the full three-dimensional form of the measured AM artefact requires projections from more positions. The multi-view system is tested with two sets of cameras and projectors and can be generalised for $N$ cameras and projectors using the same algorithmic solution. Future work will focus on the global optimisation of the geometric characterisation for the multi-view fringe projection system and improving its speed and accuracy.

## 4. Conclusions

In this paper, an automated geometric characterisation approach for a cost-effective -view fringe projection system has been presented. The method uses a checkerboard to characterise the system and determine the intrinsic and extrinsic parameters of all the cameras and projectors. The phase information from the phase-stepped fringes is used to establish the global reference frame by automated image processing and parameter optimisation. The geometric characterisation method is implemented, and the multi-view system has been used to measure an AM artefact. The three-dimensional reconstruction results from the different views are registered with the ICP algorithm. The reconstructed results for a multiview system alleviated the limitations of a single view system, mainly associated with occlusions, shading and high slope angles.
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