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Abstract—To harness maximal wave energy, control and
optimization for wave energy converters(WECs) have been
investigated for decades. It has been long recognized that
WEC control is essentially a non-causal control problem, in
which future wave determines current control decisions. This
paper introduces double deep Q network into the foundation
of the non-causal time variant PD control system, enabling
real-time parameter adjustments for dynamic control responses.
Additionally, this paper delves into a comparative assessment of
the influence of different prediction horizons on the efficiency
of energy harvesting. The primary objective of this study is to
elevate the control performance of wave energy converters, facil-
itating more efficient capture and conversion of wave energy into
usable electrical power. The integration of deep reinforcement
learning empowers researchers to adapt swiftly to fluctuating
waves and ocean conditions, fine-tuning control parameters
to enhance overall system efficiency and stability. Taking the
point absorber as an example, the effectiveness of the proposed
method has been verified. This method can be straightforwardly
applied to other types of WEC, such as Dielectric Elastomer
Generators and Dielectric Fluid Generators.

Index Terms—Wave Energy Converter, Double Deep Q Net-
work, Wave Prediction, Robustness

I. INTRODUCTION

As a promising renewable resource, wave energy provides
high energy density and continuous power supply [1], [2] and
has a great potential of supplying global resources of 146
TWh/yr [3]. However, compared to wind and solar energy,
such potential has yet to be fully unrealized due to the
high Levelized Cost of Energy (LCOE). Various types of
wave energy converters (WECs) have been investigated and
developed during the past decades, including point absorbers,
overtopping WECs, oscillating water columns, and attenua-
tors [4]. It has been long recognized that control plays an
important role in maximizing energy output and enhancing
efficiency. More importantly, it has been proven that wave
prediction can further improve the control performance [5].
This is called a non-causal control, in which the current

control action is determined by not only the current feedback
but also the future information.

Recent studies have proposed a large number of prediction-
based non-causal control methods that aim at maximizing
wave power production under actuator constraints. These
studies show a promising energy harvesting performance [6]–
[10]. Control methods like MPC based on hydrodynamic
principles for WEC control can offer improved performance
than traditional control strategy [11]. Another study proposed
a fully convex implementation, which trades off the energy
absorption, the energy consumed by the actuator, and safe
operation [7]. Apart from that, a quadratic programming
method gets even better performance [12]. There are also
some other relatively effective methods proposed [8], [13],
[14]. However, the accuracy of wave prediction is of great
importance in the performance of WEC control which cannot
be completely insured by wave prediction methods. Inaccu-
rate predictions of the wave will make it difficult to reach
the expected performance of the WEC controller [15]. And
many works aim at either improving wave forecast precision
or making the control algorithm “smarter”.

There are a few prediction methods proposed and ap-
plied to the WEC non-causal control problem. Some of the
prediction approaches are based on statistical methods, like
the Auto-Regressive (AR) prediction method [16] and the
extended Kalman Filters (EKF) [17]. As a novel model that
has been used in multiple fields, Neural networks have also
been introduced to forecast short-term wave forces [18], [19].
Other prediction methods rely on the extra sensors that can
provide measurements of sea wave elevations at multiple
upstream locations with certain distances away from the
WEC, such as the deterministic sea wave prediction (DSWP)
[20] This type of prediction can give longer and more reliable
wave prediction but at the cost of extra more expensive
hardware. Generally, a perfect wave prediction is difficult.



So, it usually requires the control method to have a better
tolerance of inaccurate prediction or better robustness.

Recently, machine learning techniques have shown amaz-
ing performance in conducting complex tasks, especially
facing ambiguous inputs like nature language [21], image
classification [22], and data-driven modeling. Machine learn-
ing comes into the WEC control community mainly in two
methods. The first is to use machine learning methods to
build a data-based, nonlinear model of the system dynamic
for system identification [23]. The second is to optimal
paraments [24] of other control theories or to conduct data-
driven online control [25]. Different from supervisor learn-
ing and non-supervisor learning, reinforcement learning lets
the agent learn from the interaction with the environment
[26]. Based on data-driven logic, reinforcement learning has
shown satisfactory performance in dealing with systems with
uncertainty [27], like games [28] and go [29], etc. This
makes the reinforcement learning method suitable to deal
with inaccurate predictions and new circumstances that the
agent has not met before. Therefore, reinforcement has been
used in robotics systems [26], which have similar mechanics
to the WEC problem and are faced with many uncertain cir-
cumstances. A study has shown it has the potential to tackle
the inaccuracy of the WEC control problem [30]. However,
the research on the application of reinforcement learning in
the WEC field is still insufficient. Only a few studies of WEC
involve reinforcement learning in WEC control [30]–[32].
The Q-learning algorithm is one of the classical value-based
RL algorithms [33]. The research [34] by Anderlini et al.
applies Q-Learning in identifying the optimal damping for
WECs. Due to the complexity of a WEC system, Deep Q-
Network (DQN), a kind of Deep Reinforcement Learning
(DRL), is introduced to WEC control later [35]. The DQN
algorithm was put forward to play artari [28] at first but shows
great competence in improving the performance of the Q-
learning algorithm. Usually, a DQN method is used to solve
discrete problems, but a recent study applied a time-varying
PD control whose gains are adjusted by DQN [30] because
the control of a WEC is typically continuous.

This paper investigates a non-causal control strategy using
DQN developed for point absorber WEC systems, whose
control performance is improved by benefitting from both
the wave prediction and the DQN. This paper aims to fill the
research gap of incorporating wave prediction into model-free
control methods like DQN. Although the future information
of waves could be partly reflected by the prediction ability
of DQN [30], [35], such prediction only works refer to
the future reward. DQN always makes the best decision
based on the present reward and the estimate of future
reward, but the control of PTO is conducted by the time-
variant PD controller. Wave prediction can still improve the
performance of the PD controller. Besides, a comparison
of the improvement brought by different wave prediction
horizons is also necessary to show how prediction influences
control performance. To sum up, this paper focuses on the

following points:
• A DQN control is proposed and developed in this study

which is expected to maximize the energy output.
• Wave prediction is introduced to the time-variant con-

troller whose paraments are decided by the DQN agent
• The comparison of the performance of the DQN control

and existing non-data-based controls
• The investigation of the influence brought by different

control horizons
• A realistic wave data gathered from the coast of Corn-

wall, Wales, rizons The UK is used to validate the
effectiveness of the proposed control algorithm.

• The proposed control algorithm is generally applicable
to other WECs across varied archetypes (e.g., sizes,
shapes) in any location of deployment.

The rest of the paper is as follows. Section II introduces the
state-space model of the point absorber. The reinforcement
learning control method is proposed in Section III, where
the basic structure of the agent is introduced. Simulation
results for the comparison are shown in Section IV. Section
V concludes this paper.

II. STATE-SPACE MODEL FOR ENVIRONMENTAL
BUILD-UP

This section first introduces the dynamical model of a
single-point absorber in section II-A. To build the simulation
environment, the hydrodynamic model is described in a state-
space model form, which introduces modelling uncertainties.

A. Dynamic model
By using Newton’s second law, the dynamic equation [37]

for the float of the point, the absorber is like function (1).

msz̈v = �fs � fr + fe + fu (1)

where ms is the float mass. zw and zv are the water level and
the height of the mid-point of the float respectively. The PTO
torque is proportional to the force fu acting on the piston
inside the cylinder. The extracted power is P = �fużv . The
restoring force fs is given by equation (2).

fs = kszv (2)

With the hydrostatic stiffness ks = ⇢gs, ⇢ as water density,
g as standard gravity, and s as the cross-sectional area of the
float. fr is the radiation force determined by equation (3).

fr = m1z̈v +

Z 1

�1
hr(⌧)żv(t� ⌧) d⌧ (3)

where m1 is the added mass, hr is the kernel of the radiation
force that can be computed via hydraulic software packages
(e.g. WAMIT [38]). Following [37], the convolutional term
in (3) can be approximated by a causal finite-dimensional
state-space model.

ẋr = Arxr +Br żv

fR = Crxr ⇡
Z

t

�1
hr(⌧)żv(t� ⌧) d⌧

(4)



where (Ar, Br, Cr, 0) and xr 2 Rnr are the state-space
realization and the state respectively. Following [37], the
wave excitation force fe can be determined by (5).

fe =

Z 1

�1
he(⌧)zw(t� ⌧) d⌧ (5)

where he is the kernel of the radiation force and the state-
space approximation is given by

ẋe = Aexe +Bezw

fe = Cexe ⇡
Z

t

�1
he(⌧)zw(t� ⌧) d⌧

(6)

where (Ae, Be, Ce, 0) and xe 2 Rne are the state-space
realization and the state respectively.

B. State-space model
With the realizations of (4) and (6), the state-space model

of (1) can be represented by
(
ẋ = Acx+Bucu+Bwcw + ✏

y = Ccx
(7)

Where w = zw is the wave elevation whose prediction is
incorporated into the controller design, y = zv , y = żv , x =
[zv, żv, xr, xe], u = fu. ✏ represents the modeling uncertainty
caused by wave force approximations (4) and (6). And
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(8)
with m = ms +m1.

III. CONTROL WITH REINFORCEMENT LEARNING

A. Deep reinforcement learning control framework
Reinforcement learning could be generally divided into

model-based reinforcement learning and model-free rein-
forcement learning. Unlike traditional model predict control,
model-free reinforcement control does not require a precise
model for controller design. Instead, a reinforcement learning
control system uses the interaction with the environment to
learn the policy. Reinforcement learning has shown a strong
ability to deal with sequential decision-making [39], like
the WEC control with prediction. Deep Q-Learning (DNQ)
[28] is now widely in deep reinforcement learning. It is
developed from the classical Q-Learning which has been
proven to be effective in simple problems. Based on Q-
Learning DQN introduced deep neural networks (DNN) to
instead the Q-table used in traditional Q-Learning. This leads
the RL algorithm to gain the ability to solve more complex
problems like chess and video games.

In a typical RL system [40], there are an ”agent” and
an ”environment”. Due to the high cost of the mechanical
structure, simulation environments are always applied to train

the agent. For a DQN agent, there always is a DNN to
be trained. In an RL problem, we use sn to present the
current state. Meanwhile an stands for the current action
the agent does to the environment. The action is selected
in an action space according to the policy. Besides, rn is
the reward defined manually to critique the performance of
the current step. The calculation of reward always requires
professional knowledge. After one step of interaction, the
system goes forward and we get sn+1, an+1 and rn+1. In
each step, the selection of action is regarded as a Markov
decision process. The decision is based on the value function.
To avoid the over-estimate phenomena, a method of Double
DQN is proposed. There are two neural networks with wights
✓ and ✓�, which have totally the same structure Q. Thus, the
target yT is expressed as (9).

yT = rn + �max
an+1

Q(sn+1, an+1; ✓
�
n
) (9)

Where � is the future reward discount that represents how
much we focus on the future reward. The agent is expected
to learn the policy to maximize the target y. The weight of
Q-network(✓) will be updated based on the weight of the
target network (✓�) with equation (10).

r✓nL(✓n) = E[(yT �Q(sn, an, ✓n))r✓nQ(sn, an, ✓n)]
(10)

Furthermore, a minibatch training (sampled from the stored
experience buffer) is also adopted to avoid divergence and
smooth the learning. The agent collects rn and new state
sn+1 after the last action an has been taken. The experience
is set en = [sn, an, rn, sn+1]. The experience of the agent
is saved in a buffer to improve the learning speed. The
batch is sampled from the experience buffer to train the deep
network with (10). Then the next action an+1 is decided by
maximizing the target with (9). The target network ✓�

n
is

updated after each batch by the Q-network with the function
(11).

✓�
n
= ⌧✓n + (1� ⌧)✓�

n
(11)

Where ⌧ is the smoothing factor.

B. DQN problem formulation
Considering the importance of wave prediction in WEC

control the WEC control is formulated in the fashion of time-
varying PD control with prediction. Figure 1 shows the basic
structure of the system. Whilst the TVPD controller can be
implemented by (12).

FPTO = Kp(n)sn +Kd(n)xpre (12)

where Kp and Kd are adjusted by the action of RL and
the xpre is decided by the wave prediction. sn contains the
displacement of float and the velocity of the float. The state
can be expressed as equation (13).

sn = [zv, żv]
T (13)

And the length of xpre is decided by the prediction horizon.

xpre = [w1, w2, ..., whorizon]
T (14)



Fig. 1. Structure of the control system

To balance the cost of computing and control performance,
the control period of the RL agent and the sampling period
are set at the same Ts = 0.5s. The mission of the RL agent is
to adjust Kx and Kd every RL sample period. The action of
the RL algorithm is from the given action space A as follows

A = {a|[(�, 0, ..., 0), (��, 0, ..., 0), (0, �, ..., 0), (0,��, ..., 0), ...]}
(15)

where � is a small amount. The length of each action choice
is decided by the length of the control horizon. The given
action space is similar to one-hot code to some degree. In
each step, the non-causal PD is updated by the rule (16)

[Kp(n+ 1),Kd(n+ 1)] = [Kp(n),Kd(n)] + an (16)

According to a previous study [31], we do not consider more
complex actions like (�, �, ...) and (��,��, ...) to concise the
action space. In a WEC control system, we focus on the
energy output efficiency most. So it is reasonable to set a
reward related to the power Pn. Whilst we need to protect
the mechanical structure so we set a punishment notated as
rpunish when the FPTO output exceed the limitation Fmax.
Therefore the reward rn is expressed like (17).

rn =

(
Pn, |FPTO|  Fmax

rpunish, |FPTO| � Fmax

(17)

In this case, rpunish is always set to a small plural number
to let the agent learn to avoid the behavior that will damage
the system. Also, it worth mentioning that the period of RL
sampling and the period of simulation is different. So the Pn

is actually calculate as equation (18).

Pn =
P�t

�tRL

(18)

Through the Q-function, the DRL control method can take all
the future discount rewards which consist of past rewards and
future rewards. This is similar to

P
rn but uses an estimate

of the future.

C. DQN Agent structure and training
The structure of the neural network is shown in Figure 2.

Each fully connected layer contains 24 cells and the optimizer
is SGD. The agent needs to be trained previously. Parameters
are set as table I.

Fig. 2. Structure of the neural network

TABLE I
TRAINING PARAMETERS

Hyperparameters Values

Learning Rate 0.01
Batch Size 64
Replay Memory Size 104

Discount Factor 0.999
Target smoothing Factor 0.99
Number of Neurons Each Hidden Layer 24
Target Update period 0.5s

Besides, we train three sets of agents facing different
forecast horizons. For the agent in each set, the initial value
of the TVPD controller is set by linear optimal non-causal
control method proposed in reference [10].

IV. SIMULATION RESULTS

This section shows the results of the simulation. The
simulation and agent are both built with MATLAB. We built
three sets of simulations, the prediction horizon is set 1, 3,
and 5 steps. In the simulation episode, we set 20001 steps
which are equal to 200 seconds in realistic. The training
of the agent will stop when the total rewards come to a
rather stable value. The three sets of simulations take 35,
73 and 21 episodes. To train the agent it takes around 6
hours, 12 hours and 5 hours. The hardware we use to train
is a GPU Nvidia GTX1650 and CPU Intel Core i7-9750H.
The average reward, which is filtered with a moving average
filter, is like the figure 3. For a WEC system, we mostly
focus on the energy converted. To show the performance, we
compare it to the casual control method. The energy output
by the classical control methods and by our learning-based
control method can be found in Figure 4. Also, we compare
different outcomes by the variant of prediction horizons to
find out the best prediction horizon. Final energy output in



Fig. 3. Average reward during training

Fig. 4. Energy output by different horizons

the 200s simulation is Horizon 3: 102kJ; Horizon 5: 100.9kJ;
Horizon 1: 54.7kJ; PD controller: 27.64kJ. In Figure 4, we
can find that it gets similar performance between horizon 3
and horizon 5. But it is worth mentioning that we use less
cost to train the agent with Horizon 5 as shown in Figure 3.

V. CONCLUSION

In light of the unique characteristics of Wave Energy Con-
verters (WECs), we have introduced a reinforcement learning
methodology to augment the non-causal TVPD (Time Variant
PD Control) controller. After subjecting our approach to
rigorous simulation tests using the collected dataset, we have
achieved energy conversion results that outperform traditional
control methods by a substantial margin. Furthermore, we
conducted a comparative analysis of the control effects
stemming from different prediction time steps.

Our findings unequivocally demonstrate that longer-term
predictions, specifically, those involving three steps at 0.03
seconds and five steps at 0.05 seconds, significantly outper-
form the results obtained from shorter-term predictions, such
as one step at 0.01 seconds. This indicates that extending the
prediction horizon has a profound impact on improving the
controller’s efficacy. Additionally, it’s noteworthy that even
though a five-step prediction has a negligible effect on the
ultimate total energy output, it does alleviate the training

burden on the reinforcement learning agent. This observation
suggests that the increased predictive horizon enhances the
controller’s performance, consequently lightening the work-
load for the reinforcement learning agent.

Future work will focus on applying this method to Di-
electric Elastomer Generator WECs and Dielectric Fluid
Generator WECs, which has larger model uncertainties.
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