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Structural health monitoring systems (SHM) involve implementing damage identification strategies to deter-
mine the health state of structures. However, it is important to pay close attention to the system degradation,
especially the effect of sensor degradation on the SHM system reliability. This paper aims to formulate a
general framework for evaluating SHM reliability that takes sensor failures into account. The framework
involves modelling sensor network degradation processes using Petri nets (PNs) and calculating the expected
information gain of the sensor network. The PNs allow for identifying the location and number of sensor
failures. Kullback-Leibler (KL) divergence with Bayesian inversion is used to calculate the expected information
loss due to sensor failure. Two case studies are used to illustrate the methodology: (i) a damage localization
scheme using an ellipse-based time-of-flight (ToF) model and (ii) a damage identification scheme using a guided
waves damage interaction model. The proposed framework is demonstrated by both numerical and physical
experimental case studies. Whereas the case studies are specific to an ultrasonic guided wave monitoring
system, the proposed approach is generic. The proposed model is able to predict the health condition state
and utility of SHM, which can potentially help in constructing asset management models in various industries.

1. Introduction and sensitivity [4]. This degradation may compromise the system’s

ability to provide accurate and timely assessments, diminishing its

SHM plays a vital role in ensuring the integrity of engineering
infrastructure. Its primary objective is the implementation of a sys-
tematic approach to detect and identify potential damage or structural
issues within these critical assets [1]. As those responsible for public
safety and the extended functionality of infrastructure, engineers and
infrastructure managers rely on SHM systems to provide real-time
or periodic assessments, enabling timely maintenance and preventive
measures. However, the effectiveness of SHM systems is subject to the
dynamic nature of the environment in which they operate. Environ-
mental factors, such as temperature fluctuations, humidity variations,
seismic activity, and other external forces, can significantly impact
the performance of SHM equipment [2,3]. These changes can affect
the accuracy and reliability of data collected, potentially leading to
false alarms or missed issues. Furthermore, the aging process poses an
inherent challenge to SHM systems. Over time, the components of these
systems can undergo wear and tear, resulting in reduced functionality
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overall utility. Therefore, there is an important need to quantify the
reliability of SHM systems considering sensor failures.

Reliability analysis in SHM focuses on developing methods to eval-
uate the reliability of these three aspects: damage detection, damage
localization, and damage identification. These evaluations are typically
defined in terms of specific metrics [5]: (1) Probability of detection
(PoD): This metric assesses the likelihood that the SHM system correctly
detects the presence of damage. It is crucial in determining how de-
pendable the system is in recognizing structural issues. (2) Probability
of localization: This metric evaluates the accuracy of the SHM system
in localizing the detected damage. It demonstrates the system’s ability
to locate the location of structural defects. (3) Probability of sizing:
This metric is related to the system’s capacity to accurately estimate
the size, extent, or severity of the damage. It is particularly important
in assessing the significance of the structural issue.
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Researchers have often borrowed traditional methods from non-
destructive testing (NDT) as a foundational basis for developing SHM
reliability evaluation techniques, such as the probability of detection
curve [5]. Gianneo et al. [6] extended a multi-parameter PoD ap-
proach from NDT to a guided waves-based SHM system. Additionally,
Tschoke et al. [7] extended the Berens model to guided wave-based
SHM systems, employing a computer-aided approach that substantially
lowered experimental costs. However, it is not enough to rely solely
on conventional NDT PoD curves in the context of SHM. Firstly, SHM
involves more sources of variability compared to NDT, such as sensor
degradation as sensors in SHM are permanently installed, making it
challenging to capture all these sources accurately [8,9]. Secondly,
conventional PoD curves typically assume zero uncertainty in the size
of detected damage, which does not always align with real-world
conditions of SHM applications [5].

Recently, considerable efforts have been made to assess the perfor-
mance of monitoring systems. Zhang et al. [10] employed a stochastic
degradation model and Bayesian theorem to simulate the dynamic
performance of monitoring systems, including PoD and probability of
false indication. These metrics were quantitatively analysed through
Value of Information (Vol) analysis. To assess the contributions of CM
from a cost-efficiency standpoint, the research introduced an analytical
framework for the Value of CM Information Analysis, which integrates
condition-based maintenance actions into Risk-Based Inspection (RBI)
planning. Falcetelli et al. [11] established a systematic approach based
on the Length at Detection method to qualify Distributed Optical Fibre
Sensors for damage detection probability in composites under different
scenarios by introducing the concept of virtual specimens. In [12], a
framework based on Dynamic Bayesian Networks was introduced for
quantifying the value of SHM information, factoring in measurement
bias and the degradation of monitoring performance. Specifically, it
presents a comprehensive model to address SHM information uncer-
tainties, including the effects of random errors and measurement bias.
Kamariotis et al. [13] developed a framework to quantify of the value of
vibration based SHM, using a Bayesian filter for the tasks of sequential
joint deterioration state-parameter estimation and structural reliability
updating. Drawing from the analysis of existing studies, it becomes
evident that the field lacks reliability metrics for defect localization
and sizing. Hence, there is a clear need for further exploration and
development in the field of SHM system reliability evaluation.

In information theory, KL divergence (also called relative entropy) is
a measure of the distance between two distributions [14]. In the context
of Bayesian updating, the prior PDF (probability density function) is
the state of knowledge before any measurement data is available; the
posterior PDF is the state of knowledge of the distribution of the model
parameters after updating the prior information with the measurement
data. KL divergence has been used to optimize the sensor placement
of SHM systems, based on which a concept called information gain
(IG) is proposed [15,16]. In [15], the expected IG was presented for
optimally designing the locations of strain sensors in a structure for the
purpose of identifying cracks using strain measurements. In [16-18], a
systematic approach is proposed for optimizing the layout of ultrasonic
guided wave transducers in different forms of structures by combining
the information value with IG and sensor costs. In general, IG can be
used to evaluate the potential value of a sensor network and further
indicate the performance of an SHM system.

In the realm of SHM, there have been a limited number of models
developed to simulate the impact of sensor degradation on the SHM
reliability comprehensively. In [19], degrading engineering systems
monitored by degrading sensors is considered. In particular, Wiener
process is used to model degradation of the sensor with increasing
measurement error. Maximum likelihood estimation is used to estimate
the parameters associated with the sensor degradation process. PNs
are graphical and mathematical modelling tools that can be used not
only for visual communication but also for building state equations
and algebraic equations [20]. They have been used to model and
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manage risk in a wide range of fields [21,22]. Many researchers also
use PN for failure process simulation. Andrews et al. [23] proposed a
degradation model for railway track based on the PN method, which
can produce distributions of times for the track geometry to degrade
to a specified state. Le and Saleh [24,25] have applied PNs to simulate
the degradation process of wind turbines. Due to their flexibility and
their capability when simulating dynamic processes, PNs are adopted
here to simulate the degradation process of sensors.

The current study presents a novel methodology for evaluating the
reliability of SHM systems in the context of sensor failures. It involves
a multi-step approach, starting with a PN module that simulates sensor
network degradation, yielding data on the number and locations of
failed sensors. Subsequently, a mathematical formulation for calculat-
ing IG for each failed sensor layout is provided, which quantifies the
value of information when a sensor has failed. Two case studies are
proposed to validate the methodology. In the first, finite element mod-
els are employed to localize damage via Bayesian inference, integrating
ToF features and an analytical model. A second case study based on a
physical ultrasonic guided wave experiment is conducted for damage
size identification, incorporating scattering coefficients and a semi-
analytical method with Bayesian inference. Next, the study establishes
a relationship between SHM system performance indicators and IG. By
integrating these modules, the methodology assesses the monitoring
performance of the SHM system, encompassing accuracy and uncer-
tainties over its operational lifetime. This approach provides a single
value to evaluate the reliability of SHM systems, accounting for sensor
failures under various performance aspects. The methodology has been
successfully applied in both numerical and physical experimental case
studies, demonstrating the ability of the proposed approach to track
monitoring performance over sensor failure.

In summary, the paper introduces three innovative aspects:

« Firstly, it outlines a flexible failure model that can be readily
expanded and can accommodate diverse types of failure history
data, including time-series failure data and failure rates. This
model is designed to simulate the degradation process in various
sensor networks effectively.

Secondly, it introduces a method for calculating information gain,
aimed at evaluating the contribution of each sensor within the
network, considering measured and modelled uncertainties.
Finally, it proposes a framework for assessing the probability of
localization and sizing within a SHM system, taking into account
the potential for sensor failure.

The manuscript is organized as follows. Section 2.1 introduces the
basic PN concepts and the PN module to simulate sensor degradation.
Section 2.2 shows the mathematical formulation of IG calculation. Sec-
tion 2.3 provides an outline of the proposed methodology. Sections 3
and 4 introduce both a numerical and a physical application of dam-
age localization and identification, which shows detailed step-by-step
insights into the calculation and verification processes. An illustrative
example of the overall methodology integrating PN and IG is provided
in Section 5. Finally, conclusions are included in Section 6.

2. Methodology

There are two main tasks that need to be handled when evaluating
the reliability of SHM. First, it is necessary to describe the failure
process of sensors. Second, the effect of sensor failure on the utility
of SHM must be evaluated.

2.1. Stochastic degradation modelling of sensor networks by PN

2.1.1. Basic Petri net concepts

Due to their flexibility and applicability to dynamic process simula-
tion, Petri net models are used to build an degradation model for sensor
failure [26]. PNs consist of four elements: places, transitions, arcs, and
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Initial state

Fired state

Fig. 1. A simple PN model before and after transition firing.

T

P1( > Pz( >

Normal state Failed state

Fig. 2. PN describing the degradation process of each sensor.

tokens [26]. The PN is described by circular nodes, called places, and
rectangular nodes, called transitions, with a number of directed arcs
connecting places and transitions. The state of a PN is described by its
marking, which is defined according to the distribution of tokens in
the places. Tokens are moved from, or added to places based on firing
rules. A transition is enabled if all of its input places are marked with a
required number of tokens defined by the weight of the corresponding
connecting arcs. The transition can fire immediately or after a specified
delay. Firing removes an arc weight amount of tokens from each input
place and adds an arc weight amount to each output place [20,27].

To aid understanding, a simple example is given in Fig. 1. The left
side of a PN is the initial state. In this paper, place 1 will be referred
to as Py, transition 1 as T, and so on. In this PN, T, has one input
place, P, and two output places, P, and P5. Since P, is initially marked,
the transition is enabled and after a delay, it will fire. During firing,
one token is removed from P, and one/two tokens added to P, and P;
respectively, due to the weight of the arcs connecting each of them to
T,. The state of the PN after firing is shown on the right side.

2.1.2. Sensor degradation process description

The degradation process of a sensor is defined by two states: normal
state and failed state, as shown in Fig. 2. In the normal state, the sensor
functions correctly, while the failed state indicates that the sensor has
malfunctioned and cannot receive signals. Places represent different
degradation states, and transitions govern the transition times between
different states. The transition follows a Weibull distribution with scale
parameter n and shape parameter . P, and P, represent the normal
and failed states, respectively. The Weibull parameters can be estimated
using historical sensor failure data. For estimating, both manual and
computational approaches can be employed [27].

The sensor network of an SHM system is composed of numerous
sensors. Failures of various sensors in various places lead to differing
effects on the monitoring accuracy of the SHM system. Thus, each
sensor failure must be considered separately. The PN modelling a
sensor network’s failure process is shown in Fig. 3, using 3 sensors
as an illustrative example. It is assumed that each sensor will fail
independently and in accordance with the same degradation pattern.
P, P; and Ps stand for the normal state. P,, P, and P¢ stand for the
failure state. T,, T, and T; follow the Weibull distribution. The failure
sensor number and location are recorded based on the token numbers
in places from P, to Pg.

To minimize complexity, the case where the sensor network is
either working or failed is selected. It is true that different kinds of
sensor failures occur and have varying effects on the signal. However,

Record the number and
location of failed sensors

Fig. 3. PN describing the degradation of a sensor network.

the impact on the signal relates to the degree of errors caused by
different failure mechanisms. Consequently, the proposed methodology
is still applicable to different failure states as long as the signal error
resulting from sensor failure can be measured. Another reason for this
assumption is the absence of detailed sensor failure data, including
temporal failure patterns. With access to such data, extending the Petri
net model to simulate various failure states would be a desirable avenue
for future work.

2.2. Information gain evaluation of failed sensors

Within the SHM system, each sensor is capable of generating a vari-
ety of data, including ultrasonic signals, vibration signals, and acoustic
signals. Engineers apply different techniques to interpret these signals,
aiming to extract crucial information about the structural condition,
such as identifying defect locations and assessing defect sizes. However,
it is crucial to acknowledge that not all sensor data are of equal
importance; some sensor data carry more significance than others.
Moreover, signal errors originating from each sensor also play a role
in determining its IG value. By clearly understanding the value of each
sensor, the potential impact of sensor failure (a sensor can no longer
provide data) on our ability to assess the condition of a structure can
be predicted.

KL divergence is used as a scalar measure of the IG about a random
variable 6 between the prior and posterior PDFs [14,28]. The available
sensor data D from the SHM system will vary as the sensor config-
uration alters. The IG for various sensor configurations will then be
reflected in the KL divergence. Therefore, it is ideal to evaluate the IG
value of sensors based on the change of KL divergence. The definition
of IG for each sensor layout, based on the KL divergence, is presented
below:

IG(D, €") = KL(p@ | D,C" || o6, C")
p(@1D.CY . M
= /1 0|D,C")do
/°g2[ pe.on |71

where p(0, C") denotes the prior PDF of the parameters 6; p(6 | D,C")
represents the posterior distribution of 6 with the available signal; and
C" denotes the sensor configuration, including the number and position
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of failed sensors performance
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from the prior PDF and and identification scheme
the likelihood function using Bayesian inference
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method to calculate EIG accuracy and uncertainty
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between EIG and
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Fitting monitoring
accuracy, uncertainty
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4. Validated

numerically and
experimentall

The method is validated
using numerical damage
localization and
experimental damage
identification schemes

» network) and EIG outputs

5. Output the
reliability of
monitoring system

Integrate PN (failed
sequence of sensor

to produce system
monitoring performance
over time

by Eq. (4) by Egs. (6) and (8)

Fig. 4. Workflow of the proposed framework.

of sensors. Note that the IG equals zero if the posterior distribution is
the prior distribution.

During this design stage of the SHM system, where real damage
information is unspecified, the reliability of the system must con-
sider all potential scenarios, leading to the calculation of the expected
information gain (EIG) through a pre-posterior analysis:

EIG(D,C") = / [KL(p(® | D) || p(O))] p(D)dD (2)
o)

The signals obtained from sensors carry varying levels of experimen-
tal error, which can affect the IG. To account for these errors, the EIG
can be reformulated as follows:

EIG(D,C". &) = / / [KL(p(@ | D) || p(0)] p(D)p(§)dDd& 3
eJD

where & represents a sensor’s experimental error. The above equation
has a double multidimensional integral problem, which can be solved
numerically using the Monte Carlo method, as demonstrated below
[15,16]:

N¢ Nout
1 1
G~ R, 2 [ Now 2. [1og2 2 (D) 1 0y 6
z=1 m=1

K @
1 in

- log, (N— 2.7 (Do | 9(k»~’>‘(:>)>”
mn j=1

where N, represents the number evenly sampled from the range of
& 0, is a sample from the prior distribution p(6); N, denotes the
number sampled from the prior distribution; D, is a sample from the
likelihood distribution p(D,, | @ = 6,,); and Ny, denotes the number
sampled from the likelihood distribution.

The EIG of each sensor configuration can be evaluated by Eq. (4).
The accuracy and uncertainty of SHM monitoring is a direct indication
of the SHM reliability. There is no clear mathematical relationship
between EIG and the accuracy and uncertainty of SHM monitoring.
To define reliability using EIG, the relationship between EIG and the
accuracy and uncertainty of SHM monitoring must be established.

2.3. Outline of the proposed methodology

The proposed methodology in this study integrates PNs and
Bayesian inversion algorithms. The summarized steps of the evaluation
method are shown in Fig. 4. There are five steps in the framework: EIG
evaluation of failed sensors, monitoring system performance evalua-
tion, finding the relationship between EIG and monitoring performance,
numerical and experimental verification, and output of monitoring
system reliability. In the following sections, each step is described in
detail.

1000

1000

A

Fig. 5. Plate geometry and sensor layout.
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3. Application on guided wave based damage localization

The proposed methodology is illustrated using a case study about
damage localization with guided waves using ToF model based on
Bayesian inverse approach in a metallic plate. The dimension of the
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Fig. 7. (a) RMSE of x coordinate, (b) uncertainty of x coordinate, (c) RMSE of y coordinate and (d) uncertainty of y coordinate produced by Bayesian inference.

specimen is L, = 1000 mm, L, = 1000 mm in size and 2 mm in thickness.
The material properties for steel are as follows: elastic modulus E =
210 GPa, density p = 8100 kg/m® and Poisson ratio v = 0.3. The
configuration of different piezoelectric (PZT) sensors and a plate with
geometry information are shown in Fig. 5. The actuator represented
by a red dot has been used to generate a sinusoidal burst, and the
PZT sensors received signals. In order to be consistent with the sensor
layout of the experimental damage identification case study (Fig. 10),
the damage localization case study also uses a circular sensor layout.
PZT sensors are mounted on the structure’s surface radially with equal
spacing. The square light blue area with a side of length 200 mm is the
area where defects may appear.

3.1. Step 1: Information gain calculation

Section 2.2 presented an EIG function with the failure of the sensor
network, which requires updated information about the model parame-
ters for each candidate damage location. In this section, the updating of
likelihood function for damage localization using Bayesian inference is
presented. The problem of damage localization is addressed by a model-
based Bayesian inference using an ellipse-based ToF model [16,29].
The time difference between the incident and damaged-scattered waves
is known as the difference in ToFs. This can be determined using
coordinates of the damage position, the sensor and the actuator, as well
as the wave propagation speed in an ellipse-based model [29,30]. This
analytical model is used to construct the likelihood function.

The unknown model parameters are considered to be the coor-
dinates of damage, denoted as 6;. The measured and the modelled
ToF are different because of epistemic and aleatoric uncertainty. The
prediction error equation can be used to continue with the Bayesian
formulation for parameters estimation, as follows:

ToF(S™ = ToF'"(0,) + ey, (5)

where ToF(;_S) and ToFE\“[“)(GL) represent experimental and modelled
ToF, respectively. A zero mean Gaussian distribution with covariance
matrix %, = diag(afyl, Gez,l’ ,o-i NL) is selected to model the error term
e, in order to produce the largest prediction uncertainty, i.e., e ~
N, Z,,)- This is based on the principle of Maximum Information
Entropy [31,32]. Nevertheless, the impact of bias on information mod-
elling has been explored in [33,34]. The value of information is in-
fluenced not only by random measurement errors but also by bias
(systematic errors), making it an important consideration for future
research. Based on this assumption, the formula of a likelihood function
is shown below:

1
(V27)y"/det 2(o)

n (a=5) (n T
x (6,,C") = ToFy™ ()]

. _ [
p(ToF™ | ToFyy ™, 0,.¢") = exp (3 [ToFy™

(6)
(6)"! [Ton(;“‘) (6,.C")

o ()])
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The likelihood function is used in Eq. (4) to obtain the EIG of each
sensor layout.

Based on the EIG calculation method, N, N, and Ny, are specified
as 100, 100 and 100 respectively. The coordinate system is established
with its origin at the centre of the plate, utilizing the horizontal x-
axis and vertical y-axis. The prior defect locations are bounded within
minimum coordinates of —50 mm and maximum coordinates of 50 mm
along both axes. In Eq. (4), the variable & represents the nuance, non-
updated quantity, which has a substantial impact on the EIG. In this
case, & is considered as the experimental error . To account for this,
three different uncertainty ranges are considered in our calculations:
[1e-9, 1e—8] (low uncertainty), [1e—8, 1e—7] (medium uncertainty),
and [le-7, 1e—6] (high uncertainty). The EIG with increasing number
of sensors under different uncertainty levels is shown in Fig. 6. The
number of sensors ranges from 1 to 15. Each sensor combination shown
in Fig. 6 represents the optimal layout for the current number of
sensors. For instance, when there is only 1 sensor, the figure displays
the optimal value in the optimal position for that single sensor, and
so on. The observation reveals that as the number of sensors increases,
the EIG steadily rises until it reaches a stable level. Notably, the EIG
reaches the steady level earlier at lower uncertainty levels compared
to higher uncertainty levels. This indicates that in scenarios with high
levels of uncertainty, which equate to high levels of error, a greater
number of sensor signals are required to reach the steady level of
EIG. Additionally, it is seen that the EIG value is higher under low
uncertainty compared to high uncertainty. This suggests that accurate
signals provide us with more information.

3.2. Step 2: Monitoring accuracy and uncertainty evaluation

Using Bayes’ theorem, the ToF model and likelihood function ex-
plained in Section 3.1, employing various signal inputs for inversion,
allows us to determine the two coordinate parameters of the defect
location. For more detailed information on the inversion process, re-
fer to [29]. Uniform prior distributions are used with bounds [-50,
50] mm for coordinate x and [-50, 50] mm for coordinate y. The
non-updatable standard deviation ¢ is changing based on the assorted
signal uncertainty level. Samples from the posterior PDFs of each set
of model parameters are obtained through Metropolis—Hastings (M-
H) algorithm [35,36] using 50 000 samples and a Gaussian proposal
distribution with appropriate standard deviation to ensure acceptance
rate within the interval [0.2, 0.4] [37-39].

To obtain accurate and representative defect coordinate error and
uncertainty values, numerous calculations involving varying uncer-
tainties and defect locations are performed. The final values were
determined by averaging the results across these calculations. Different
potential damage locations are selected in a 5 x 5 grid with spacing
25 mm included in the blue square shown in Fig. 5. In each Bayesian
inference calculation, a constant standard deviation value is chosen.
So, for each uncertainty level defined in the information gain calcu-
lation, four evenly-distributed different standard deviation values are
chosen. These values aimed to account for model and experimental
uncertainties, such as signal errors and analytical model inaccuracies.

The signals recorded by various sensors served as the input data
for Bayesian inference. The signals are generated by FEM, details will
be given in Section 3.4. If a sensor fails, the corresponding signal will
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Fig. 10. Sensor layout in a physical experiment.

be removed from the available data. In the context of the sensor layout
shown in Fig. 5, for a total of 15 sensors, factorial of 15 possible number
of sensor failures existed, which presents a significant computational
challenge. In this situation, to reduce computational complexity, the
simplifying assumption is made that the failure of each sensor was the
most sensitive in the current sensor layout. If only one sensor fails at
a time, the sensor that fails each time is the most sensitive sensor,
resulting in 15 possible failure scenarios. Usually 3 pair of sensors

are required by using ToF triangulation approach to localize damage.
However, within Bayesian inference, a prior information can be as-
sumed to tackle the non-uniqueness inherent in the inversions [40,41].
Specifically, uniform intervals of potential damage locations have been
given when doing inference, which makes it possible to obtain damage
locations under non-uniqueness situations. Therefore, a minimum of
two signals are necessary to infer the damage location. Thus, the worst-
case scenario entails two sensors remaining operational, reducing the
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combinations to 14. The available ToF for each sensor was generated
using the analytical model, introducing a certain level of Gaussian
noise.

Monitoring accuracy is quantified by computing the root mean
square error (RMSE) between the value of the true damage location and
the mean value of posterior distributions of inferred damage locations.
On the other hand, monitoring uncertainty is assessed by calculating
the standard deviation of the posterior distribution of inferred damage
locations.

The resulting RMSE and uncertainty in the x and y coordinates
of damage locations are detailed in Fig. 7. It is seen that as the
number of failed sensors increases under different uncertainty lev-
els, both the RMSE and uncertainty gradually increase. This implies
that as less information is available due to sensor failures, the RMSE
and uncertainty grow. Additionally, the RMSE and uncertainty are
smaller for lower levels of uncertainty compared to higher levels of
uncertainty, indicating that higher sensor error levels lead to lower
information value. It is observed that sometimes the RMSE becomes
small as number of failure sensors increases. This phenomenon can be
attributed to two primary factors. First, the calculation of RMSE and
uncertainty depends on averaging the outcomes from various chosen
potential damage locations. Expanding the number of these selected
locations tends to smooth out the curve, however, this also leads to
increased computational effort. Second, the determination of RMSE and
uncertainty employs a probabilistic Bayesian inference model. As the
pool of available signal sources diminishes (more failed sensors), the
accuracy of the inference declines. This explains why the curve appears
smooth when the count of failed sensors is low, but becomes more
jagged, resembling a sawtooth pattern, as the number of failed sensors
rises.

3.3. Step 3: Relationship between information gain and monitoring accu-
racy and uncertainty evaluation

As mentioned earlier, monitoring accuracy and uncertainty are
direct indicators of the reliability of the monitoring system. To use EIG
to represent monitoring system reliability, it is essential to establish
the relationship between EIG and monitoring accuracy and uncertainty.
This relationship is depicted in Fig. 8 at different uncertainty levels, and
a quadratic model fitted. For instance, in Fig. 8(a) and (b), it is observed
that the inferred RMSE and uncertainty on the x-coordinate exhibit a
nearly quadratic relationship with EIG. The 90% confidence interval of
the fitting relationship is provided as well. It is observed that the fitting
results are reasonable.
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3.4. Step 4: Numerical validation

In order to verify the relationship, a numerical case study is pro-
vided. FEM commercial software Abaqus is used to simulate guided
waves, which can be used to excite and receive signals numerically
[42]. The geometry and material properties provided in Fig. 5 are used.
A 2 mm radius circular hole is modelled at the centre of the plate. An
incident plane wave of fundamental SO mode is generated by applying
a transient displacement at the actuator location. The forcing function
is a 4 cycle Hanning windowed sinusoid with a central frequency of
100kHz and a time duration of 40ps. The model is meshed by using
8-node general purpose linear brick elements (C3D8R), with reduced
integration and maximum element edge length of 1.8 mm [42]. The
total number of elements is 671,474. A circular monitoring contour
at which the displacement components are observed is specified in
the vicinity of the damage. The signals are received at 15 nodes in
the monitoring contour. The simulations are performed separately for
pristine and damaged states, and the signals obtained are subtracted
to obtain scattered waves. Finally, the scattered waves are localized to
obtain ToF.

Following the Bayesian inference procedure proposed in [29,43],
the damage’s location with different sensors can be inferred. The un-
certainty level is determined by the standard deviation of the error
in the Abaqus-simulated ToFs when compared with the ellipse-based
model. Based on the uncertainty level of Abaqus-simulated ToFs, it is
located in the higher uncertainty level [1e—7, 1e—6]. Therefore, Abaqus
results with the above curves calculated using the highest level of
uncertainty are compared. Note that all the values are normalized by
their maximum value. The results are shown in Fig. 9. It is observed
that they match well, which provides a proof of the effectiveness of the
proposed framework.

4. Application on guided wave based damage identification

In this Section, an experimental case study of an aluminium plate
with a part-depth circular hole based on guided waves using a semi-
analytical wave damage interaction model is presented to validate
the proposed framework. The experiment and damage identification
methodology were published in [43].

The plate has dimensions L, = 1000 mm, L, = 1000 mm and a depth
of 0.9 mm with elastic modulus E = 69 GPa, density p = 2705 kg/m3
and Poisson ratio v = 0.33. The defect is located in the centre of the
plate. The prior radius and depth ranges of a part-depth circular hole
defect are [1.5 mm, 4.5 mm] and [0.1 mm, 0.4 mm], respectively. The
configuration of different PZT sensors is shown in Fig. 10. The green
PZT has been used to generate a sinusoidal burst, and the rest of the
PZT sensors received the reflected and scattered signals. PZT sensors
are mounted on the structure’s surface radially with equal spacing.
Based on the results presented in the previous work [43], only seven
sensors were included within the damage identification scheme. To
be consistent with previous work, only seven sensors are considered
here, which are indicated by blue squares. The remaining sensors are
represented by grey squares.

4.1. Step 1: Information gain calculation

A physics-based Bayesian inference approach utilizing a scattered
field of guided waves is used to address the problem of damage iden-
tification, which was previously published by the authors in [43].
The scattered field that is dependent on the geometry of the defect
is generated when a travelling wave interacts with it. Thus, the type
and severity of the damage can be identified by analysing the scattered
field. A semi-analytical forward model is employed to perform rapid
computations on wave/damage interactions, including wave scattering,
which is based on a combination of the Kirchhoff plate theory for
flexural motion and the elementary Poisson theory for extensional
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Fig. 12. (a) RMSE of a, (b) uncertainty of a, (c) RMSE of b and (d) uncertainty of b produced by Bayesian inference.

motion under the assumption of spherical problem [44]. The analytical
determination of the scattering profile that is represented by s,,(0).
Here, 64 refers to unknown model parameters, including the radius
and depth of the hole. Also, there will be a difference in correctness
between the measured and modelled scattering fields. The prediction
error equation can be used to continue with the Bayesian formulation
for parameter estimation, as follows:

Sp =S (0s) + eg. @

where s;, represents the scattering field obtained from experiments.
A zero mean Gaussian distribution with covariance matrix ¥, =
diag(ail, oil, ,ai Ny) is selected to model the error term in order to
produce the largest prediction uncertainty, i.e., e ~ N'(0, Z,) [31,32].
The stochastic version of the model is given by a Gaussian distribution,
as follows:

1

(Varr i o)
=sp(CI"E(0) " [5,44(85. C™) = sp(C")])
The likelihood function is used in Eq. (4) to obtain the EIG of each
sensor layout in terms of damage identification.
Based on the EIG calculation method, N, N, and Nj, are specified
as 100, 100 and 10 respectively. The prior information of the defect
sizes is bounded as follows: radius a [1.5, 4.5] mm and depth 5 [0.1,

1
p(sp |sp.05.C") exp(—z[sM(HS,C")

(8)

0.4] mm. Similarly, in Eq. (4), three different uncertainty ranges:
[1e-7, 1e—6] (low uncertainty), [1e—6, 1e—5] (medium uncertainty),
and [le-5, 1le—4] (high uncertainty) are introduced. The provided
uncertainty values are indeed larger than those in the numerical case
study (Section 3), which aligns with the expected increase in uncer-
tainty in physical experiments. Based on the provided parameters, the
EIG with the increase of sensor numbers at different uncertainty levels
is shown in Fig. 11. The trend observed in the EIG values is consistent
with the numerical results, showing a gradual increase followed by
stabilization. Lower uncertainty corresponds to smaller EIG values, and
with lower uncertainty, the values reach stability sooner.

4.2. Step 2: Monitoring accuracy and uncertainty evaluation

According to Bayes’ theorem and using the scattering coefficient
semi-analytical calculation method and likelihood function explained
in Section 4.1, various signal inputs can be employed for inversion,
allowing us to infer the defect geometry parameters. For more detailed
information, refer to [43]. Uniform prior distributions are used with
bounds [1.5, 4.5] mm for radius @, [0.1, 0.4] mm for depth b. The
nonupdatable standard deviation ¢, with bound [1e—7,1e—4] is chang-
ing based on the signal uncertainty level. Similarly, M-H algorithm [35,
36] was applied to obtain the posterior PDFs using 50 000 samples.

Based on the sensor layout provided in Fig. 10, there is a total
of 7 sensors. The same assumption is made that each sensor failure
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was the most sensitive in the current sensor layout and a minimum
of two sensors, resulting in 6 possible failure scenarios. Scattering
coefficients at different uncertainty levels are generated using the semi-
analytical model [44], introducing a certain level of Gaussian noise.
Nine different potential damage sizes evenly distributed across a grid
are selected. Similarly, for each uncertainty level defined in the EIG
calculation, four evenly-distributed different standard deviation values
were chosen. After averaging the inference results, the resulting RMSE
and uncertainty of half-through thickness hole’s radius and depth are
shown in Fig. 12.

It is observed that, in general, an increase in the number of failed
sensors leads to larger RMSE and uncertainty in the inferred defect
geometry. Additionally, introducing larger uncertainties also results
in greater RMSE and uncertainty in the inferred defect geometry.
However, there is a slight error in the RMSE of the defect depth b.
This discrepancy might be attributed to the small range of defect depth
values considered in the analysis.

4.3. Step 3: Relationship between information gain and monitoring accu-
racy and uncertainty evaluation

To establish the relationship with 90% between monitoring accu-
racy, uncertainty, and EIG, this relationship is illustrated in Figs. 13
and 14 under various uncertainty levels. They are fitted using linear
and quadratic models. Since there are fewer data points compared to
the numerical model, the fitting results are not as precise as those of
the numerical model. It is observed that the quadratic model provides
a better fit compared to the linear one. However, when the EIG starts
to increase within a smaller range, the RMSE and uncertainty initially
increase slightly before starting to decrease. It is supposed that with the

10

increase in EIG, the SHM system performance improves, leading to a
decrease in both RMSE and uncertainty. In this case, the linear fitting
is less accurate, but it provides a better representation of the overall
trend. Other models might do better, but such analysis is outside the
scope of this paper.

4.4. Step 4: Experimental validation

An ultrasonic experiment is used to verify the proposed methodol-
ogy here. The geometry and material properties presented in Section 4
are used. In this experiment, a Keysight 33512B arbitrary waveform
generator was used to generate a five-cycle sine tone-burst centred
in 300kHz, and a DSOX2014A oscilloscope was used to digitize the
signals. A 3.25 mm radius half-through thickness hole is created at the
centre of the plate with depth of 0.2 mm. Using frequency mode tuning
and a signal processing technique presented in [43], the scattering
coefficients of SO mode from the vibration signals can be obtained.

Following the Bayesian inference procedure proposed in [29,43],
the defect size with different data can be inferred. Based on the uncer-
tainty level of experimental data, the error ¢ is located in the higher
uncertainty level [1e—5,1e—4], which determines the uncertainty range
of EIG calculation and the standard deviation of the likelihood function.
The values are normalized by their maximum value. The results are
shown in Fig. 15. The proposed framework and experimental results
exhibit some bias but follow a similar trend. For instance, when the
EIG is small, a larger RMSE prediction is generated by the proposed
framework. This is primarily attributed to numerical errors occurring
when the signal quality is poor, especially in cases with a high number
of failed sensors. The uncertainty matches better with EIG than the
RMSE. The error mainly arises from the significant uncertainty in the
experimental data and the inherent errors in the analytical modelling.
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5. Step 5: An illustrative example of the overall methodology
integrating PN and EIG

An SHM system, once installed, serves for many years, providing
crucial structural health information. It is essential to assess the relia-
bility of the SHM system throughout its operational lifespan, not just at
one moment in time. This can be achieved by integrating the PN model
and EIG module in the proposed methodology.

In the initial step, the failure parameters of the sensor network
are defined, and the proposed PN model is employed to simulate the
degradation process of the sensor network. This PN model yields a
sequence of failed sensors as its output. The relationship between EIG
and monitoring performance and the sensor setup has been used to
demonstrate this approach.

This is an example of how the degradation of the monitoring system
is simulated by the PN, while the estimate of reliability is provided by
the EIG. Given the assumption and the absence of specific sensor failure
data, commonly used Weibull parameters are chosen to characterize the
degradation process of all 15 sensors, with = 2.5 and g = 2.9 [19].
The PN shown in Fig. 3 is extended to 15 sensors. After running the
PN, the resulting failure sequence is as follows: [S1, S13, S2, S11, S14,
S15, S5, S4, S9, S8, S6, S3, S7, S12, S10]. Next, the EIG calculation
module is utilized to determine how EIG changes based on the current
failure sequence at the low uncertainty level, which is shown in Fig. 16.
By incorporating this with the established relationship demonstrated
in Fig. 8, the changes can be derived in monitoring accuracy and
uncertainty over the operational lifespan of the sensor network, which
is shown in Fig. 17. The simulation results illustrate the monitoring
performance of the SHM system, which can be used to support asset
management decisions when the SHM system performance degrades.
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The case studies provided in Sections 3 and 4 are specific to ultra-
sonic guided wave monitoring systems, whereas the proposed method-
ology for assessing reliability can be applied across various monitoring
systems and real-world engineering scenarios, as it employs universally
applicable techniques such as information gain calculation, evaluation
of monitoring system performance through Bayesian inference, and
modelling of sensor network failures. The case studies presented serve
as illustrations of this methodology, which do not limit its applica-
bility. For instance, the application of Bayesian inference for defect
localization in two different skin panels with irregular geometries on
aircraft wings [17] exemplifies a direct extension of this methodology
for evaluating reliability in practical situations.

6. Conclusions

This paper presents a comprehensive methodology for assessing the
reliability of SHM systems throughout their operational lifespan. This
approach combines PN to simulate sensor failures and EIG calculations
to quantify the impact on monitoring accuracy and uncertainty. The
PN module generates sequences of sensor failures, while the EIG metric
is demonstrated to effectively capture changes in monitoring accuracy
and uncertainty through a quadratic equation. Monitoring accuracy and
uncertainty are determined through physics-based Bayesian inference
for ultrasonic localization and identification. The proposed methodol-
ogy is rigorously validated through both numerical simulations and
experimental tests using an ultrasonic monitoring system. Importantly,
this approach can be readily extended to assess the reliability of various
monitoring systems, particularly those vulnerable to sensor failures.
The following conclusions are drawn from this paper:
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» The proposed framework for evaluating SHM reliability, consid-
ering sensor failures, has the capability to generate a single value
that reflects the reliability in sizing and localizing the detected
damage.

Errors in the monitoring process may change as external condi-

tions change, which will bring different uncertainties. Changes in
reliability indicator values can reflect varying degrees of uncer-

tainty.
By combining the PN to simulate the monitoring system degrada-

tion, and the EIG to estimate of reliability, the proposed frame-
work can predict the changes in monitoring accuracy and uncer-
tainty within the lifetime of the monitoring system.

The current Bayesian inference framework requires the selection
of likelihood function format, which may have issues with conver-
gence when levels of uncertainty are large. Approximate Bayesian
computation (ABC) can avoid the formulation of the likelihood func-
tion [45]. Future work is considered to include ABC in the proposed
approach. And possible to apply and validate it in other SHM applica-
tions, such as vibration-based methods. Another area for improvement
involves expanding the information modelling to incorporate random
measurement errors, bias, and signal errors caused by the operational
environment. Furthermore, it is necessary to investigate the use of



W. Wu et al.

40 T T T

x coordinate
y coordinate //

30

25

Monitoring RMSE (mm)
n
o

15 ]
10r 1
5l ]
0 , \ . \
0.5 1 15 2 25 3
Time (year)
(2)

Fig. 17. (a) Monitoring RMSE, (b) uncertainty of damage coordinates

the proposed reliability analysis method to address damage detection
problems (PoD development) in future research.
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