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Abstract: This paper examines the impact and implications of ChatGPT and other generative AI
technologies within the African context while looking at the ethical benefits and concerns that are
particularly pertinent to the continent. Through a robust analysis of ChatGPT and other generative
AI systems using established approaches for analysing the ethics of emerging technologies, this paper
provides unique ethical benefits and concerns for these systems in the African context. This analysis
combined approaches such as anticipatory technology ethics (ATE), ethical impact assessment (EIA),
and ethical issues of emerging ICT applications with AI (ETICA) with specific issues from the
literature. The findings show that ChatGPT and other generative AI systems raise unique ethical
concerns such as bias, intergenerational justice, exploitation of labour and cultural diversity in Africa
but also have significant ethical benefits. These ethical concerns and benefits are considered crucial
in shaping the design and deployment of ChatGPT and similar technologies responsibly. It further
explores the potential applications of ChatGPT in critical domain areas such as education, agriculture,
and healthcare, thereby demonstrating the transformative possibilities that these technologies can
have on Africa. This paper underscores the critical role of AI governance as Africa increasingly adopts
ChatGPT and similar AI systems. It argues that a comprehensive understanding of AI governance
is essential not only for maximising the benefits of generative AI systems but also for facilitating a
global dialogue. This dialogue aims to foster shared knowledge and insights between the Global
North and the Global South, which is important for the development and creation of inclusive and
equitable AI policies and practices that can be beneficial for all regions.

Keywords: Africa; ChatGPT; Generative AI; Ethics; Governance

1. Introduction

The discussion around ChatGPT has amplified the call for effective AI governance.
The huge potential benefits and risks of ChatGPT and other emerging generative AI systems
have led governments around the world to consider new AI regulations to tackle their
potential dangers. The EU has since enacted an EU AI Act, the world’s first comprehensive
AI regulation, and this was substantially revised following the introduction of OpenAI’s
ChatGPT in 2022 to specifically address the unique risks of generative AI systems [1]. The
Act focuses on how AI can be trustworthy and highlights aspects around considerations
of high-risk systems and the use of biometrics systems with respect to the enforcement
of law, among others. New revisions are also expected to be made to Canada’s proposed
Artificial Intelligence and Data Act. The US has announced a technical inquiry to examine
appropriate AI governance approaches [2]. And recently, China moved to censor generative
AI systems [3]. These regulatory efforts in the Global North are aimed at mitigating the
risks and concerns associated with ChatGPT and other generative AI systems, as well
as promoting the benefits of these disruptive technologies. It is important to note that
while regulations are jurisdictionally constrained, ChatGPT has a wider global impact. The
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impact of ChatGPT and generative AI extends beyond geographical and jurisdictional
boundaries, influencing societies worldwide. As such, there is a need for an overall global
awareness and implementation of AI regulations.

However, the discourse on AI governance and the subsequent regulatory efforts have
predominantly focused on the Global North, raising concerns about the inclusivity and
applicability of these measures to the broader global context. To this end, it becomes
desirable to not only consider the implications of ChatGPT on more developed countries,
particularly in the Global North, but to also be inclusive of those less developed who inhabit
the Global South space, particularly Africa. This paper, therefore, explores the unique
risks that ChatGPT and generative AI systems present to African societies and proposes
governance as a response to these risks. From issues of digital divide, unequal access,
political bias and human bias to human rights concerns, this paper identifies the risks of
ChatGPT and generative AI systems while highlighting their potential benefits in healthcare,
education and production, among others. The impact of ChatGPT is dependent on a
number of factors that include local contexts, resources, policies and local and international
collaborations and partnerships. Understanding these elements is not only beneficial
for harnessing the potential of ChatGPT via governance but also contributes to a global
discussion and opens up possibilities of shared knowledge and understanding between
both the Global North and the Global South on a technology that has potentially far-
reaching consequences for both spectrums.

The next section provides a fundamental clarification of what we mean by generative
AI systems and their historical emergence globally. The paper continues by outlining
Africa’s relationship with the ethics of emerging technology. Subsequently, the basis for the
use of the selected methodology, how it is applied, key findings and critical discussions on
these are provided. The paper then concludes with discussions on the need for governance.

2. The Emerging Landscape of Generative AI

Generative AI refers to a set of AI systems designed to generate content or output
(including but not limited to texts, images, audio, simulations, video and codes) [4]. These
outputs are largely dependent on the data the systems are trained on. In contrast to
traditional AI systems that are trained to perform specific tasks, generative AI (Gen-AI)
models are designed to imitate or mimic patterns in the data. Some have argued that this
mimicry happens without a sufficient understanding of the underlying meaning of the
context and thus refers to these models as “stochastic parrots” [5]. The landscape of Gen-AI
systems has evolved significantly in the last few decades as advancements in technology
have often been punctuated by key milestones and developments in Gen-AI systems.

The earliest models that played major parts in today’s thriving field of Gen-AI systems
include models like MYCIN [6] and Heuristic DENDRAL [7], which relied on explicit rules
and logical reasoning (often designed to imitate expert human decision-making abilities
in a given domain), and ELIZA [8], designed to simulate conversation. These rule-based
models are deterministic in nature, operating on a simple cause-and-effect methodology.
There were then probabilistic models such as ILIAC Suite (developed for music compo-
sition) [9], Markov models [10], regression models and Bayesian models. The element of
probability that represents uncertainty in the relationships between variables is embedded
in these models, essentially quantifying uncertainty and variability to represent complex
systems or realities. Leveraging the power of neural networks, deep belief networks (DBNs)
emerged to lay the foundations of more layered frameworks such as Generative Adver-
sarial Networks (GANs) and Variational Autoencoders (VAEs). These early models and
architectures contributed to the introduction of today’s transformer models [11], with Open
AI’s GPT (Generative Pre-trained Transformer) models (the latest being GPT-4), Bidirec-
tional Encoder Representations from Transformers (BERT), DistilBERT, BART, LaMDA and
Megatron-LM. These are built on transformer—a novel neural network architecture for
language understanding.
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These models are different from traditional sequence-to-sequence models owing to self-
attention mechanisms within their unique architecture [11]. They are highly scalable, which
contributed to the development of very large models such as GPT-4 and ChatGPT [12].
Their performance improves with large amounts of data and model parameters. The trans-
former architecture has the ability to ensure parallelized training and capture contextual
information and has become the underlying foundation for many generative models.

However, like any AI system, the design and deployment of generative AI models,
like ChatGPT, built on transformer architecture raise ethical, socio-cultural, economic
and legal concerns [13]. Issues such as bias and fairness; autonomy; transparency and
explainability; data privacy; environmental impact; malicious use; academic integrity;
intellectual property; and digital divide have all been mentioned in connection with the
design and use of ChatGPT. For example, these models can learn biases inherent in the
training data since the data are not often sufficient to make decisions in all contexts. This
leads to biased outputs, amplifying and/or perpetuating existing biases and inequities in
society. We discuss these concerns in Section 5.

The introduction of transformer models has led to increased hype around generative
AI systems. The glare emanating from this glitzy technology often obscures the simplicity of
its fundamental abilities and profuse limitations. The transformative potential of generative
AI models lies in revolutionising information discovery and consumption. While some
have argued that the performance of generative AI models demonstrates that it might be
the elusive “holy grail” of AI, many observe that the hype hides the obvious limitations
inherent to them [14]. It is crucial to point out that the scope of what generative AI systems
like ChatGPT can do is very limited. Like many AI systems, they largely depend on
data they were trained on, and existing datasets for training AI models are often not
representative of all contexts in all regions of the world.

3. Ethics and ChatGPT

This paper acknowledges the importance of ethics in the design and use of generative
AI systems like ChatGPT. This is not a novel endeavour because ethics has always been
considered in emerging technologies [15,16]. Ethics fundamentally aims to discern what
is right or wrong; good or bad; and just or unjust across various contexts. Bonde and
Firenze [17] argue that ethics transcends mere theoretical discussions; it demands proper
actions and the establishment of responsible organisations and governments that embody
ethical principles. The domain of ethics includes a broad spectrum of theories, each
providing unique insights into ethical reasoning and decision-making. Some of these
ethical theories include utilitarianism, a branch of consequentialism Sætra et al. [18], which
evaluates the morality of an action based on its outcomes; deontology, which focuses on the
adherence to duty or rules; and virtue ethics, which emphasises the importance of moral
character and the virtues that form the basis of ethical behaviour. Together, these theories
offer a comprehensive framework for understanding and applying ethical principles in a
variety of contexts.

Utilitarianism, a theory with origins in the 18th century, suggests that the ethical value
of an action depends on its capacity to maximise overall good for the most significant
number of people, thereby minimising negative consequences. Mitov [19] applies this
principle to the ethical evaluation of AI and argues that, given AI’s extensive reliance on
users’ data, this technology serves as a potent tool for societal benefit, aligning closely
with the utilitarian objective of achieving a greater good. When applying the principles of
utilitarian ethics to the deployment of ChatGPT and other generative AI systems in Africa,
it becomes crucial to ensure that these technologies positively impact a large segment of the
population. The aim should be that the adoption and implementation of ChatGPT and other
generative AI systems should not only align with utilitarian ethics but also significantly
enhance the well-being, satisfaction, and overall welfare of the African community. This
approach necessitates a nuanced understanding of local needs and contexts, ensuring
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that ChatGPT and other generative AI systems solutions are both culturally sensitive and
ethically sound.

Rooted in the philosophy of Immanuel Kant, an 18th-century German philosopher,
deontological ethics stresses the significance of moral duties, principles, and rules in guiding
ethical decision-making. Kant introduced the concept of Categorical Imperatives, non-
conditional, universally applicable principles that should be adhered to unconditionally.
However, Baumane-Vitolina, Cals, and Sumilo [20] highlight a common deviation from
Kant’s Categorical Imperatives in business practices. Baumane-Vitolina et al.’s position
suggests that this might not be confined solely to business contexts but could also extend to
the ethical governance of technologies like ChatGPT and other generative AI systems. In the
context of Africa, a deontological evaluation of ChatGPT’s actions and impact would focus
on whether these actions adhere to specific moral principles or duties, irrespective of their
consequences. For instance, from a deontological standpoint, the behaviour of ChatGPT
would be scrutinised based on principles such as addressing inequalities, combating bias,
and upholding human rights and dignity. This means that interactions between ChatGPT
and its users in Africa should prioritise inclusivity, active engagement, and respect for their
rights and dignity, independent of the outcomes. This approach ensures that the technology
acts ethically, fostering a respectful and equitable engagement with its users.

Virtue ethics, an ethical theory that highlights the cultivation of moral character and
virtues, serves as the bedrock for ethical behaviour. Distinct from consequentialist theories,
which assess the outcomes of actions, and deontological theories, which stress adherence to
moral rules or principles, virtue ethics underscores the importance of the individual’s moral
character. Thus, virtues are considered essential qualities or character traits that enable
individuals to lead flourishing and ethically sound lives. Key virtues include honesty,
courage, compassion, integrity, and wisdom. Smith and Vickers [21] posit that virtue ethics
provides practical and adaptable guidance, making it especially suitable for navigating
complex and rapidly changing interactions with AI. With respect to ChatGPT and its
application in Africa, virtue ethics would focus on instilling virtuous character traits and
moral values throughout the design, development, and deployment phases of ChatGPT
technology. Through the lens of virtue ethics, the ethical evaluation of ChatGPT’s actions
and impacts in Africa would concentrate on their ability to reflect and foster virtues such as
trustworthiness, transparency, inclusivity, and respect for human dignity. For instance, from
a virtue ethics perspective, ChatGPT’s interactions with African users should emphasise
understanding and addressing users’ needs and concerns and showcasing respect for
cultural diversity and values. This approach ensures that the technology not only serves its
functional purposes but also aligns with and promotes the highest ethical standards.

Sætra et al. [18] contend that ethical considerations can address challenges posed by
new technologies by integrating three ethical theories: virtue ethics, deontological ethics,
and consequentialist ethics. By harmonising these approaches, they provide a multifaceted
framework to guide ethical behaviour in technology use. The authors of this paper go a
step further and advocate for the incorporation of indigenous philosophies such as Ubuntu,
which translates to “I am because we are”. This African ethical viewpoint emphasises
community and interconnectedness, offering a unique perspective that is particularly
relevant to the experiences of African users with technologies like ChatGPT and other
generative AI systems. Incorporating Ubuntu into ethical considerations not only highlights
communal responsibilities but also deepens the understanding of specific ethical issues
pertinent to Africa. For instance, this approach can highlight how AI applications might
support communal growth and respect local traditions, ensuring technology deployment
aligns with the collective well-being and ethical norms of African communities.

4. Africa and Emerging Technologies

Unlike in Europe, where ethics is considered an integral aspect of the governance
of emerging technologies [22], the ethics of emerging technologies has remained largely
neglected in Africa in academia, policy, and industry. Whereas the design and deployment
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of emerging technologies such as AI are increasing in Africa, integration is not at the
same level seen in the Global North [23]. Disruptive technologies are often designed and
developed from and for more developed regions of the world. This means that Africa
often finds itself playing catchup with current and emerging technologies, including the
development of governance policies around ethics concerns [24]. There are a number of
reasons why Africa is often behind, and these include but are not limited to a lack of
infrastructure, a lack of technical know-how, as well as a lack of robust policies around
science, technology, and innovation. As a result, in the Science, Technology, and Innovation
Strategy for Africa 2024 report, the UNECA [25] encourages member states to contribute
at least 1% of their GDPs to the research and development of science, technology, and
innovation [26]. With better investment in technology, better results will be realised in the
delivery of services, income generation, and the efficient and effective production of goods
and services. Badaru and Mphahlele [27] argue that pandemics such as COVID-19 have
shown a spotlight on the importance of technology, especially for Africa, where there are
disparities between African nations with some doing better than others. They recommend
the establishment of a legal framework that can use emerging technologies such as AI; the
improvement of the digital infrastructure in order to ensure a level playing field for both
rural and urban areas, as well as an improvement in tertiary education that will promote
knowledge of emerging technologies and digital transformation.

Distor et al. [28] opine that, for emerging technologies to accelerate Africa’s economic
transformation, as has been achieved in many developed parts of the world, there is a
need for Africa to take into account a responsible design and implementation strategy
of emerging technologies such as AI. The lack of harmonised, structured, and culturally
sensitive responsible innovation frameworks and regulations to shape the design and use
of these technologies, they argue, contributes to the inadequate uptake and use of such
technologies in Africa. Even where there is potential to use these technologies in, for
example, health, infrastructural challenges can be a hindrance in effectively implementing
such technologies. These challenges not only limit the accessibility and effectiveness of new
and emerging technologies but also slow down the pace of innovation and development.
Understanding these obstacles is crucial for developing strategies that can help overcome
them and unlock the transformative power of emerging technologies across Africa. Some
of the infrastructural challenges are digital in nature and are concerned with unreliable
internet access and telecommunications infrastructure [29,30], therefore making it difficult
to deploy and sustain digital technologies such as broadband services and mobile connec-
tivity. This results in a digital divide that affects both urban and rural areas, and as Aruleba
and Jere [31] assert, this can be especially acute in remote locations.

Furthermore, the erratic supply of electricity stands as a significant barrier to the adop-
tion of technology in Africa. Regular power interruptions and the absence of electrification
infrastructure in rural areas limit the utilisation of digital services, therefore making it
difficult to effectively have robust technology-based solutions. Despite such challenges,
solar energy and other renewable technologies present viable solutions to these power
supply challenges, thereby enabling the deployment of off-grid power systems to support
technology use in remote areas. For instance, Baker [32] posits that models such as pay-
as-you-go (PAYGO) mobile money for solar home systems (SHS) are helping to overcome
electrification infrastructure problems by providing access to the digitally unconnected.
Adwek et al. [33] argued for a more robust electrification policy that takes into account SHS
models because they offer long-term rural electrification and development. In addition, in
the absence of more traditional infrastructure or when the infrastructure is too expensive,
Perdices et al. [34] contend that satellite communication has the potential to overcome
geographical barriers through the provision of internet access in remote areas.

The substantial expenses involved in setting up and preserving technological infras-
tructure, combined with restricted financial accessibility, present considerable obstacles for
both governmental bodies and private sector entities in the digital sphere across Africa.
This financial challenge is exacerbated by the relatively high cost of internet services and
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technology products due to import duties and taxes. A study by Mignamissi and Djijo [35]
of 34 African countries found that the digital divide contributes to a country’s financial
handicap, therefore making it difficult to have any meaningful digital penetration com-
pared with those countries with more developed financial systems. However, despite a
challenge such as this, emerging technologies can still be leveraged for social and economic
development in Africa. For example, mobile technologies became ubiquitous in Africa
over a decade ago, to the point where mobile phones, for instance, offered a platform for
various solutions [36], including mobile-based solutions in finance in the form of mobile
money [37,38]. This has the advantage of helping the unbanked, as well as cutting the
bureaucratic processes involved in traditional banking, with Akinyemi and Mushunje [39]
suggesting that mobile money operators target young and educated rural dwellers to adopt
mobile money technology.

Mobile platforms also offer market and weather information, which is crucial for
agriculture, a domain area that is very important in Africa. Emeana, Trenchard, and
Dehnen-Schmutz [40] state that mobile agriculture (m-Agri) services are instrumental
in helping “farmers access new technology or inputs and assess suitability as well as
facilitate farmer-to-farmer/buyer relationships, [in addition to] how to manage financial
and production risk, and where to sell their produce” (p. 12). Dodoo, Al-Samarraie, and
Alsswey [41] point to the importance of telemedicine, which is offered via mobile platforms,
in contributing to healthcare in sub-Saharan Africa despite user acceptance and satisfaction
challenges. Furthermore, innovative financing models offered through Fintech models,
in addition to innovations such as pay-as-you-go services and micro-leasing [42,43], can
help overcome financial barriers to technology adoption, making it more accessible to a
wider population.

This section has, so far, detailed some of the great opportunities emerging technologies
present to societies in Africa, how these have been exploited, and the barriers to the
effective integration of these technologies in operations. As the integration of generative
AI systems continues to permeate business operations, public services, healthcare, and
personal development, paying attention to these opportunities and challenges becomes
more crucial. What is often missing in established integration processes and policies is
ethics. This is not due to a lack of ethical traditions in Africa but instead due to factors such
as lack of awareness, limited resources, dependency on external expertise, emphasis on
short-term goals, and historical factors that have been described as epistemic injustice [44].
Relevant to the current discussion, generative AI systems also present great opportunities
for the continent. Africa has many pressing issues, including challenges in health and well-
being, poverty, education, financial inclusion, and a lack of jobs for an ever-increasingly
young population. Our analysis focuses on the ethical benefits of this technology, as well as
the unique challenges it poses. In doing this, the critical areas of possible applications in
Africa emerge, and the ethical concerns to focus on emerge.

5. Methodological Approach

Unlike most discussions around the ethics of emerging technologies, the approach
we have adopted in this paper is to focus on both the ethical concerns and the ethical
benefits of ChatGPT and other generative AI systems in Africa. As Stahl and Eke [13]
observed, an “ethical analysis of any novel technology is typically well advised to look at
benefits as well as concerns”. This is particularly relevant in the African context because
Africa has unique contexts and challenges not found in many parts of the Global North.
Context-specific challenges such as poverty, resource scarcity, corruption, and historical
inequalities necessitate nuanced approaches to AI design, development, and deployment.
AI, like other technologies, is and should be designed to address context-specific issues.
Therefore, focusing on the ethical benefits of Gen-AI can proactively help to address African-
centric contexts and situations; mitigate potential harms; and ensure responsible design
and equitable access and implementation.
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Furthermore, we believe that by highlighting the ethical benefits of ChatGPT, there is a
greater likelihood of increased acceptance of and trust in this technology. Understanding its
ethical benefits can dispel misconceptions and temper the hype that goes with such disrup-
tive technology. The idea is to provide a balanced view that can inform the development of
policies and regulations that not only promote innovation but also ensure responsible and
human-centric AI design. There is also a case to be made that an emphasis on ethical bene-
fits can contribute to the long-term sustainability of technology adoption, encouraging a
critical approach that takes into consideration human, societal, and environmental impacts.
The focus on Africa in this work aims to address an evident gap in the current narratives
around the ethics of Gen-AI systems.

Exclusive focus on the ethical concerns or problems of emerging technologies often
overshadows the potential ethical benefits of such technologies. Africa is not in a position
to afford missing opportunities to leverage disruptive technologies to address societal chal-
lenges. Achieving a balance between ethical considerations and the need for innovation
is critically important in Africa to harness the full potential of this technology. Excessive
emphasis on ethical concerns can lead to unnecessary public fear and scepticism, under-
mining trust in the technology. It can also lead to regulatory overreach, which can stifle or
impede innovation. If the negative consequences of the ChatGPT are allowed to dominate
the narrative in Africa, investments in this technology may be reduced, which may affect
global competitiveness. There is a need to balance the narrative by highlighting ethical
benefits and concerns in a way that ensures responsible design, encourages design, and
maximises the positive impacts of this technology on African society.

Our methodology builds on the work of Stahl and Eke [13], who combined three
approaches to identify the ethics of emerging technologies. These approaches are “anticipa-
tory technology ethics”, or ATE [15]; the “framework for the ethical impact assessment of
information technology”, or EIA [45]; and “ethical issues of emerging ICT applications”, or
ETICA [46]. All three approaches have a list of ethical issues (many of these overlap) that
can emerge from novel technologies. Using a combined list of issues from these approaches,
Stahl and Eke [13] performed an analysis of ChatGPT and identified the ethical benefits
and challenges of this technology. They accomplished this by providing a short narrative
of how ChatGPT impacts the list of ethical issues both in positive and negative terms. They
went further by allocating a likelihood of the impact happening (1 = low; 2 = medium;
3 = high), as well as a measure of severity (1 = low impact; 2 = medium impact; 3 = high
impact). As they acknowledged, the possible applications of this technology are close to
infinite or, better put, often unknown due to the inherent malleability of technologies. Their
analysis was basically based on already existing knowledge of what this technology can or
cannot do currently.

A robust review of the publicly available spreadsheet of this analysis—particularly
the authors’ assessment of the benefits of ChatGPT and the likelihood score they allocated
to some of the ethical issues–reveals insights that are relevant to the aim of this paper,
highlighting a balanced view of ChatGPT in Africa. It is our strong belief that their
calculation of the positive and negative impacts and severity reveals some of the ethical
benefits ChatGPT Africa needs to focus on. We, therefore, will highlight some of these
ethical issues with identifiable benefits that are likely to be realised or achieved. We believe
that ethical issues with high positive impact scores are critical issues that innovators,
policymakers, and other users in Africa need to focus on. Issues with a total score of
3 and above were selected for this purpose. This does not mean that other issues should be
ignored, but the assessment of their likelihood suggests that these issues require maximum
attention. To achieve the needed balance, these issues will be discussed in the next section
together with some of their identifiable negative consequences. Whereas these ethical
benefits are not and should be considered unique to Africans, we discuss them in the
context of Africa and its cultural dynamics. Far be it from us to consider a culturally
monolithic entity in this paper, but we consider it a continent with a shared historical past
that faces similar resource constraints, including limited financial resources, technological
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infrastructure, and expertise, as well as common socio-cultural challenges. It is also
important to note that these issues were not objectively identified but interpretively assessed
and remain open to scrutiny.

This is not a novel methodology, but its foresightful nature helps to identify possible
issues (positive and negative) in technology that have yet to be explored in detail [13]. It
provides a systematic way of using our prior knowledge and experience with the ethics of
technology to shed light on these issues, which can be interpreted differently by different
researchers. While this can be seen as a limitation of this study, its transparent approach
provides an opportunity for different interpretations.

6. Findings

The ethical issues that scored three and above with the highest likelihood of being
achieved border on four areas, including social justice and rights, individual needs, cultural
and identity, and environmental impacts (see Table 1 for the full list of issues).

Table 1. Ethical issues with the highest positive and negative impacts and severity.

ETICA ATE EIA EP

a. Surveillance
b. Identity
c. Cultural

Differences
d. Role of humans
e. Treatment of

humans
f. Collective human

identity and the
good life

g. Uncertainty of
outcomes

h. Perceptions of
technology

i. Autonomy

a. Intergenerational justice
b. Psychological harm
c. Harms to society
d. Just distribution of primary

goods, capabilities, risks, and
hazards

e. Supportive of happiness, health,
knowledge, wisdom, virtue,
friendship, trust, achievement,
desire-fulfilment, and
transcendent meaning

f. Other basic human rights as
specified in human rights
declarations (e.g., to life, to have
a fair trial, to vote, to receive an
education, to pursue happiness,
to seek asylum, to engage in
peaceful protest, to practice one’s
religion, to work for anyone, to
have a family, etc.)

g. Ability to think one’s own
thoughts and form one’s own
opinions

h. Ability to make one’s own
choices

i. Health and bodily harm
j. Animal rights and animal

welfare

a. Safety
b. Isolation and

substitution of
human contact

c. Universal service
d. Justice
e. Equality and fairness

(social justice)
f. Freedom of speech

and expression
g. Anonymity
h. Dignity
i. Beneficence
j. Value-sensitive

design
k. Sustainability

a. Bias
b. Trust
c. Democracy
d. Pollution and waste
e. Fairness
f. Relationships
g. The labour market
h. Criminal law
i. Use of natural

resources (except
energy use)

j. Impact on the
financial system

6.1. Bias

Bias was one of the issues with the highest positive and negative impacts and severity.
This assessment was based on the identifiable features of generative AI systems such as
the ability to generate texts, images, and videos and their use in coding, translation, and
summarisation. Fundamentally, generative AI systems are pre-trained on vast amounts of
data to learn patterns, relationships, and representations in the input data. On a positive
note, the larger and more diverse the data become, the more representative the outputs will
be. As the data behind these models significantly increase to include datasets from Africa,
some aspects of digital bias, especially against Africa, will be addressed. However, the
non-diversity of the data (as is currently the case) results in biased, racist, and sexist outputs.
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Models are mostly trained on a range of data from the internet, which, in themselves, may
be biased, which means that they may learn and reproduce biases inherent in the data.
Unfortunately, datasets that accurately represent cultural and societal contexts in Africa
(including linguistic diversity) are not often found on the internet owing to limited internet
access or a lack of digitised information. The focus of Gen-AI design in Africa should,
therefore, be to increase the quantity and quality of datasets to reflect the cultural and
societal variability in Africa.

6.2. Intergenerational Justice/Sustainability

According to the United Nations Secretary General’s report of 2013, intergenerational
justice is based on the idea that the “pursuit of welfare by the current generation should not
diminish opportunities for a good and decent life for succeeding generations” [47]. This
is strongly connected to the concept of environmental sustainability, which is critical to
growth and development in Africa. Due to the large computational resources required for
training and deploying these models, their carbon footprints are significantly high [48].
However, these models can also become powerful tools, directly and indirectly, for reducing
carbon emissions. Their ability to optimise operations by analysing vast amounts of
datasets across sectors and industries can lead to a reduction in energy consumption,
waste, and overall emissions. For instance, they may also be used to predict maintenance
needs, which can prevent unnecessary energy use. In addition to these, through model
pruning and quantisation, Gen-AI models can be compressed (through approaches such as
pruning [49], quantisation [50], low-rank factorisation [51], and knowledge distillation [52]
for deployment, which reduces the amount of energy the model uses. While considering
their obvious negative impacts on the environment, stakeholders (including innovators
and policymakers) need to be aware of these positive impacts on the environment.

6.3. Cultural Diversity

Our analysis finds that Gen-AI can positively impact cultural diversity in many ways.
First, it can help to preserve and revitalise diverse African languages. This can be through
the creation of dictionaries and learning or translation apps for these languages or via
analyses of historical texts and recordings. These systems can also help to empower
underrepresented voices, amplifying narratives from marginalised ethnic groups by curat-
ing content highlighting their experiences, perspectives, traditional knowledge, customs,
and languages. Gen-AI can also promote African cultural expression and understanding,
generating diverse cultural art, music, literature, and stories and personalising cultural
experiences in a way that eliminates or reduces stereotypes. However, all of these may not
be achieved if the models are trained on nonrepresentative datasets, which can perpetuate
biases and discrimination. It is also important for innovators to avoid cultural appropria-
tion and disrespect, which can be informed by a lack of understanding of cultural values,
principles, and narratives.

6.4. Supportive of Vital Social and Institutions and Structures

Gen-AI systems like ChatGPT can positively support social structures and institu-
tions such as families, education, religion, economy, government, media, and healthcare
systems. This can be achieved by improving the efficiency and effectiveness of processes
and operations (automating routine tasks, personal services, and tailored healthcare inter-
ventions); enhancing public participation and engagement; promoting transparency and
accountability; addressing social challenges; and promoting inclusion. An example is that
these models can be integrated into operations in the financial sector to detect and prevent
fraud. These models also hold the potential to revolutionise democracy. A positive impact
in this sense can be in the form of increased voter engagement (e.g., through simulations of
civic engagement through games and education), enhanced accessibility of information, the
mitigation of mis/disinformation, and the promotion of deliberative democracy. However,
it is important to be aware of how these models produce responses to ensure transparency,
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fairness, and privacy and avoid bias and black-box decision-making. Bias and algorith-
mic discrimination, deepfakes, and misinformation are real concerns that require robust
mitigation strategies as regards democracy.

6.5. Impact on Individuals and Society

Technologies have the potential to inflict physical, social, and psychological harm
on humans. This includes harm to human capabilities, privacy, autonomy, identity, and
security. It also includes how these technologies impact people’s daily lives. From misuse
in healthcare to exposure to bad content and data privacy breaches, technology can have
negative impacts on humans and society. For instance, overreliance on digital technologies
can lead to addiction, dependency, and social isolation. This indirectly contributes to a
sedentary lifestyle that can lead to health concerns (e.g., obesity). Generative AI systems
can help to mitigate some of these concerns by focusing on content moderation and person-
alised, culturally aware mental health support; integrating privacy-preserving techniques;
and aligning with responsible innovation principles and human oversight. In Africa, this
may include integration into operations in disease surveillance, medical education, trans-
lation, and documentation. While these models cannot replace human connection in all
cases, they could offer therapeutic benefits for individuals who might otherwise struggle
with isolation and lack access to communication.

In the area of privacy, Gen-AI models pose risks because they can be used to generate
synthetic identities, as well as deepfakes, for malicious purposes. As has been proven,
there are risks of personal data leakages because the training data often contains person-
ally identifiable information. The complexity of this technology and the unpredictable
nature of the outputs means that adequate informed consent is often lacking. However,
these models have the potential to train data with privacy-preserving techniques such
as differential privacy, federated learning, and homomorphic encryption to protect the
privacy and confidentiality of people. The capacity to use context-specific and or iterative
consent needs to be built into these models. The tendency to over-rely on automation,
the possible loss of jobs, and the possibilities of manipulation and deception with Gen-AI
systems negatively affect human autonomy. However, increased access to information and
enhanced creativity, self-expression, and personalised content can have positive impacts on
autonomy. It is important, therefore, to amplify these positive elements while the risks are
also robustly addressed.

Furthermore, while these models pose some risks to self-identity, they also hold great
promise. Through personalised education, learning, and guidance that support personal
development, Gen-AI systems can provide insights and skills to help people uncover their
strengths, thereby fostering a sense of authenticity and self-expression. Therefore, they
can help individuals overcome their limitations and empower them to make independent
choices. By democratising access to creative platforms and tools, these models can promote
self-expression, which strengthens self-identity. However, it is good to note that Gen-AI
systems can create echo chambers and filter bubbles that negatively affect self-identity.
Based on the nature of the data it is trained on, a model can provide responses that reinforce
one’s existing beliefs, preventing the person from diverse viewpoints. A lack of diverse
viewpoints often leads to a narrow identity development because the personal exploration
of self is limited. In essence, autonomy, human agency, and control are significantly
undermined when these models are overly relied on. The governance of these models
ought to include the promotion of critical thinking, continued diverse interactions, and
measures to prevent manipulation.

6.6. Labour Market

The negative impacts of these models on the labour market are undeniable. There are
possibilities of replacement jobs related to operations that can be performed with these
models, and as the integration of this technology into business operations continues to
increase, employees may be expected to upskill or reskill to adapt to the ecosystem. Most
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critically, there have been reports of labour exploitation in Africa as Open AI designed its
model [53,54]. However, these models could help to create new jobs, assist employees via
the automation of difficult tasks, and empower people to launch their own businesses.

7. Discussion of Findings

From the point of view of generative AI systems and Africa, the ethical issues discussed
above could be studied through the lenses of utilitarianism, deontology, virtue ethics, and
Ubuntu to effectively devise solutions to overcome the risks and opportunities they bring.
Each of these ethical frameworks provides unique insights and practical strategies for
exploring, such as bias, intergenerational justice, cultural diversity, institutional and social
structures, and labour markets. Utilitarianism can assess the broad impacts of generative AI
systems by focusing on outcomes that maximise the greatest good for the greatest number.
For example, in addressing bias and labour market impacts, a utilitarian approach should
prioritise actions that enhance job opportunities and economic benefits across diverse
demographic groups, thereby ensuring that generative AI system development leads to
positive socioeconomic outcomes. A deontological perspective emphasises adherence to
moral rules or duties, regardless of the outcomes. This lens can ensure that generative AI
systems are developed and operated according to strict ethical principles, such as fairness
and non-discrimination. For instance, it mandates that AI systems must not perpetuate or
amplify biases, regardless of the potential benefits, upholding ethical standards even in
complex institutional settings. A virtue ethics lens highlights the importance of moral char-
acter and the virtues that should be embodied by those involved in generative AI system
development. A virtue ethics approach encourages developers to cultivate characteristics
like empathy, responsibility, and wisdom. For cultural diversity and intergenerational jus-
tice, virtue ethics advocates for the development of AI that respects and preserves cultural
heritage and considers the long-term impacts on future generations. Finally, Ubuntu, with
its focus on community interconnectedness and mutual care, provides a critical perspective
in the African context. It promotes the design and implementation of generative AI systems
that are community-centric, enhancing social bonds and prioritising the well-being of all
community members. Ubuntu can guide generative AI system development to be more
inclusive, ensuring that technology development involves wide-ranging consultations with
local communities, thereby creating systems that are deeply attuned to the local social
dynamics and specific challenges faced by these communities.

By integrating these diverse ethical dimensions, it is possible to better navigate the
complex ethical landscape presented by generative AI in Africa. This holistic approach
ensures that generative AI systems not only advance technological developments and
uptake but also align with deep-seated moral values and social needs, thereby fostering
technology that is both innovative and ethically sound. Developing robust details of how
these theories can be applied to these findings is something to consider for future research.

8. Possible Application Areas in Africa

Following the above findings, we have identified some areas where this technology
can be applied to achieve benefits for individuals, businesses, and society in Africa. This
is a technology that has shown that it can potentially perform many ubiquitous tasks,
covering a breadth of disciplines. Users in Africa can potentially perform a variety of tasks
using ChatGPT and other generative AI systems. It is a technology that is permeating
everyday life and can potentially have a significant impact on various sectors in Africa.
ChatGPT offers myriads of opportunities for growth and development. It also presents
unique ethical, legal, and socio-cultural benefits and challenges given Africa’s peculiar
contexts, needs, and expectations.

Some of its application areas in Africa can help address critical developmental goals,
particularly the UN’s Sustainable Development Goals (SDGs); enhance communication;
and provide much-needed services. Examples of these application areas include education,
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agriculture, healthcare, public services, businesses, personal development, tourism, and
the creative arts.

8.1. Education

ChatGPT can become a valuable tool for improving education in Africa. This is
because ChatGPT has been identified as a system that can provide personalised learning
experiences to students and pedagogical support to teachers. It is a technology that can
facilitate access to knowledge to users in places with limited resources for education.
Many parts of Africa still lack the resources necessary to improve learning outcomes in
different stages of education, including nursery, primary, secondary, and tertiary education.
ChatGPT can become a tool to bridge this gap. Students can benefit by making it a learning
assistant that can provide explanations for homework and topics of interest. It can also
offer much-needed language translation services in educational institutions that are often
multilingual. This can facilitate improved communication and understanding within the
educational setup and other sectors, such as business and healthcare.

It can also assist educators in carrying out better assessments and provide improved
feedback to students. In addition, educational institutions can use ChatGPT for adminis-
trative purposes such as document management, financial management, enrolment, and
human resource management. These are use cases that show that generative AI systems can
bring valuable improvement and development in Africa. Possible concerns here include
the possibility of breaching the principles of academic integrity [4], the digital divide, and
privacy issues.

8.2. Agriculture

Agriculture is integral to the socio-cultural life of Africans. Many countries in Africa
(for example, one-third of the GDP of Ethiopia and one-fifth of sub-Saharan Africa’s
economic output) depend on agriculture [55]. However, barriers to sustainable agriculture
in Africa abound and include weather variability and a lack of crop management. ChatGPT
can provide farmers with advice on weather forecasts, crop management, and pest control.
It can also provide useful information on market prices, as well as sustainable farming
practices that can help them to be more productive and competitive in the global agricultural
ecosystem.

8.3. Healthcare

Healthcare systems in Africa face many challenges including but not limited to poor
infrastructure; inadequate funding and human resources; and poor leadership and man-
agement [56,57]. This means that patients have limited access to healthcare professionals
and a lack of information on healthcare issues. ChatGPT can be useful in providing or
disseminating critical information on health-related issues; offering answers to common
health questions; and promoting awareness about diseases, health, and well-being. It can
certainly complement existing healthcare services and assist health workers in remote
regions of Africa without adequate access to healthcare.

8.4. Public Services

Since the end of colonialism, public services in Africa have faced a number of economic,
social, and technological challenges. Economically, public services have been saddled with
the responsibility of accomplishing more with fewer resources in the face of financial
constraints and the burden of public debt [58]. They are expected to play major roles
in promoting social cohesion, serving as instruments of regulation, combatting social
inequities, and protecting vulnerable portions of the population. At the same, there is a
dearth of technical infrastructure to make services efficient, accessible, and cost-effective.
ChatGPT promises to provide this technical platform to achieve improved public services in
Africa. It can be used to provide automated real-time customer support to users including
in emergency services. It can certainly facilitate communication between government
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agencies and citizens, especially ones that speak different languages (because it can be used
for language translation). It can also become integral to public stakeholder engagement,
where it can be used to gather feedback from citizens. ChatGPT can also be used in public
service for education and awareness, data analysis, and reporting. In essence, it can help
improve public services in Africa, most of which are moribund.

8.5. Businesses

Africa is home to emerging economies and a growing consumer market. These
burgeoning economies represent an exciting future with massive opportunities, as well as
unique challenges. Both small and large businesses face challenges such as price-sensitive
markets (with little market data); a lack of skilled labour and technical infrastructure
(e.g., electricity and internet connectivity); and tough policies and regulations [59]. More
importantly, the African business ecosystem lacks cost-effective technical solutions that
can make it more competitive in the global market. ChatGPT can be employed in a
number of ways to improve business efficiency and to ensure the ease of doing business.
These application areas include local language support; e-commerce and sales assistance;
customer support and engagement; training and capacity development; automated market
analysis; documentation and reporting; and improved financial services. These applications
can present significant benefits to the African business landscape, which includes financial
institutions, transportation, logistics, etc. Businesses here include banking, service delivery
businesses, manufacturing, mining, construction, and transportation.

8.6. Personal Development

Gen-AI systems like ChatGPT can be very important tools for personal development in
many ways, providing support to individuals for self-improvement. From individualised
learning (including language learning) to personal goal setting and planning, health, well-
being (providing information and support on health-related topics), and creative writing,
Gen-AI systems are valuable resources for personal development. They can offer real-
time answers to individuals on a wide range of themes and concepts. In addition to this,
these systems can offer users a platform to organise tasks, set priorities, and manage
time effectively. They can also help users in writing resumes, offering career support and
guidance on best practices in job applications. This means that users can use these as tools
to develop strategies for personal growth.

8.7. Tourism

Many countries of Africa have unique archaeological and historical sites; breathtaking
and culturally diverse cities; extensive wildlife and safari adventures; many beaches and
islands; and numerous UNESCO World Heritage sites that make the continent a tourist
destination. Indeed, tourism is a significant economic driver and contributes immensely
to many African countries’ GDP, job creation, foreign exchange earnings, and general
economic development. A number of studies have shown that technology is increasingly
being deployed for tourism in Africa [60,61]. Adeola et al. (2019) found that technology has
a positive, statistically significant relationship with recent growth in the tourism industry
in Africa. In the same vein, ChatGPT can be used to enhance tourism in many ways.
It can be used as a travel-planning assistant (e.g., personalised itinerary planning) and
language-translation tool. It can also provide useful local information and or serve as a
virtual guide at tourist sites.

8.8. Creative Arts

From poetry and fiction [62] to music, visual art, and video and animation [63],
generative AI systems such as ChatGPT are providing novel methods of creative expression.
As these systems continue to redefine our understanding of creativity, the entertainment
industry is witnessing a renaissance. In Africa, ChatGPT offers exciting possibilities as
regards the creative arts. As a language model, it can be used to restore and reconstruct
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historical objects and artwork. This can also include revitalising ancient languages, stories,
and narratives, although the quality of such reconstructions will depend on whether the
model is trained on sufficient data from Africa. Most importantly, it can help empower new
artistic voices in the region, democratising access to creative tools, providing platforms for
artistic innovation, and facilitating collaboration with artists from other parts of the world,
thereby expanding the reach and visibility of African artists and their works.

9. The Need for Governance

While ChatGPT and generative AI can more generally bring potential benefits, as
highlighted in the previous section, they are also prone to unintended consequences, which
include social and ethical concerns. To ensure that the benefits are harnessed fully, as well
as to mitigate against the unintended consequences, AI governance is of crucial importance.
AI governance plays a crucial role in ensuring that the benefits derived from data and
AI technologies are distributed equitably across all segments of society, including more
developed and less developed countries [64]. AI governance encompasses an important
position when it comes to issues around data access, representation, privacy, security,
and bias, among others. A consideration of AI governance can ensure fair and inclusive
AI technologies, particularly for Africa. While AI offers transformative potential across
healthcare, education, agriculture, and economic development, its deployment raises
complex challenges, including ethical considerations, data and privacy concerns, and the
risk of exacerbating existing inequalities if AI governance arrangements are not in place. For
this reason, it is not only important to highlight the unique challenges the African continent
faces but to also look at aspects that can lead to inclusive and effective AI governance
policies that can harness the continued benefits of AI while addressing possible concerns
around AI technologies.

As bias represents a significant challenge for AI in Africa, AI governance arrangements
become very important in addressing this concern. Effective AI governance can combat bias,
for instance, through the development of robust regulatory frameworks. The regulatory
framework requirements should include AI systems that are fair and transparent and
demand the mitigation of bias when AI is implemented. In developing such regulatory
frameworks, Africa can draw inspiration from the recently enacted EU AI Act, which
notably emphasises individual safety and fundamental human rights, therefore prohibiting
AI systems capable of causing harm. The Act also addresses issues around bias and calls for
the rigorous testing of datasets used to train and test AI in order to ensure that the systems
are safe and transparent and avoid bias that could result in discrimination.

Beyond establishing AI regulatory frameworks, Africa must also create AI ethical
guidelines that resonate with the unique experiences, values, and cultures of its citizens
as AI technologies become more widespread. Typically, existing AI ethical guidelines
primarily reflect the perspectives and values of their developers, who are often from more
developed regions. Consequently, Africa should strive to formulate AI ethical guidelines
that reflect its people’s real lived experiences and needs. For example, the concept of
privacy, often treated as universal in discussions about AI and digital technologies, varies
significantly across different cultures and regions.

Incorporating African values, cultures, and lived experiences into AI regulatory frame-
works and ethical guidelines is crucial for fostering and addressing cultural diversity in
the use of generative AI—a perspective currently lacking in global AI discourse. To ensure
cultural diversity, AI regulatory governance policies must ensure that datasets for training
large language models are representative. Implementing such AI regulatory policies could
greatly enhance potential application areas. For instance, regulatory frameworks that
establish standards for AI use in education are essential. These frameworks should foster
innovative education solutions that are inclusive and equitable, thus contributing to the
UN’s SDG 4 on inclusive, equitable, and quality education.

Furthermore, effective AI governance in Africa’s agricultural sector should involve
regulatory policies that offer farmers the opportunity to leverage innovative solutions,
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addressing both challenges and opportunities equitably. Similarly, AI governance in health-
care presents an opportunity to significantly improve health outcomes and service efficiency.
Governance strategies in this sector must address ethical issues like data privacy and se-
curity comprehensively in order to build trust in AI systems among citizens. Regulatory
policies around patient records and confidentiality need to be robust in their consideration
of possible mismanagement, misuse, and potential security breaches. Without these assur-
ances and ethical standards that consider these elements, trust in health AI systems may be
difficult to cultivate among citizens.

Similarly, it is equally essential to have robust AI governance when it comes to public
services in order to realise the efficiencies needed and the effective operations of public
services. Buy-in from the public is important if public services are to work as efficiently as
desired. This calls for trust in AI systems, particularly due to the personal data that will be
collected as citizens use these AI systems. As such, any AI systems deployed for public
services should be transparent and allow for accountability where citizens can have the
opportunity to challenge and seek redress should the system, for example, breach their
privacy and data protection expectations. In addition, AI systems intended for public
services should not be discriminatory and should be inclusive of all citizens, including the
vulnerable and marginalised in society. These aspects ought to be considered in any AI
regulatory policies.

Finally, in the domain area of business, any AI governance arrangements should
ensure that the AI regulatory policies take into account innovation growth while, at the
same time, ensuring economic growth and improving citizens’ livelihoods. This could be
accomplished by aligning with international standards and AI regulatory policies in order
to ensure fair competition. Such efforts could support the UN’s SDG 17 on strengthening
global partnerships for sustainable development.

10. Conclusions

The paper has explored various facets of ChatGPT and other emerging generative AI
technologies within the African context, with a special focus on the ethical challenges and
benefits these technologies present. Unlike discussions that predominantly concentrate on
ethical concerns, this study equally highlights the ethical advantages, emphasising their
importance in the thoughtful design, deployment, and adoption of ChatGPT and generative
AI across the African continent. By addressing ethical issues such as bias, intergenerational
justice, labour exploitation, and cultural diversity, this paper effectively outlines potential
application areas for these technologies that are most relevant to African needs. This
comprehensive analysis was facilitated by a blend of methodologies, including anticipatory
technology ethics (ATE), ethical impact assessment (EIA), and ethical issues of emerging
ICT applications with AI (ETICA).

In addition, this paper explores the crucial aspects of AI governance in Africa’s adop-
tion of ChatGPT and other generative AI technologies. It posits that understanding and
implementing potential AI governance frameworks are instrumental in mitigating the
ethical challenges identified, including bias. These frameworks have the dual benefit of
addressing current ethical issues and pre-emptively tackling future unforeseen challenges.
This paper advocates for the creation of strong, culturally and contextually sensitive poli-
cies and regulatory mechanisms that promote transparency, accountability, and active
public engagement in AI development and deployment. Such regulatory mechanisms are
essential for ensuring that ChatGPT and generative AI can foster sustainable development
and improve public services, as well as safeguard against potential harm. As fair and
equitable access to AI is important, AI governance arrangements can ensure that ChatGPT
and generative AI benefits are equitably accessible.

The development of AI governance frameworks is particularly important for Africa
given that the continent currently lags in its development of robust AI policies compared
with the Global North, notably Europe, which has pioneered this area with the first EU AI
Act. It is, therefore, important for Africa as a continent to develop AI regulatory policies
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that not only align with those in more technologically advanced regions but are also
thoughtfully adapted to the continent’s specific needs and conditions. Despite the seeming
global nature of current AI regulations, their applicability is often limited by jurisdictional
boundaries. Thus, creating AI policies that are both comparable to international standards
and meticulously tailored to the African context is crucial. Such policies would ensure a
harmonised approach to AI governance that honours the distinct socio-economic, cultural,
and ethical dimensions of Africa. Moreover, customised policies can be key to spurring
the continent’s innovation while, at the same time, safeguarding citizens against AI risks.
Additionally, customised policies can bolster Africa’s role in the international AI landscape,
thereby facilitating a more inclusive and equitable global AI ecosystem.

By aligning its AI governance policies with global standards while adapting them to
local contexts, Africa can avoid being relegated to a mere data provider for international
AI systems and, instead, emerge as a pivotal contributor to the development and ethical
application of AI technologies. This strategy not only fosters equitable technological
progress but also ensures that AI acts as a catalyst for sustainable development. It does
so by tackling key challenges in critical sectors such as education, agriculture, healthcare,
and public services in a manner that respects and responds to the unique circumstances of
the African continent. Therefore, establishing AI regulatory frameworks that are on par
with those in technologically advanced regions, yet are finely tuned to the specificities of
Africa, will unlock the continent’s potential to influence a future where AI technology is
universally accessible, equitable, and advantageous for all of its inhabitants. This approach
empowers Africa to lead by example in showcasing how AI can enhance societal well-being
while adhering to ethical principles.

Therefore, the scientific implication of the findings in this paper is that they highlight
the importance of a balanced view of emerging technology in Africa. Both research and
practice around Gen-AI and other disruptive technologies in Africa need to focus on this
balanced-view approach. Our findings show that a one-sided (positive or negative) ap-
proach leads to either the neglect of ethical and legal risks associated with this technology
or unnecessary barriers set up against the development of relevant technologies. However,
considering the limitations of this study (i.e., it involved only the viewpoints of researchers
in academia), future research studies need to include insights from industry and policy.
Such research studies can build on the findings of this paper and include research studies
focusing specifically on one country in Africa or a specific sector (e.g., finance, telecommu-
nications, healthcare, etc.). It may also be useful to conduct primary research that can gain
insights from diverse stakeholders as generative AI systems continue to be integrated into
business and public service operations.
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