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Abstract—An implicit generalized predictive self-correction 

controller (IGPC) is proposed in this paper to suppress the force 

ripple of switched reluctance linear motors (SRLMs). Due to its 

good robustness and rolling optimization features, the dynamic 

matrix controller (DMC), a kind of multi-step model predictive 

controller, is considered an effective method to suppress the force 

ripple of SRLMs. However, because DMC uses a fixed predictive 

model, it has high requirements for the accuracy of the predictive 

model, and the non-linear SRLMs make it difficult to adapt to 

different loads. To ease this problem, the IGPC proposed in this 

paper adopts a more flexible predictive model and improves the 

generalized predictive controller (GPC) to avoid solving the 

Diophantine equation online, which can adapt to different loads 

and reduce the system's burden. Besides, the proposed IGPC 

reduces the computational burden during matrix operations 

compared to DMC. In the simulation and experimental test based 

on a 100W 6/4 double-sided SRLM (DSRLM), the proposed IGPC 

is compared with DMC, and the force distribution function (FDF) 

adopts the current hysteresis, the results show that the proposed 

IGPC a better force ripple suppressing performance and has 

better load capacity compared with DMC.  

Index Terms—Switched reluctance linear motor, Predictive 

control, Generalized predictive control, Self-correction controller 

Force ripple suppression. 

I. INTRODUCTION 

Switched reluctance motors are widely used in many 

industrial applications because of their sturdy construction, 

large starting torque, and low manufacturing cost[1-4]. 

However, the torque ripple, caused by the doubly salient 

structure and non-linear magnetization characteristics, limits 
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the development and applications of SRMs[1, 5]. To reduce the 

torque ripple and improve the performance of SRMs, many 

control methods are proposed, including phase current 

control[6], pulse-width modulation (PWM) regulation[7], or 

directly controlling the converter states[1].  

Shaping profiles of phase currents is a widely accepted 

method to reduce the torque ripple[8], such as the torque 

sharing function (TSF)[9]. TSF is an effective algorithm to 

suppress the force ripple in the commutation region. In practical 

applications, TSF control can be divided into two categories. 

One is the conversion of the reference torque obtained from the 

torque distribution function to the reference current[10, 11]. 

The other type is to directly output the reference torque obtained 

from the torque distribution function and perform instantaneous 

torque control[12]. Compared with torque, current detection is 

more accurate, and the control of current is more conducive to 

improving other performance of the motor, so the former TSF 

type is more often used. The system generates reference 

currents through the torque-sharing function and then simply 

needs to allow the actual current or torque to follow the 

reference value, then the torque ripple can be reduced[11, 13]. 

However, due to the nonlinearity of SRMs and influenced by 

mutual inductance and saturation, it is difficult to build an 

accurate analytical model to make the current track the 

reference. Therefore, classical control linear algorithms such as 

PI or fuzzy control are difficult to adapt to different motor 

operating conditions. To handle this problem, a method to 

reduce the current tracking error has been proposed in the 

literature[8], in which the value of the reference current is 

Equipment, Xuzhou 221008, China (e-mail: 3512@cumt.edu.cn). 

Patrick Wheeler is with Power Electronics, Machines and Control Group, 
The University of Nottingham, Nottingham, UK, (e-mail: 

Pat.Wheeler@nottingham.ac.uk). 

Vitor Fernão Pires is with the Setúbal School of Technology, Polytechnic 
Institute of Setúbal, 2914-508 Setúbal, Portugal, and also with the Instituto de 

Engenharia de Sistemas e Computadores, Investigação e Desenvolvimento em 

Lisboa (INESC-ID), 1049-001 Lisbon, Portugal (e-mail: 
vitor.pires@estsetubal.ips.pt). 

Joao F. A. Martins is with the Department of Electrical Engineering, Faculty 

of Sciences and Technology, NOVA University of Lisbon, 2829-517 Caparica, 
Portugal (e-mail: jf.martins@fct.unl.pt). 

Antonino Musolino is with the Department of Energy, System, Territory and 

Construction Engineering (DESTEC), University of Pisa, 56122 Pisa, Italy (e-
mail: antonino.musolino@unipi.it). 

Yassen Gorbounov is with the Faculty of Automation, University of Mining 

and Geology “St. Ivan Rilsky” (e-mail: y.gorbounov@mgu.bg). 
Hossein Torkaman is with the Faculty of Electrical Engineering, Shahid 

Beheshti University, Tehran 19839 69411, Iran (e-mail: 

h_torkaman@sbu.ac.ir). 

 
Switched Reluctance Linear Motor Force Ripple 

Suppression Based on Fixed Frequency Implicit 

Generalized Predictive Self-Correction Controller  

This article has been accepted for publication in IEEE Transactions on Energy Conversion. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TEC.2024.3369867

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF NOTTINGHAM. Downloaded on April 10,2024 at 20:50:42 UTC from IEEE Xplore.  Restrictions apply. 

mailto:hchen@cumt.edu.cn
mailto:Pat.Wheeler@nottingham.ac.uk
mailto:vitor.pires@estsetubal.ips.pt
mailto:jf.martins@fct.unl.pt


obtained by off-line calculation according to the reference 

torque and optimized on this basis. In the literature [8], the 

current hysteresis loop control is adopted to control the current. 

Hysteresis loop control is a widely used control method for 

SRMs, and current hysteresis control is the most widely used in 

current control due to its simplicity, fast dynamic response, and 

motor model independence[14]. In addition, torque hysteresis 

control is also a widely accepted method in direct instantaneous 

torque control (DITC)[15, 16]. However, the variable chopping 

frequency is the main drawback of hysteresis loop control, 

which leads to torque ripple and increases the cost of the digital 

controller [2, 14, 17]. Some researchers proposed intelligent 

control algorithms like neural networks[5]. The main 

disadvantage of these methods is that large amounts of data are 

required to train the model offline to ensure the accuracy of the 

model. 

Model predictive control (MPC) originates from the practical 

application of industrial and is increasingly used in industrial 

process control. Because of its multi-step prediction, rolling 

optimization, and feedback correction control strategies, MPC 

controllers have the advantages of good control effect, high 

robustness, and low requirements for model accuracy. On the 

other hand, the development of the microprocessor makes it 

possible to handle larger matrix dimensions, which will further 

improve the effect of MPC [18]. Many efforts at current or 

torque control of SRMs based on MPC have recently been 

published. Literature [19] proposed a multi-step prediction 

algorithm for SRMs, based on the prediction of the future state 

of the system, the value of the next stage of control is calculated 

through the cost function. [20] proposed a novel MPC 

algorithm, which reduces the computation burden of the system. 

Conventional MPC requires multiple iterations and results in 

fixed coefficient matrix dimensions. Thus, in the case of multi-

step prediction, it will increase the burden of the system. 

Moreover, the fixed predictive model limits the dynamic 

performance of the system. Although rolling online 

optimization is possible, the predictive model needs to be 

rebuilt when the control target changes. Generalized predictive 

control (GPC) is based on the CARIMA model and adopts a 

long-time optimization performance index, which is more 

robust and has a wide range of applications[21]. Different from 

the conventional MPC, the GPC control algorithm does not 

need a fixed model, instead, the previous input and output 

information are used to estimate the model parameters online 

and to correct the control law, which is named the enlightened 

control algorithm. For this reason, by setting the control horizon 

and prediction horizon of the system, the dimension of the 

coefficient matrix during the calculation process can be set 

manually, which makes it possible to reduce the computational 

burden of the system. GPC does not consider the error 

prediction model and gives the predicted value by online 

correction instead, which has the feature of adaptive control. In 

this way, even if the target changes, the GPC controller can also 

build up a predictive model during the operation. Besides, in the 

SRM-driven algorithm, GPC provides a fixed switching 

frequency because of its modulation stage[22], which can 

overcome the disadvantage of the hysteresis loop control. In 

addition, the rolling optimization of MPC is retained so that 

GPC inherits many of the advantages of MPC. During the 

operation of GPC, the Diophantine equation is required to be 

solved multiple times, which increases the burden of the system. 

Compared with a normal GPC controller, the implicit 

generalized predictive self-correction controller (IGPC) avoids 

the drawback that GPC requires multiple solutions of the 

Diophantine equation for multi-step prediction, which reduces 

the burden of the system. Compared with MPC based on 

dynamic matrix control (DMC) indicated in [19], IGPC does 

not need the accuracy parameters of motors, and the same as the 

traditional GPC, IGPC can also set the dimension of the 

coefficient matrix manually to further reduce the calculation 

burden. 

In the scene requiring linear motion, rotary motors like SRMs 

generally need additional crank linkage, which causes 

mechanical wear and tear and reduces system efficiency. For 

this reason, the linear motor is used in many industrial 

applications[23-25]. Since the switched reluctance linear 

motors (SRLM) have a similar structure to SRMs, they inherit 

many advantages of SRMs. However, since the stator windings 

of SRLM are not periodically arranged, they are affected by the 

longitudinal edge-end effect, which makes it difficult to 

establish an accurate model and increases the force ripple[26]. 

The IGPC controller proposed in this paper does not consider 

the specific model of the motor, which is suited for SRLM. As 

a type of SRLM, the double-sided switched reluctance linear 

motor (DSRLM) has a simple structure, and its double-sided 

structure can effectively eliminate the normal pulling force, 

thereby reducing the wear of the linear motor, and having high 

application value. For this reason, a 6/4 structure 100W 

DSRLM is used as the prototype in this paper.  

In this paper, the basic principles and modeling of IGPC are 

presented in Chapter II, the determination of initial values of 

IGPC is presented in Chapter III, the determination of 

parameters of IGPC is indicated in Chapter IV, the quantitative 

comparison of the burden on the system between IGPC and 

DMC is indicated in Chapter V, Chapter VI focuses on the 

simulation results of the motor, and Chapter VII analyzes the 

experimental verification results. 

II. THE MATHEMATICAL DERIVATION 

A. Establishment of normal generalized predictive control 

model. 

To establish a GPC controller, first consider the following 

CARIMA equation[27]: 

 
1 1 1( ) ( ) ( ) ( 1) ( )A z y t B z u t C z

− − −= − +


 (1) 

Where the last term is disturbances, 𝑧−1 is back-shift operator, 

𝛥=1-𝑧−1, which is called differential operator. If 𝜉(𝑡) is white 

noise, then the polynomial 𝐶(𝑧−1)  can be assumed as 

𝐶(𝑧−1) =1. In equation (1), 𝐴(𝑧−1)  and 𝐵(𝑧−1)  can be 

expressed as: 

 
1 1

1( ) 1 a

a

n

nA z a z a z
−− −= + + +  

 
1 1

0 1( ) b

a

n

nB z b b z b z
−− −= + + +  
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To obtain the predictive value 𝑦(𝑘 + 𝑗|𝑘) , the following 

Diophantine equation should be solved: 

 1 1 11 ( ) ( ) ( )j

j jE z A z z F z− − − −=  +  (2) 

Where 𝐸𝑗(𝑧
−1) and 𝐹𝑗(𝑧

−1) can be expressed as: 

 1 1 ( 1)

,0 ,1 , 1( ) j

j j j j jE z e e z e z− − − −

−= + + +  

 
1 1

,0 ,1 ,( ) a

a

n

j j j j nF z f f z f z
−− −= + + +  

The degree of 𝐸𝑗(𝑧
−1) is j-1 so that all noise components are in 

the future. Then the optimum prediction of y derived from (1) 

and (2) can be expressed as: 

 1 1ˆ( | ) ( ) ( 1) ( ) ( )j jy k j k G z u k j F z y k− −+ =  + − +  (3) 

Define: 

 
1 1 1 1 ( 1) 1( ) ( ) ( ) ( ) ( )j

j j j jG z E z B z G z z H z− − − − − − −= = +  (4) 

In this way, (3) can be divided into two parts, which are the past 

and future. The equation (3) can be deduced as: 
1 1( | ) ( 1| ) ( ) ( ) ( ) ( )j j jy k j k G u k j k H z u k F z y k− −+ =  + − +  +

  (5) 

In (5), 1 1( ) ( ) ( ) ( )j jH z u k F z y k− − +  is the response of the past 

values of input and output, which is called free response. And 

( 1| )jG u k j k + −  is consists of the response to future values 

of actuating variables, which is called forced response. 

According to (5), for n-step prediction, the matrix form of the 

equation can be expressed as: 

 Ŷ = Gu+ f  (6) 

Where, �̃� = [𝛥𝑢(𝑘), 𝛥𝑢(𝑘 + 1),⋯ , 𝛥𝑢(𝑘 + 𝑛 − 1)]𝑇 , 𝒇 =

[𝑓(𝑘 + 1), 𝑓(𝑘 + 2),⋯ , 𝑓(𝑘 + 𝑛)]𝑇 , �̂� = [�̂�(𝑘 + 1), �̂�(𝑘 +
2),⋯ , �̂�(𝑘 + 𝑛)], in (6), for reducing the matrix dimension to 

reduce the burden of the system, the control horizon m is 

introduced in this paper. When j>m, set 𝛥𝑢(𝑘 + 𝑗 − 1|𝑘) = 0, 

then the dimensionality of G is n×m, n is the predictive horizon, 

which reduces the calculation burden of the system. When m=1, 

(𝑮𝑇𝑮 + 𝜆𝑰) will be a scalar quantity. It can be proved that the 

first j terms of 1( )jG z−  are independent of j. And then define: 

 

0

1 0n

g

g g−

 
 

=
 
  

0

G  

From (5), the individual components of the vector f are denoted 

as: 

 1 1( ) ( ) ( ) ( ) ( )n nf k n H z u k F z y k− −+ =  +  (7) 

The matrix form of (9) can be expressed as: 

 ( ) ( )u k y k=  +f H F  (8) 

Same as DMC in [19], GPC also uses a cost function for 

rolling optimization, which both the following performance of 

the system and the system control volume kept from fluctuating 

drastically are taken into account:  

 ˆ ˆ( ) ( )T TJ = − − +Y w Y w u u  (9) 

Where, 𝒘 = [𝑤(𝑘 + 1), 𝑤(𝑘 + 2)⋯ ,𝑤(𝑘 + 𝑛)]𝑇  is the 

reference track of the system, 𝜆 is weighting factor. In this way, 

the controlled quantity follows the reference trajectory to 

gradually approach the reference value, thus reducing system 

oscillations. The reference track is generated by: 

 ( ) ( ) (1 )j j

rw k j y k y + = + −  (10) 

Where, 𝛼 is the softening factor, 0<𝛼<1. According to (6), (9) 

can be written as: 

 ˆ ˆ+ - + - +J λT T
= (Gu f w) (Gu f w) u u  (11) 

The future control variable u(k+1) that minimizes J will be 

chosen to determine the input of the system. The minimum of 

equation (11) is determined by setting the derivative of J equal 

to zero, solving the equation, then �̃� can be obtained: 

 1 ( )T−  −( )
T

u = G G + λI G w f  (12) 

To reduce the burden of the system, considering only the first 

element of u  is used, then the optimized control variable u(k) 

can be obtained by: 

 ( ) ( 1) ( )Tu k u k= − + −d w f  (13) 

Here 𝒅𝑇  is the first row of (𝑮𝑇𝑮 + 𝜆𝑰)−1 ∙ 𝑮𝑇. According to 

(12) and (13), the optimal control variables can be obtained by 

solving for G and f. In the conventional GPC, the value of G 

and f is calculated by solving the Diophantine equation many 

times. However, the process of solving Diophantine requires a 

lot of arithmetic, which increases the burden of the system. The 

IGPC proposed in this paper avoids solving the Diophantine 

equation to obtain G and f online. Besides, compared with 

DMC, IGPC reduces the computational dimension of the matrix. 

Next, the process of calculating free response f and forced 

response G by IGPC will be introduced. 

B. IGPC method for solving free response and forced response 

1) The calculation of the forced response. 

To avoid solving the Diophantine equation, according to 

equation (6),  

0 1

1 0 2

1 0

( 1) ( ) ( 1) ( 1)

( 2) ( ) ( 1) ( 2) ( 2)

( ) ( ) ( 1) ( ) ( )n n

y k g u k f k E k

y k g u k g u k f k E k

y k n g u k g u k n f k n E k n





−

+ =  + + + +

+ =  +  + + + + +

+ =  + +  + − + + + +

  (14) 

It can be noticed from (14) that, all the elements of G are 

included in the last equation ( )y k n+ . Therefore, it is only to 

identify parameters of ( )y k n+ , the matrix G can be solved. 

The least squares method is used to identify the parameters of 

(14), which requires ( )nE k n +  to be white noise. However, 

generally, ( )nE k n + is not white noise. But the deviation 

between the predictive value ( | )y k k n−  and the actual value 

( )y k  can be regarded as white noise ( )k , which is: 

 ( ) ( | ) ( )y k y k k n k− − =  (15) 

Define: 

  ( ) ( ), ( 1), , ( 1),1k u k u k u k n=   +  + −X  

  1 2 0( ) , , , , ( )
T

n nk g g g f k n− −= +θ  

In connection with (15), the last equation of (14) can be 

expressed as: 
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Fig. 1.  The structure of IGPC. 
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According to (16) it is possible to evaluate the value of ( )k by 

past n-step known ( )u k  and ( )y k . Then ( )k  is evaluated 

by the least square method: 

1

1

1

ˆ ˆ ˆˆ( ) ( 1) ( )[ ( ) ( 1) ( 1)]

ˆ ˆ ˆ( ) ( 1) ( )[ ( ) ( 1) ( )]

ˆ( ) [ ( ) ( )] ( 1) /

T T

k k k y k k k

k k k n k n k k n

k k k n k





−

= − + − − −

= − − + − − −

= − − −

θ θ K X θ

K P X X P X

P I K X P

  (17) 

From (17), the matrix G can be obtained, which means the 

forced response has been solved. Then the free response f needs 

to be calculated. 

2) The calculation of the free response. 

Referring to the literature[19], which is a DMC model used 

on the SRMs, the predictive model in [19] can be simply 

expressed as: 

 
0

ˆ = +ΔY A U Y  (18) 

The cost function of DMC can be expressed as: 

 ˆ ˆ( ) ( )T TJ = − − +  Y w Y w U U  (19) 

Compare (18) and (19) with (6) and (9), DMC has a similar 

structure of the predictive model and cost function to GPC, U

and 𝒘 represents the same variables. Under the same control 

object, it can be considered that the control laws of GPC and 

DMC are equivalent. The difference between 𝒇 and 𝒀𝟎 is, 𝒇 is 

the prediction of the system based on the past state, 𝒀𝟎 is the 

output of the system without any control. Nevertheless, from 

the point of view of the control law, 𝒇 and 𝒀𝟎 can be calculated 

in the same way. According to:  

 

20
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0
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( ) ( | )

p
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hy k y k k
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 (20) 

Where, 𝑒(𝑘 + 1) = 𝑦(𝑘 + 1) − 𝑦(𝑘 + 1|𝑘) , which is the 

prediction error. p is the time domain length of the model. Set 

h2=h3=…=hp=1, f can be calculated by: 

 

ˆ( 1) ( 2 | ) 1

ˆ( 2) ( 3 | ) 1
( 1)

ˆ( ) ( 1 | ) 1

f k y k k

f k y k k
e k

f k n y k n k

+ +     
     

+ +
     = = + +
     
     

+ + +     

f  (21) 

Thus, all the parameters of GPC are obtained, and the 

calculation process is indicated in Fig. 1. Combining equations 

(6) and (9) with equations (18) and (19), it can be concluded 

that the coefficient matrix A of DMC is a special case in IGPC. 

When the motor parameters are estimated accurately and the 

same cost function is taken, during the iterative process of the 

system, the value of G in IGPC will converge to A in DMC after 

the system is stabilized. The motor parameters can be 

considered as constraints of DMC in the IGPC proposed in this 

paper. When the motor operating conditions change, the motor 

parameters will also change, and the control effect of DMC will 

be weakened at this time. IGPC is free from the limitation of 

motor parameters, as long as the system remains stable, it can 

adjust predictive models as operating conditions change based 

on the current motor parameters according to the input and 

output of the system, to maintain the performance of the system 

under different working conditions. The TSF proposed in [8] is 

adopted to generate the reference current, turn-on, and turn-off 

position. 

III. IGPC INITIAL VALUE CALCULATION AND STABILITY 

CONTROL BASED ON SRLMS 

A. The initial value calculation of IGPC. 

The initial value of G can be estimated using the step 

response of SRLM at the starting position. Take phase A as an 

example, and regard the coinciding position of centerlines of 

the stator pole and the mover slot as 0mm. That is, the position 

where the A-phase mover magnetic pole is aligned with the 

stator slot. Stuck the mover, and then measure the current, the 

result is shown in Fig. 2. 
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Fig. 2.  Current step response waveform at starting position.  

 
Fig. 3.  System input u, output y, and reference yr at 0mm position under step 

response. 

 

The parameter of equation (1) at the starting position of the 

mover 𝐴(𝑧−1) and 𝐵(𝑧−1)should be determined first. The least 

squares estimation similar to (17) is adopted, and the parameter 

can be defined as: 

 

1 1 0( ) , , , ,

( ) ( 1), , ( ), ( 1), , ( 1

a b

T

n n

T

a b

k a a b b

k y k y k n u k u k n

 =  

= − − − −  −  − − ）

θ

φ

 

The least-square estimation is expressed as: 
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In (22), 
1
ˆ ( 1) 0− =θ , 2( 1) − =

1
P I , 𝛾 is a large enough positive 

number. By equation (22), the A(z-1) and B(z-1) at the starting 

position can be determined. Assume that without any filter, C(z-

1)=1. Then G and f can be calculated by solving the Diophantine 

equation. However, G and f at this time are not the optimal 

values suitable for DSRLM start-up, which will make the start-

up process unstable. Therefore, in this paper, MATLAB is used 

for further processing. Upon obtaining the value of A(z-1) and 

B(z-1) through equation (22), the model of equation (1) can be 

determined and input into MATLAB as the model of DSRLM. 

The Diophantine equation in Chapter II can then be solved to 

calculate G and f, which can be inputted into the model. 

Through the iterative calculation of equations (17) and (21), 

input and output can converge, and G and f at this point can be 

considered the final determined initial values. The change 

process of input and output is shown in Fig. 3. 

Set m=2, n=6, the results of the calculation are:  
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The mathematical model of the motor at the starting position 

is thus obtained: 

 ( )start init initk= +Y G u f  (23) 

Among them, the output matrix Y represents the current, and 

the input matrix u represents the duty cycle. 

B. IGPC stability determination based on Kleinman controller 

Kleinman controller is an effective method to prove the 

stability of the system[28]. The standard form of the state space 

model is: 

 ( 1) ( ) ( )k k k+ = + x Ax B u  (24) 

Where A and B are calculated by parameters of 𝐴(𝑧−1) and 

𝐵(𝑧−1) of (1), which can be obtained through (25) online [29]: 
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And x is the predictive variable, u(k) is the input, for the system 

with m-dimensional input and n-dimensional output, the control 

law is: 
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Where 𝛾 > 0, if A is non-singular, when and only when N-m≥n-

1, the control law (25) makes the system expressed as (24) 

closed-loop stable [30]. It should be noticed that 𝛾, N and m are 

only parameters of (25), and are not related to the previous 

expressions, which are literature conventions. If the result of 

(25) is input into the system, the stability of the system can be 

guaranteed. Based on this, an assumption can be made that, 

known that the last input u(k-1) makes the system stable, and 

the input calculated by (25) u1(k)=u(k-1)+∆us(k) is stable, then 

it is considered that any value between u(k-1) and u1(k) will 

make the system stable. From this, for the stability of the system, 

a constraint to the system's inputs is added: 

1

1

( 1) ( ), ( ) ( 1) ( )
( )

( 1) ( ), ( ) ( 1) ( )

su k u k u k u k u k
u k

u k u k u k u k u k

 − +  − −  
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 (26) 

Where ( )u k  is generated by rolling optimization of IGPC 
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and calculated by (16). 

IV. DETERMINATION OF PARAMETERS OF IGPC  

A. The parameter determination of IGPC based on DSRLM. 

1) Predictive horizon n 

To reduce the computational complexity of the system, the 

values of n and m need to be determined first. The value of n 

affects the dynamic performance of the system, the increment 

of n can greatly improve the dynamic performance of the 

system. However, when it increases beyond a certain range, it 

does little to improve dynamic performance and will increase 

the calculation burden. Based on equation (23), we tested 

different n values, hoping to obtain the minimum n value that 

can ensure the dynamic performance of the system. To select 

an appropriate value of n, the reference value of the system is 

set to a periodic square wave of values 0-2 to observe the 

system’s dynamic performance. The comparison of outputs of 

different values of n is shown in Fig. 4. 

 

 
(a) 

 
(b) 

Fig. 4.  System outputs of different n. 

 

In Fig. 4, the vertical axis is the current, and the horizontal 

axis is the number of cycles to execute the IGPC module. 

Decrement the value of n one by one starting from 7, from the 

indication of Fig. 4, when the value of n changes from 6 to 5, 

the dynamic performance is significantly reduced. For this 

reason, n is set to 6. 

2) The control horizon m 

The value of m mainly influences the dimension of G. A 

small value of m can generate a smooth output, which is 

favorable to system stability. A larger m will increase the speed 

of the system, which helps to enhance the performance of the 

system. However, a too-large m will greatly increase the 

calculation burden of the system. Generally, m is set to 1~3. 

Take equation (23) in Chapter III as the model of DSRLM, the 

impact of parameter m is shown in Fig. 5.  

 

 
(a) 

 
(b) 

Fig. 5.  The dynamic performance under different values of m.  

 

It can be observed that the value of m has little influence on 

the dynamic performance of the system, which shows that 

appropriately reducing m to reduce the dimension of matrix G 

will not significantly reduce the performance of IGPC. When 

the value of m changes from 1 to 2, the overshoot reduces by 

about 2%. In this paper, according to convention, and from the 

perspective of system computing burden, m is set to 2.  

3) Softening factor α 

The factor α mainly influent the following rate of the system. 

If α is small, w(k) will reach the reference value fast, the 

following performance will be improved. However, the stability 

of the system will be reduced. When increases α, the quickness 

of the system will be decreased and the stability of the system 

will be enhanced on the contrary. The DSRLM model (23) is 

calculated in MATLAB, set n=6, m=2, and the dynamic 

performance under different softening coefficients is obtained. 

The dynamic performance of the system under different 

softening coefficients is shown in Fig. 6. In Fig. 6(a), the 

vertical axis is the number of cycles required to reach a steady 

state value, and the horizontal axis is the values of α. Fig. 6(b) 

indicates the overshoot under different softening coefficients. 
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(a) 

 
(b) 

Fig. 6.  Dynamic performance of the system under different softening 

coefficients. (a) Number of cycles to reach steady state value under different α; 

(b) Overshoot under different α. 

 

Comprehensive Fig. 6(a) and Fig. 6(b), taking into account 

the rapidity and stability of the system, the softening coefficient 

is set to 0.35. 

4) Weight coefficient λ 

As a weight coefficient, λ mainly affects the inputs of the 

system, which can reduce the vibration of the input quantity 

during operation. If the value λ is too small, the stability of the 

system will be reduced. And if λ is too large, the rapidity of the 

system will deteriorate. To find the optimal value of λ, take (23) 

as the model as the motor, under different weight coefficients λ, 

the adjustment time of the system is as shown in Fig. 7. 

It can be seen from Fig. 7 that when λ increases, the system's 

overshoot decreases and the number of algorithm execution 

cycles has an overall downward trend until λ is below 0.8. 

When λ is greater than 0.8, the rapidity of the system becomes 

worse. Therefore, the weight coefficient λ is set to 0.8 in this 

paper. 

 
(a) 

 
(b) 

Fig. 7.  Dynamic performance of the system under different weight coefficients. 

(a) the number of cycles of IGPC required to enter a stable state; (b) the 

overshoots.  

V. QUANTITATIVE ANALYSIS OF SYSTEM BURDEN 

To quantify the operational burden that different control 

algorithms add to the system, and based on this, determine the 

sampling period, this chapter counts the number of 

multiplication and addition operations in the matrix operations 

of different methods. For traditional GPC and IGPC, the main 

difference between the proposed IGPC and the traditional GPC 

in operation is that in terms of solving G and f, IGPC avoids 

solving the Diophantine equation and only needs to calculate 

(17) and (21). The process of solving the Diophantine equation 

is relatively complicated, which greatly increases the 

computational complexity of the system [27]. Therefore, the 

IGPC proposed in this paper has a greatly reduced 

computational complexity compared with the traditional GPC. 

Therefore, this chapter mainly compares the computational 

burden between IGPC and DMC. 

The following rules are used to quantify the computational 

burden of statistical systems: 

1. When adding two matrices, if the matrix dimension is m×

n, m×n addition operations are required; 

2. When multiplying matrices, if the dimensions of the two 

matrices are n×m and m×w, the number of multiplication 

operations required is n×m×w, and at the same time, the 

number of addition operations required is n×w×(m-1); 

3. The inversion operation of an m-dimensional matrix 
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requires 4m3/3-m2/2+m/6 addition operations and m3-m 

multiplication operations.  

A. Proposed IGPC compared with DMC 

1) Statistics on the number of multiplications and additions in 

the process of calculating matrix G in IGPC 

According to the computational statistical rules described 

above, based on equation (17), when the predictive horizon is n 

and the control horizon is m, the number of multiplication 

operations NmG and addition operations NaG in the calculation 

process of G can be calculated. As the previous indication, n=6, 

m=2, then it can be calculated that NmG=469, NaG=406. 

2) Statistics on the number of multiplications and additions in 

the process of calculating matrix B in DMC 

According to the literature[19], the predictive model is 

expressed as: 
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Where, 1
s p

k

k

T R
a

L
= − , bk=Ts, Ts is the sampling time, and Lk 

is the phase inductance.   is the flux-linkage, and dk is the duty 

cycle. define matrix B: 
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B  (28) 

When the prediction horizon is Hp, the number of multiplication 

operations Nm in matrix B is:  
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=    (29) 

Since the calculation of ak also requires one multiplication 

operation and one addition operation, the total number of 

multiplication operations required Nmt is: 

 1mt m pN N H= + −  (30) 

According to the equation (28) and (29), when the predictive 

horizon is 6, the multiplication operation is 41.  

3) Calculation of control variable u(k) of DMC 

Since the DMC proposed in [19] is based on the motor 

balance equation, the dimension of matrix B is fixed. According 

to the end of Chapter II, IGPC is not based on fixed equations, 

so the dimensions of matrix G are more flexible, just requires 

the matrix G to include all g elements. Therefore, for calculating 

control variables u(k), the calculation amount of IGPC and 

DMC is also different. 

According to the literature [19], when the prediction step size 

is 6, the u(k) calculation needs multiplication operations 1567 

times and addition operations 1332 times. 

4) Calculation of control variable u(k) of IGPC 

According to equation (13), when set n=6, m=2, the 

calculation of u(k) of IGPC needs multiplication operations 81 

times and addition operations 62 times. 

In general, the comparison of the overall addition and 

multiplication processes of DMC and IGPC in the operation 

process is shown in Table I. 

 
TABLE I  

STATISTICS ON THE NUMBER OF MULTIPLICATIONS AND ADDITIONS DURING 

IGPC AND DMC CALCULATIONS 

 IGPC DMC in [19] 

Addition 468 1332 

Multiplication 550 1608 

 

It can be observed from Table I that since the dimensions of 

matrix G of IGPC are more flexible by setting n and m, the 

system burden in the calculation process can be effectively 

reduced. Although literature [19] proposed a method to reduce 

the computational burden, it still needs to be calculated offline 

and stored in the LUT, occupying the system's memory. 

 

 
(a) 

 
(b) 

Fig. 8.  The influence of the control period. 
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Fig. 9.  The structure of the current control system. 

 

B. Controlling period determination 

The controlling period T determines the predictive step 

period and directly impacts the matrix G. A large value of T 

contributes to the stability of the system, however, if the 

selected value is too large, the control performance will be 

decreased. On the contrary, a too-small value of T will 

significantly increase the calculation burden of the 

microprocessor, and there is also a risk that the program cannot 

be fully executed. In this case, we hope to obtain enough control 

points in the process of rising and falling of the electromagnetic 

force, thereby improving the electromagnetic force following 

ability in this process and reducing the electromagnetic force 

ripple in the commutation area, but it won’t add unnecessary 

burden to the system. Therefore, we need to calculate the 

algorithm execution time to determine the control period 

roughly and adjust it in the experiment to get a better control 

effect. According to the previous statistics, IGPC needs 468 

multiplication operations and 550 addition operations for one 

cycle, according to the existing equipment in the laboratory, the 

frequency of RT-LAB is 667MHz, so the total calculation time 

is 1.527×10-5s at least. The sampling step setting should be 

larger than the calculation time, which means T should be 

bigger than 1.527×10-5s. In addition, to improve the following 

performance of the system, we hope to control at least 50 times 

during the current rise to the reference value. To ensure this 

condition, this paper conducts the test at the position with the 

smallest inductance under static conditions. The current rises 

fastest under this condition because the motor is stationary, 

there is no back electromotive force, and the inductance is 

smallest. The control period is calculated with the goal of 

controlling 50 times to determine the maximum value of the 

controlling period. After testing, according to Fig. 2, it takes 1.1

×10-3s for the current to rise to the rated load, which means the 

maximum value of the controlling period is 2.2×10-5s. From 

this, the controlling period in this paper is set to T=2×10-5s. Fig. 

8 indicates the performance under two different control times. 

In Fig. 8(a), T=2×10-4s, where as in Fig. 8(b), T= 2×10-5s. As 

can be seen in Fig. 8, when the control time of IGPC is set to 2

×10-4, the tracking error is much higher than that of 2×10-5. As 

for the frequency of PI control, we follow the general control 

system setting convention, which is that the outer loop control 

frequency is generally half or 1/4 of the inner loop. In this paper, 

the velocity loop of the PI controller is used as the outer loop, 

and the current loop of the IGPC controller is used as the inner 

loop. So, we set the frequency of the PI controller to 20k, and 

the control period is 5×10-5s respectively. 

VI. SIMULATION RESULTS 

A. Establishment of the simulation model 

The simulation of the system is achieved by the 

MATLAB/Simulink. Firstly, the parameters of the prototype 

DSRLM indicated in Table II are calculated by the finite 

element (FM) calculation software, and the calculation results 

are stored in the Simulink look-up table (LUT). The structure 

of the GPC current control system is shown in Fig. 9. According 

to the parameters calculated by FM, the operating status of 

DSRLM is simulated. The PI control module generates 

reference electromagnetic force according to speed deviation. 

On this basis, the force distribution function (FDF) module 

proposed in [8] generates the reference current, which is one of 

the inputs of the IGPC module. The IGPC module generates a 

fixed-frequency PWM signal to control the on-off of the switch 

tube. 

 
TABLE II  

MAIN PARAMETERS OF THREE-PHASE 6/4 PROTOTYPE DSRLM 

Parameters Value 

Phase number 3 

Rated power (W) 100 

Maximum power (W) 240 

Rated voltage (V) 24 

Rated current (A) 4 

Base velocity(m/s) 0.4 

Stator/mover poles 6/4 

 

B. Comparison with different methods 

According to the structure of the algorithm indicated in Fig. 

10, the simulation model is established in MATLAB 

/Simulation, the parameters of IGPC that n=6, m=2, α=0.35, 

λ=0.8, and the given velocity is set to 0.4m/s. Besides, the 

simulation models of the FDF proposed in [8] and the DMC 

control method proposed in [19] are also established in 

MATLAB /Simulink. The simulation results are shown in Fig. 
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10.  

Fig. 10(a) shows the simulation results of the proposed IGPC, 

Fig. 10(b) depicts the simulation results of the DMC control 

method proposed in [19], and Fig. 10(c) indicates the FDF 

control method proposed in the literature [8]. By analyzing Fig. 

10(a) and Fig. 10(b), it can be seen that the IGPC algorithm 

presented in this paper has a similar electromagnetic force 

ripple suppression effect as the DMC controller introduced in 

[19]. However, the IGPC algorithm has an advantage in that it 

does not need the motor parameters to be determined and the 

dimensions of the coefficient matrix can be artificially defined 

to reduce the system burden during matrix operations. 

Compared with the various frequency chopping controllers in 

[8] shown in Fig. 10(c), due to the fixed frequency chopping 

method and the rolling optimization process, after adding the 

IGPC module proposed in this paper, the ability of force ripple 

suppression is enhanced. 

 

 
(a) 

 

(b) 

 
(c) 

Fig. 10 Simulation results of different control algorithms under 0.4m/s, 30N 

load. (a)Proposed IGPC. (b) DMC controller proposed in [19]. (c) TSF 

controller proposed in [8]. 

 

C. Dynamic performance test 

1) Test of electromagnetic force ripple suppression ability 

when the load changes suddenly 

To verify the feasibility of the system, the dynamic 

performance of the system was tested by Simulink. Set the load 

step from 60N to 30N at 1.5s, the simulation results of the 

current and the total force ripple are shown in Fig.11(a) and (b).  

It can be observed from Fig. 11 that when the load changes, 

the system can maintain the effect of force ripple suppression. 

At the same time, the effectiveness and rapidity of the self-

correction mechanism of IGPC are verified, which means the 

system has good stability and anti-interference performance. 
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(b) 

Fig. 11.  System dynamic performance simulation results. (a) The phase 

currents. (b) The total force.  

 

2) System stability test under given velocity step 

To verify the stability of the system under the Kleinman 

controller, the given velocity is set as a step signal, and the 

simulation results of the mover velocity and phase current are 

shown in Fig. 12. 

 

 
Fig. 12.  Stability simulation test of the system at a step-given velocity. 

 

It can be observed from Fig. 12 that when the given velocity 

is changed from 0.4m/s to 0.7m/s at 0.5s, the moving velocity 

of the mover can follow the given value well and has good 

stability. When the speed increases, the current also begins to 

rise. When the speed stabilizes again since the load remains 

unchanged, the amplitude of the currents returns to the value 

before the given velocity steps. 

VII. EXPERIMENTAL VERIFICATION 

The photo of the experimental platform is shown in Fig. 13. 

As shown in Fig. 13, the experimental platform consists of the 

power converter, RT-LAB, isolation circuit, drive circuit, and a 

prototype DSRLM. The RT-LAB used in this paper, which with 

1024Mb SRAM and 667MHz operation frequency, is fully 

integrated with MATLAB/SIMULINK and MATRIX/System 

Build. It is easy to build models and has a professional block 

design for distributed processing. If the model is large and 

complex, it can easily divide the system model into subsystems, 

and multiple nodes can be used (That is, the method in which 

the processors) share a load enabling parallel processing on the 

target machine and improving the model calculation speed. The 

current and voltage detectors of this system use the Hall 

element sampling method, which has the characteristics of high 

measurement accuracy, fast response, good linearity, and can 

achieve electrical isolation detection. LA-100P is used as the 

current sensor, which has an accuracy of ±0.45% at 25°C, a 

linearity of <0.15%, and a response time of less than 1μs. In this 

article, A pull-wire encoder is adopted as the position sensor, of 

which the model is H38S6-1000-3-F-24, total travel is 0-

2500mm, the resolution accuracy is 0.0125mm, the 

repeatability accuracy is 0.01%, and the linear accuracy is 

0.05%FS. The RT-LAB analog input board is used to collect 

current and voltage signals, and the sampling frequency can 

reach up to 500ks/s. The current and voltage signals are input 

into the simulation machine after proportional conversion. The 

electromagnetic force measurement uses a tension sensor with 

a range of 100N, and the single-phase force measurement uses 

the look-up table method. The FPGA module embedded in RT-

LAB can be well adapted to the online matrix operations of 

IGPC. A magnetic powder brake is used to simulate the load. 

The topology of the power converter is three asymmetric half-

bridge structures. In this paper, the single-tube chopping 

method is adopted. 

 

 
Fig. 13.  Actual picture of the experimental platform. 

 

A. Force ripple eliminating ability test 

The force ripple-reducing ability of different methods is 

compared in this chapter. To better measure the magnitude of 

the force ripple, the force ripple coefficient is introduced, which 

can be expressed as: 

 max min

R

ave

F F
F

F

−
=  (31) 

Among them, Fmax is the maximum value of the force at the 

stable operation, Fmin is the minimum value of the force at the 

same operation, and Fave is the average value of the force.  

Set the load to 30N and the given speed to 0.4m/s, Chapter 

IV results were used to set parameters α, λ, n, and m, which are 

α=0.35, λ=0.8, n=6, m=2. The force of each phase and the total 

force are obtained and the frequency analysis results are shown 
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in Fig. 14. The forces of FDF based on cubic function are shown 

in Fig. 14(a), the forces of the FDF control algorithm proposed 

in [8] are shown in Fig. 14(b), the forces of IGPC proposed in 

this paper are shown in Fig. 14(c), the forces of DMC proposed 

in [19] are shown in Fig. 14(d).  

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 14.  Experimental results of different control algorithms under 0.4m/s, 

30N load. (a) Conversion cubic FDF. (b) FDF proposed in [8]. (c) Proposed 

IGPC. (d) DMC proposed in [19]. 
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It can be observed that the FDF proposed by [8] can greatly 

improve the performance of reducing the force ripple compared 

to Fig. 14(b)-(d) with Fig. 14(a). On this base, because of 

adopting the fixed chopping frequency and the rolling 

optimization process, using the same FDF model to generate the 

reference current, IGPC has better force ripple-eliminating 

performance according to Fig. 14(b) and Fig. 14(c). Fig. 14(d) 

indicates the results of DMC proposed by [19], compared with 

Fig. 14(c), IGPC has a better performance than DMC. This 

shows that IGPC can still achieve the electromagnetic force 

ripple suppression of DMC without measuring the parameters 

of the motor. 

The frequency spectrum of the total force under 30N load is 

indicated at the bottom of Fig. 14(a)-(d). It can be observed in 

Fig. 14(a), that in the traditional cubic FDF, the harmonics of 

the total electromagnetic force are mainly 20Hz, 40Hz, 60Hz, 

and 80Hz. In Fig. 14(b), in the FDF control method proposed in 

the literature [8], higher harmonics such as 60Hz and 80Hz are 

suppressed, but due to the chopping frequency is not fixed, the 

suppression effect of low-frequency harmonics such as 20Hz 

and 40Hz is not significant. In Fig. 14(c)-(d), due to the use of 

predictive control, rolling optimization, and fixed chopping 

frequency, DMC and IGPC have significantly improved the 

suppression of harmonics at each frequency, and because of the 

more flexible predictive model, IGPC has better suppression 

effect on low-frequency harmonics. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 15.  Experimental results of different control algorithms under 0.4m/s, 
60N load. (a) FDF proposed in [8]. (b) Proposed IGPC. (c) DMC proposed in 

[19]. 
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Then increase the load to 60N, and the results of the total 

force, phase force, frequency analysis, and phase currents are 

shown in Fig. 15. According to Fig. 15(a), the performance of 

force ripple suppression of FDF proposed in [8] is diminished. 

This is because the current hysteresis loop's ability to control 

the current is weakened when the load rises and the current rises. 

It can be observed from Fig. 15(b) that after increasing the load, 

the IGPC can still maintain good force ripple suppression 

performance. It can be concluded that the prediction model of 

IGPC can maintain the control performance at higher currents 

due to the online self-correction capability and does not depend 

on the motor parameters, so it is more suitable for SRLM, 

especially under saturated conditions. As shown in Fig. 15(c), 

the control effect of DMC is significantly weakened because 

the motor current increases after increasing the load, and the 

saturation degree of the stator core changes, so the coefficient 

matrix with fixed parameters is no longer adapted to the motor 

operating conditions.  

The frequency spectrum of the total force under 60N load is 

also indicated in Fig. 15. In Fig. 15(a), due to the variable 

chopping frequency, the FDF proposed in [8] still has 

significant low-frequency harmonics. In Fig. 15(b), due to the 

self-correction function of IGPC based on parameter 

identification, when the motor load changes, the suppression 

effect of harmonics at each frequency of GPC is better than that 

of DMC and current hysteresis. It can be seen in Fig. 15(c) that, 

when the load is 60N, the core saturation degree changes, due 

to the fixed parameter prediction model, and the suppression 

effect of DMC on the harmonics of each frequency is 

significantly reduced. 

 
TABLE III 

COMPARISON OF ELECTROMAGNETIC FORCE RIPPLE SIMULATION RESULTS 

AND EXPERIMENTAL RESULTS 

 FDF in [8] IGPC DMC 

30N load in 

simulation 
1.0136 0.4875 0.6328 

60N in 

Simulation 
1.3142 0.4931 0.6812 

30N load in the 

experiment 
0.9099 0.5385 0.8574 

60N load in the 

experiment 
0.9529 0.5544 0.8729 

 

The simulation and experimental comparison of 

electromagnetic force pulsation with different control methods 

is shown in Table III. It can be observed from Table III that 

among the three methods, there is a certain deviation between 

the simulation data and the experimental data. This is due to the 

deviation between the motor parameters calculated by FEM and 

the actual motor. Compared with the other two methods, there 

is not much difference between the simulation data of IGPC and 

the experimental data. This shows from the side that the impact 

of motor parameters on IGPC is smaller than that of DMC. 

B. Dynamic performance experiments 

1) Experiment on electromagnetic force ripple suppression 

ability when load changes suddenly 

Changing the system load abruptly from 60N to 20N, and 

setting the given speed to 0.6m/s, the dynamic response of the 

system is shown in Fig. 16. The total force of the proposed 

IGPC is shown in Fig. 16(a), and the total force of DMC in [19] 

is shown in Fig. 16(b). It can be observed that for DMC, the 

higher the load, the higher the force ripple, which is due to the 

lack of adaptability of the fixed prediction model of DMC for 

core saturation. Compared to DMC, IGPC has better dynamic 

force ripple suppression performance during sudden changes in 

the load. It can be concluded that the proposed IGPC can better 

adapt to changes in motor operating conditions due to less 

dependence on motor parameters, at the same time, the 

application of the Kleinman controller ensures the stability of 

the system. 

 

 
(a) 

 
(b) 

Fig. 16 Dynamic performance experimental results. (a) Proposed IGPC. (b) 

DMC proposed in [19]. 

 

When the load changes, phase currents will also change 

accordingly, causing the saturation degree of the motor to 

change, and thus the parameters of the motor will also change. 

To ensure the dynamic performance of the system, the matrix 

G needs to be adjusted through the parameter identification 

function of the algorithm. During this process, the changes in 

each element of matrix G of IGPC are shown in Fig. 17.  

In Fig. 17, it can be seen that, before and after the load 

mutation point, the elements of G have changed, this means that 

when the motor parameters change, after the parameter 

identification process, IGPC adjusts the G matrix and shows 

good adaptive characteristics. Fig. 18 shows the speed of the 

mover when the load suddenly changes. It can be observed that 

when there is a sudden change in load, the velocity of the mover 

increases temporarily before returning to its original value. This 

proves the stability of the system.  
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Fig. 17.  Each element of matrix G changes when the load changes suddenly. 

 
Fig. 18.  Speed changes when the load changes suddenly under the IGPC 

controller. 

 

(a) 

 

(b) 
Fig. 19.  Experimental results of mover speed and phase current when the given 

speed is a step signal. (a) Given speed from 0.3m/s to 0.6m/s; (b) Given speed 

from 0.4m/s to 0.6m/s. 

 
Fig. 20.  When the given speed is a step function, the change process of each 

element of matrix G when the given speed steps from 0.3m/s to 0.6m/s. 

 

2) System stability experiment when the given speed is a step 

signal 

To test the speed regulation capability and stability of the 

IGPC, the given speed is set as a step signal. 

The mover speed and phase currents of the mover are shown 

in Fig. 19(a)-(b). When the given speed steps from 0.3m/s to 

0.6m/s, the mover speed and phase currents are shown in Fig. 

19(a), and when the given velocity steps from 0.4m/s to 0.6m/s, 

the mover speed and phase currents are shown in Fig. 19(b). It 

can be seen from Fig. 19(a) and Fig. 19(b) that, under different 

step amplitudes, the mover speed can follow the given value 

well and has good stability. 

In the practice of the given speed step experiment, in the 

stable state before and after the step point, since only the mover 

speed changes, the saturation degree remains unchanged before 

and after the given speed step point. For this reason, the 

−1.0

−0.5

0.0

0.5

1.0

g
0

Load mutation location

−0.5

0.0

0.5

1.0

g
1

−0.5

0.0

0.5

1.0

g
2

−0.5

0.0

0.5

1.0

g
3

−0.5

0.0

0.5

1.0

g
4

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75

0.0

0.5

1.0

1.5

g
5

Time

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

V
el

o
ci

ty
 (

m
/s

)

Time (s)

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

V
el

o
c
it

y
 (

m
/s

)

0.0 0.1 0.2 0.3 0.4 0.5

0
1
2
3
4
5
6
7
8

 Current A   Current B   Current C

C
u

rr
en

t 
A

 (
A

)

Time (s)

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

V
el

o
ci

ty
 (

m
/s

)

0.0 0.1 0.2 0.3 0.4
0

1

2

3

4

5

6

 Current A  Current B  Current C

C
u

rr
en

t 
(A

)

Time (s)

−0.6
−0.4
−0.2

0.0
0.2
0.4
0.6

g
0

Given speed step point

−0.6
−0.4
−0.2

0.0
0.2
0.4
0.6

g
1

−0.6
−0.4
−0.2

0.0
0.2
0.4
0.6

g
2

−0.6
−0.4
−0.2

0.0
0.2
0.4
0.6

g
3

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

g
4

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

−0.4

0.0

0.4

0.8

1.2

g
5

Time

This article has been accepted for publication in IEEE Transactions on Energy Conversion. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TEC.2024.3369867

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF NOTTINGHAM. Downloaded on April 10,2024 at 20:50:42 UTC from IEEE Xplore.  Restrictions apply. 



amplitude of each element of G should also remain unchanged. 

To verify the stability of G calculation, when the given speed 

steps from 0.3m/s to 0.6m/s, the change process of each element 

of matrix G is shown in Fig. 20. It can be observed from Fig. 20 

that when the given speed steps, it can be seen that when the 

speed increases, the change period of each element of G 

becomes shorter, but the amplitude remains unchanged. At the 

step point, each element has a small jump. After the speed 

stabilizes, each element returns to its original value. It can be 

concluded from this that when the speed changes suddenly, the 

calculation of G can still ensure a relatively accurate calculation, 

thus proving the stability of the system from another aspect. 

VIII. CONCLUSIONS 

A control algorithm based on the implicit generalized 

predictive self-correction controller (IGPC) is proposed in this 

paper to suppress the force ripple of a DSRLM. In this paper, a 

novel force distribution function (FDF) control proposed in [8] 

and dynamic matrix control (DMC) based on the model 

predictive control proposed in [19] are compared with the 

proposed IGPC. Simulation and experimental results show that 

because of adopting the fixed chopping frequency, IGPC has 

better performance in reducing the force ripple. Compared with 

DMC, IGPC can achieve a similar accuracy and doesn’t need 

to measure the parameters of motors, only the online input and 

output of the system are needed, which has better flexibility. 

Moreover, IGPC avoids the online iterative process of 

calculating the coefficient matrix in DMC, while retaining the 

DMC rolling optimization, it reduces the dependence on motor 

parameters and the matrix dimension in the process of 

calculating system input values, thereby reducing the system's 

computational burden. Compared with the FDF in [8], due to 

the fixed chopping frequency and rolling optimization, the 

IGPC has a better electromagnetic force ripple suppression 

effect of more than 30% improvement than the current 

hysteresis loop chopping method in [8]. Compared with DMC 

proposed in [19], IGPC has a better electromagnetic force 

pulsation suppression effect under heavy load, and changes in 

motor saturation have less impact on IGPC. However, the 

calculation process of IGPC is still relatively complex, and the 

calculation accuracy of the least squares method also needs to 

be improved. In future research, how to calculate the value of 

G faster and more accurately is one of the research priorities. 
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