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ABSTRACT  

The temporal and cross-sectional distributions of particles in a 127 mm diameter fluidized bed 

have been obtained using a new generation, high-speed Electrical Capacitance Tomography. Two 

planes of eight electrodes were used and mounted at 160 and 660 mm from the gas distributor 

which was a 3 mm thick porous plastic plate made (maximum pore size of 50-70𝜇m). 3 mm 

diameter, nearly-spherical polyethylene granules made up the bed. Experiments at sampling 

frequencies of 200-2000 cross-sections per second and gas superficial velocities from just below 

the minimum fluidization to 83% above minimum fluidization velocities were used. The time 

series of the cross-sectional average void fractions have been examined both directly and in 

amplitude and frequency space. The last two used Probability Density Functions and Power 

Spectral Densities. The information generated show that the fluidized bed is operating in the 

slugging mode, not surprising given the size of the particles. It has been found that an increase of 

the excess gas velocity above the minimum fluidization velocity resulted in the increase of the 

mean void fraction, length and velocity of the slug bubbles as well as the bed height, and in a slight 

decrease of the slug frequency. The results are presented in a level of detail suitable for comparison 

with later numerical simulation. 

 

Keywords: Fluidized Bed, Slugging Regime, Void Fraction, Minimum Fluidization, Electrical 

Capacitance Tomography 
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1. INTRODUCTION 

Fluidization is a process of liquefying a system of solid particles using an intimate contact 

with a gas or liquid.  In doing so, solids acquire a fluid-like behavior that makes fluidized beds the 

best candidate for many industrial operations.  Indeed, fluidized beds have some useful and rather 

unusual rheological properties with far-reaching consequences on their performance as chemical 

and physical reactors. As compared to other methods of fluid-solid contacting, fluidized beds are 

known for their continuous easy-to-handle automatically-controlled operations, [1, 2]. The latter are 

also simple and reliable, in the case of fluidized beds, owing to the rapid mixing of solids and 

prevailing nearly-isothermal conditions, [3, 4]. This makes fluidized beds well suited for large-scale 

operations. Gas fluidized bed applications, potential or established, are inexhaustible. They cover 

physical operations such as transportation, mixing of fine powders, heat exchange, a coating of 

plastics on metals, drying and sizing, particle growth and condensation of sublimable materials, 

and adsorption. As chemical reactors, gas-fluidized beds have been widely used for the high level 

of mixing that promotes rapid transfer of heat and mass throughout the reactors. Applications such 

as fluid catalytic cracking and reforming, fluid coking, thermal cracking, carbonization of oil shale 

and coal, gasification of coal and coke, calcination of limestone and dolomite, cement clinker, 

roasting of sulfide ores, reduction of iron oxide, oxidation of ethylene, and Fisher-Tropsch 

synthesis would not exist or have met the current commercial success if they did not tap into the 

fluidized beds potential to efficiently host such world-changing chemical reactions 

A major problem with fluidized beds is the prediction of their behavior under a wide range of 

operating conditions, [5-7]. This stems from the lack of an accurate description of real contacting 

patterns within them. Consequently, the development of satisfactory methods for predicting and  

measuring contacting patterns is crucial to take advantage of this unique behavior offered by 
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fluidized beds and put it to good use. Without this knowledge, the design of potential new 

applications will remain an engineering task riddled with uncertainties and therefore unattractive 

for large investments. 

There has been a wide body of theoretical and experimental research dedicated to the study of 

fluidization and its application for the design of physical and chemical reactors. Hundreds of 

correlations have appeared in the literature that link fluidized beds most important parameters to 

their dynamic behavior and how heat and mass are transferred as a result of gas-particle dynamics, 

[8-10].   Correlations on, for instance, minimum fluidization velocity, minimum bubbling and 

slugging velocities, bed expansion, and bubble size and velocity have been developed for a wide 

range of flow conditions, for both spherical and non-spherical particles, for monodispersed and 

binary systems, and for bubbling and non-bubbling beds fluidized by gas or liquid. Different gas 

fluidization regimes have also been mapped out as a function of the fluidizing gas velocity. They 

consist of bubbling, slugging, turbulent, fast fluidization and pneumatic transport cited in the order 

of increasing gas velocity.  Every regime has its own gas and solids dynamics characteristics that 

decide on its suitability for the such or such process. This suitability also depends on the powder 

used. For this reason, a classification of the behavior of different types of fluidized powders was 

developed (A-B-C-D Geldart classification) to give fluidized beds designers the possibility to 

extend the properties observed for one powder to all powders in the same group without resorting 

to additional experimental work, [11]. Demarcation criteria between these groups of powders have 

been also proposed [12-15].  This classification that has been the subject of a constant refinement is 

based on the properties of the powder such as size, density, fine content, and cohesiveness. These 

properties play an important role in the calculation and prediction of dynamic behavior in fluidized 
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beds and the predictive quality of the developed correlations and classification hang much on the 

accurate estimation of these fundamental parameters.  

New technologies have been evolving at a rapid pace offering a convincing set of experimental 

techniques and protocols [2, 10] that should help researchers and designers improve the accuracy of 

fluidized beds’ behavior description. In particular Electrical Capacitance Tomography (ECT) has 

proved accurate and adaptable for monitoring particulate flows [16]. In this work, ECT has been 

shown to provide measurements of concentration distribution, velocity profile and mass flowrate. 

In addition, the technique is non-invasive, uses no electromagnetic or nuclear radiation and 

provides fast imaging at up to 5000 frames per second. The sensors can be integrated into high 

pressure and high-temperature systems (up to 90 bar and 300C) and can even be externally 

clamped on to both low pressure and high-pressure piping, including under-water [17].  ECT was 

initially developed at UMIST in the late 1980’s, largely under the impetus of Professor Maurice 

Beck. ECT sensors are made by mounting a series of electrodes around the outside of the flow of 

interest. The value of capacitance between all pairs of electrodes is measured and the resulting 

matrix of measurements interpreted through the use of a sensitivity map to give an image or 

tomograph, typically representing a two-dimensional slice through a vessel. The reconstruction of 

images is an under-determined inverse problem, but techniques for reconstruction are many and 

well-developed [18]. 

Earlier work in the 1970s, work on a capacitance measuring system was initiated at the 

Morgantown Energy Technology Center (METC) to measure levels of beds, solid flowrates, and 

gas-solid mixtures parameters [19]. This work led to a non-intrusive system allowing three- 

dimensional imaging of the voidage distribution in fluidized beds at rates of 60 to 100 frames per 

second. Halow et al. [19] reported observations of the flow in a fluidized bed using (193 pixels) 
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resolution system. The bed was imaged in zone 1.25 to 2 bed diameters above the grid, at a rate of 

62.5 frames per second for a period of 5.23 s. Imaging was performed [20] in a region 3 to 3.75 bed 

diameters above the grid, at a rates of 62.5 frames per second for a period of 20.9 s.  

The ECT technique has been used to analyze the flow patterns in fluidized beds including those 

close to the air distributor[21, 22]. Imaging at a frame rate of 210 Hz and 812-pixel resolution was 

achieved. The results presented concerned three flow regimes: bubbling fluidization, slugging and 

transition from slugging to a turbulent regime. In other work, the chaos in fluidization was 

analyzed using ECT to measure the local porosity of gas-solids fluidized bed as well as its time 

fluctuations [23]. The authors noticed that the METC-type sensor gave reliable results on large scale 

(28.4 cm diameter) fluidized beds. The effect of pressure on the behavior of fluidized beds of two 

materials – FCC catalyst (77µm, Geldart type A) and silica sand (203 µm, Geldart type B) was 

studied using ECT in [24]. Little effect of pressure on the minimum fluidization velocity was found. 

Using sand as the bed solids, the void fraction increased linearly with gas superficial velocity and 

the characteristic frequency of the fluctuations in void fraction were seen to be almost independent 

of gas superficial velocity. The trends for the FCC catalyst were found to be more complex. The 

technique has been used by other groups prominent in the field [25].  

 

2. CHARACTERIZATION OF SLUG FLOW IN FLUIDIZED BED 

If a bed of particles, held initially at the onset of fluidisation, sees its gas velocity gradually 

increased, bubbles of gas appear and flow upward through the bed while growing in size. By 

further increasing the gas velocity, the average bubble size increases and may reach the bed 

characteristic length. At this point, the slugging flow regime is obtained. This intermittent regime 

consists of successive large bubbles of gas called generally slug bubbles or slugs, followed by 



12 November 2019 Accepted Manuscript: Canadian Journal of Chemical Engineering  

7 
 

solids plugs. This regime characterizes many important applications taking place within fluidized 

bed reactors such as polymerization, coal gasification, and catalyst regeneration to name only few. 

In order to improve the efficiency of such energy-extensive processes, the slug flow behavior 

should be well quantified through accurate estimation of its important parameters such as slug 

bubble velocity, frequency, length, bed expansion, and void fraction distribution. These parameters 

are known for their direct effect on the above-mentioned processes’ performance in terms of 

product yield, selectivity, energy consumption, and operation stability. Many ETC-based 

investigations of slug flow regime have appeared over the last decade with the purpose to advance 

our understanding of such flow regime.  

Studies of fluctuations caused by bubbles or slugging in fluidized beds have been studied by 

examining the fluctuation of pressure in the bed [26-28]. More recently, more advanced techniques 

such as ECT and ultra-fast MRI have also been employed [29, 30]. Reviews are presented on previous 

work on the velocities [29] and frequencies [30] of the bubbles. Stewart and Davidson [31] proposed 

that the rise velocity of an axisymmetric slug bubble in a gas-fluidized bed could be described by 

0.35√(𝑔𝐷)where D is the column diameter and g is the gravitational acceleration. This applies 

when the bubble has the usual bubble shaped nose. When the nose is more square shaped, a values 

of 0.18 was proposed for the numerical constant. Muller et al. [29] note that it is generally accepted 

that, for continuously formed axisymmetric bubbles, the excess gas velocity should be added to 

the single bubble rise velocity. Indeed, they present a general equation 

𝑢𝑠𝑙 = 𝑘1√(𝑔𝐷) + 𝑘2(𝑢 − 𝑢𝑚𝑓)   (1) 

with 𝑢𝑠𝑙 , 𝑢 , 𝑢𝑚𝑓 the slug bubble, gas and minimum fluidized velocity respectively; 𝑘1 and 𝑘2 

constants determined experimentally. 
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With regards to frequency of bubbles or slug bubbles, a recent paper [30] cites 9 equations for the 

prediction of this parameter of which 3 are specifically for slugging beds. For example, Verloop 

and Heertjes [27] suggested a model which considers a single slug bubble in the bed at any one time 

and visualizes the cycles that occur as having two parts. One is the rising of the slug through the 

bed. The other is the bursting of the bubble through the top surface and subsequent rain down of 

particles thrown up. The time for the second part is assumed much smaller than the first. It was 

indicated that, to a first approximation, the frequency is f = usl/HM, where f is the frequency, usl is 

the slug rise velocity and HM is the maximum height of the bed. Assuming that the gas flow out of 

the top of the slug is given by umf, the height increase is taken to be caused by the inflow of gas 

during the slug rise. This results in 

 

𝐻 𝐻𝑚𝑓⁄ = 𝑢𝑠𝑙 (𝑢𝑠𝑙 − 𝑢𝑚𝑓)⁄    (2) 

Using equation (1) with k1 = 0.35 and k2 = 1 results in 

𝑓 = 0.35√𝑔𝐷 𝐻𝑚𝑓⁄   (3) 

Baeyens and Geldart [26] followed a similar approach. They defined the length of the slug as ℎ𝑠 and 

that of the wake (the bed between slugs) as 𝑊𝑠. Frequency is given by 𝑓 =  𝑢𝑠𝑙/( 𝑊𝑠  +  ℎ𝑠). A 

mass balance over the slug and wake resulted in ℎ𝑠/(𝑊𝑠  +  ℎ𝑠)  =  (𝑢 – 𝑢𝑚𝑓)/𝑢𝑠𝑙 . Which 

substituted in the definition of frequency gives 𝑓 =  (𝑢 – 𝑢𝑚𝑓)/ℎ𝑠. The total heights of n wakes 

and n slugs are nWS = Hmf and 𝑛ℎ𝑠  =  𝐻 – 𝐻𝑚𝑓 respectively. It can be shown that 

(𝑢 – 𝑢𝑚𝑓)/𝑢𝐵 =  (𝐻 – 𝐻0)/𝐻0, where H is the total height of the slugging bed and Hmf is the 

height at minimum fluidization. uB is the rise velocity of a single slug for which Baeyens and 

Geldart took the Stewart and Davidson [31] relationship. Combining these yields 

ℎ𝑠 = (𝑢 − 𝑢𝑚𝑓)𝑘√𝐷 (0.35√𝑔)⁄   (4) 
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where k is the ratio of wake length and bed diameter. Substituting into the definition of frequency 

yields: 

𝑓 = 0.35√𝑔 𝑘√𝐷⁄   (5) 

For deeper beds, this reduces to f = 0.61D-0.143. Note the constant differs from that in the Baeyens 

and Geldart paper [26] as here D is in meters not centimeters. 

Recently, beds fluidizing Geldart-D-type particles have been investigated using two-plane 

electrical capacitance tomography (ECT) sensors in order to determine the onset of fluidized bed 

regimes [32]. Computation and analysis of standard deviations of the solids fraction recorded at 

each plane of the ECT sensor for different superficial gas velocities are conducted. The results 

show that the onset of slugging is recorded at the peak of the difference in the solids fraction 

fluctuation between the two planes. 

The present paper investigates the behavior of a fluidized bed gasifier using the ECT technique. It 

reports on our commissioning work which has used larger polyethylene pellets (3 mm) rather than 

the finer pulverized coal (60 𝜇m) more commonly used in the gasifiers. Results on the slugging 

flow dynamics that generally characterised the fluidization of Geldart D type particles are 

presented and analyzed based on information extracted for slugs’ lengths, frequencies, and 

velocities. The method developed in this study provides a means of obtaining an accurate account 

on the onset of slugging in fluidized beds. 

 

 

3. EXPERIMENTAL FACILITY 
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A schematic diagram of the fluidization rig, built at the Chemical and Environmental Engineering 

Department of the University of Nottingham, UK, to carry out the present experiments, is shown 

in Figure 1. 

The flows were established in a 4m long vertical pipe of 127 mm internal diameter made up of 

transparent acrylic resin pipe. The pipe is filled with the bed granular material (in this case 

polyethylene - granules of nearly spherical shape approximately 3mm in diameter) and the air is 

introduced from the laboratory supply through an air distributor which consists of a 3 mm thick 

porous plate made of plastic with a maximum porous size of 50-70 m. Below the air injector, 

there is a conical section filled with 6 mm diameter glass beads to create an even distribution of 

the flow. The air flow rate is measured using a calibrated variable area meter. The bed material 

has a density of 915 kg m-3 and a bulk density of 558 kg m-3 which corresponds to an as-poured 

void fraction of 0.39. These particles are class D in the classification proposed by Geldart [11] as 

shown in Figure 2. 

 

Figure 1. Schematic and photographs of fluidization rig and probes showing electrodes (top 

right) which are screened in use (left of photograph). 
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Figure 2. Geldart map [11] and the present particles 

 

4. ELECTRICAL CAPACITANCE TOMOGRAPHY 

INSTRUMENTATION 

The Tomoflow R5000 high-speed imaging system was used for imaging concentration and 

measuring velocity in the fluidized bed. Data can be captured at rates up to 5000 image frames per 

second, but in the experiments reported here, the frame rate was between 200 and 2000 cross-

sections per second. The measurement noise level at 500 fps was typically 0.02fF rms and the 

range of capacitance in the 28 independent pairs of electrodes was between 10fF (across the pipe) 

and 300fF (adjacent electrodes).  

The sensor was assembled as two separate planes of measurement electrodes, each containing a 

full set of driven guard electrodes running axially before, between and after the measurement 

planes ensuring that an axially-uniform electric field was maintained over the capacitance sensor 

cross-section. The measurement system can drive the two sets of guards and the two measurement 



12 November 2019 Accepted Manuscript: Canadian Journal of Chemical Engineering  

12 
 

planes independently through a total of 32 co-axial connections, enabling the sensor planes to be 

spaced at different separations  

Measurements were made between all pairs of electrodes within each plane around the sensor 

using a charge/discharge capacitance technique. An excitation signal was used in the form of a 

15V peak to peak square wave with a frequency of 5 MHz. 

Inversion of the 28 capacitance pairs to an 812-pixel image on a 32x32 square grid was undertaken 

using a technique known as linear back projection, and component information (void fraction etc.) 

is extracted from these images. Cross-correlation between the image planes gives the velocity 

distribution across the flow. The two electrode rings were positioned with their centrelines 160 

and 660 mm from the distributor plate while the physical length of each measurement electrode is 

approximately 50% of the bed diameter and the overall guarded length exceeds the bed diameter. 

The two planes were mounted at 160 and 660 mm from the gas distributor. 

ECT generates images, typically shown as a 32x32 pixelated map of the pipe cross-section, often 

circular. The details of these depend on the physical parameter being displayed, the assumptions 

made in the physical modeling, and the color scale.  

For any electrical measurement, including ECT, the choice of a physical model linking the 

measured permittivity to concentration is critical.  The capacitance measurement in ECT is 

converted to electrical permittivity from calibration.  To move from this electrical measurement to 

a fluid-mechanically useful measure of concentration involves the use of a physical model linking 

the two.  The expression used in [16] as the ‘Maxwell’ model applies to non-conducting spheres 

distributed uniformly in a non-conducting medium. 

𝜀𝑚 = 𝜀1[1 + 3𝑣(𝜀2 − 𝜀1)/(𝜀2 + 2𝜀1 − 𝑣(𝜀2 − 𝜀1))]  (6) 



12 November 2019 Accepted Manuscript: Canadian Journal of Chemical Engineering  

13 
 

where 𝜀𝑚 is the effective mixture permittivity of a distribution of spherical particles, 𝜀1 is the 

material permittivity of the continuous medium, 𝜀2 is the material permittivity of the spherical 

particles, and 𝑣 is the volumetric fraction of space occupied by the spheres (referred to here as 

void fraction).  

Given the wide range of distributions of gas, any measurement technique that has an average across 

the flow as primary output will be subject to substantial errors due to the sensor sensitivity 

distribution – in the case of a gamma-ray densitometer a single line average for example. The great 

advantage of ECT (and other imaging techniques) is that the reconstruction process accounts 

directly for the sensor sensitivity and creates a corrected distribution. The average of the pixelated 

data is, therefore, an accurate measurement of the mean void fraction whatever the gas 

distribution.[16] 

5. RESULTS AND DISCUSSION  

The minimum fluidization velocity was determined to be 0.79 m/s from a plot of pressure drop 

across the bed against the gas superficial velocity (Fig.3). Graphically, the minimum fluidization 

velocity is the point of intersection between the two straight lines on the plot of bed pressure drop 

vs. gas velocity. This compares well with values calculated from correlations in the literature 

(within 15%), Hilal et al. [33] 
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Figure 3. Bed pressure drop vs. gas superficial velocity 

 

As the fluidized bed was made from transparent acrylic resin pipe, it was possible to observe 

visually the bed behavior. Below the minimum fluidization velocity, there is hardly any motion in 

the bed. However, at higher velocities, there are sudden expansions of the bed with a large plug of 

particles being pushed upwards. Individual particles rain down from these plugs. 

In all the experiments reported here the initial height of the beds was 0.85 m. Measurements were 

made at eight gas superficial velocities, three below and five above the minimum fluidization 

velocity. Tests were carried out at sampling frequencies of 200, 1000 and 2000 cross-sections per 

second. 

 

5.1 ELECTRICAL CAPACITANCE TOMOGRAPHY OUTPUTS  

Figure 4(a)  shows two ways of looking at the images – the right-hand side of the figure shows the 

cross-section of the flow, while the left-hand side shows a projection of the horizontal centre line 

of pixels stacked against time, with time increasing from the top – this gives the impression of a 

vertical 'slice' through the flow. It can be seen that the gas is predominantly off-centered to the 
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right of the images at this experimental time. Figure 4(b) shows the same type of images for the 

higher plane of electrodes (plane 2) where the bed has a large slug bubble present. Both Figure 

3(a) and Figure 4(b) are at an excess velocity of 0.0m/s, the onset of fluidisation. 

Figure 4(c) to Figure 4(h) show representative cross-sectional images at certain key times to 

illustrate the different flow conditions observed. Excess velocity increases from Figure 4(c) to 

Figure 4(h) as shown in the caption from 0.0 m/s to 0.66 m/s. For each velocity the bottom two 

images show the distribution of solids and gas in plane 1, the lower plane of electrodes, while the 

upper two images show the distribution of solids and gas in plane 2, the upper plane of electrodes. 

On the left of each of Figures 4(c) to Figure 4(h) the two images are at the time indicated above 

them, when the void fraction in plane 1 is a maximum, while the right-hand stack of 2 images are 

taken at a time when the void fraction in plane 2 is a maximum. Figure 4(c) shows bubbling in 

plane 1 and slugging in plane 2, Figure 4(d) shows large bubbles in both planes with solids falling 

through the centre and edge of the cross-section, Figure 4(e) shows large slug bubbles passing up 

one side of the bed, Figure 4(f) to Figure 4(h) show the slug bubbles tending to become annular or 

occupying the entire cross-section. 
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Figure 4. Images generated from ECT data at sampling frequency = 1000 Hz : (a) plane 1 LHS 

vertical ‘slice’ of 1 second, RHS single cross-section, (b) plane 2 – LHS vertical ‘slice’ of 1 

second, RHS single cross-section, (c) excess gas velocity above minimum fluidization 0.0 m/s, 

(d) 0.13 m/s, (e) 0.26 m/s, (f) 0.39 m/s (g) 0.52 m/s, (h) 0.66 m/s. RGB colour scale where red = 

packed bed, blue = gas, green = intermediate concentration of solids. 
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5.2 TIME SERIES OF CROSS-SECTIONAL AVERAGE VOID FRACTION 

The output of the Electrical Capacitance Tomography can be examined at several levels. The 

simplest is to obtain time series of the cross-sectionally averaged void fraction. Examples of these 

are shown in Figures 5 to 10. From Figure 5; for which the gas velocity is just above the minimum 

fluidization velocity, 𝑢𝑚𝑓, there are only very small fluctuations at the lower plane with evidence 

of small bubbles at the upper plane. Increasing the gas flow rate until the velocity is 0.13 m/s above 

 𝑢𝑚𝑓, there is evidence of small bubbles at plane one with fully developed slug bubbles, where 

there are hardly any particles present in the cross section at plane 2 as illustrated in Figure 6. 

Further increasing the gas velocity to 0.26 m/s above the 𝑢𝑚𝑓, shows a combination, of slug 

bubbles and small bubbles at the lower plane and slug bubbles at the top plane, Figure 7. For 0.39 

m/s above 𝑢𝑚𝑓 (Figure 8), illustrates slug bubbles at both planes 1 and 2. Figures 9 and 10, excess 

velocities of 0.53 and 0.66 m/s illustrate how the slugs are no longer viable near the distributor. 

 

Figure 5. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0 m/s. Sampling frequency = 1000 Hz. 
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Figure 6. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0.13 m/s. Sampling frequency = 1000 Hz. 

 

 

 

Figure 7. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0.26 m/s. Sampling frequency = 1000 Hz. 
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Figure 8. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0.39 m/s. Sampling frequency = 1000 Hz. 

 

 

Figure 9. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0.53 m/s. Sampling frequency = 1000 Hz. 

 



12 November 2019 Accepted Manuscript: Canadian Journal of Chemical Engineering  

20 
 

 

Figure 10. Cross-sectional average void fraction’s time series. a) Plane 1, b) Plane 2. Excess gas 

velocity above minimum fluidization 0.66 m/s. Sampling frequency = 1000 Hz. 

 

It is apparent from Figure 5 to Figure 10 that once slugging becomes established above 0.13 m/s 

excess velocity, the void fraction in the upper plane (Plane 2) is limited between 0.39 (packed 

bed) and approximately 0.9 (falling or bypassed solids occupying the remaining 10% or so). 

Increasing flowrate can therefore only be manifested through increase in slug velocity, length or 

frequency. The velocity of a slug bubble is limited by the bed diameter, and it is apparent from 

the graphs of void fraction that the frequency remains fairly constant and it is the slug length that 

increases, though beyond 0.53 m/s excess velocity there is little obvious change. Referring back 

to Figure 4, ECT gives us the ability to see that what is happening at the higher velocities is that 

the slugs are starting to progress towards annular flow where the velocity will not be limited by 

the pipe diameter in the same way. 

 

5.3 EVOLUTION OF AVERAGE VOID FRACTION WITH GAS VELOCITY 

The time-averaged void fractions are illustrated in Figure 11. Figure 11 (a) shows that the sampling 

rate has only a small effect on the results. Obviously, below the minimum fluidization velocity, 
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there is hardly any effect of gas flow rate. Beyond this value, the void fraction increases with gas 

velocity. However, eventually, it plateaus out to a constant value.  

The difference in mean void fraction up the bed (between plane 1 and plane 2) can also be 

examined. Figure 11(b) shows that the general trend is the same but there are fewer fluctuations in 

plane 2. It is worth noting that the mean void fraction increases with excess gas velocity in the 

same manner as the mean void fraction with gas superficial velocity in gas-liquid two-phase slug 

flows as reported by several previous authors such as Azzopardi et al. [34] 

 

 

Figure 11. Variation of the void fraction with gas superficial velocity. (a): Effect of sampling rate 

- Plane 1. (b): Difference between two sampling planes -1000 Hz. 
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5.4 PDFS OF THE TIME SERIES OF CROSS-SECTIONAL AVERAGE VOID 

FRACTION 

The Probability Density Function PDF of the void fraction represents the rate of change of the 

probability that void fraction values lie within a certain range versus void fraction. The total area 

under the probability density function must equal unity. It can be used as a tool for flow regime 

identification of Costigan and Whalley[35]. The PDF of the bubbly flow shows only one peak, while 

the slug flow regime shows two distinct peaks. Figure 12 shows the PDFs of the average void 

fraction time series at plane 1 and 2 for the excess gas velocity above the minimum fluidization 

velocity from 0 to 0.66 m/s. For excess gas velocity equal to 0 m/s (Figure 12(a)), the PDFs show 

a single peak for both planes showing that there are only small bubbles in these planes for this flow 

conditions. An increase of the excess velocity to 0.13 m/s (Figure 12(b)), results in the change of 

the PDF corresponding to plane 1 with a tail up to high values of void fraction expressing the 

increase of the void fraction in this plane; while the PDF of the upper plane presents two distinct 

peaks, one at low value of void fraction and the second one at a high value of void fraction of about 

0.85. The form of the PDF at plane 2 confirms the presence of slug flow at this position.  

For excess gas velocity of 0.26 m/s (Figure 12(c)), has a consequence of the existence of small 

bubbles and slug bubbles at the lower plane with a PDF presenting a single peak at a low void 

fraction and the beginning of the appearance of a second peak at high void fraction value. The PDF 

of the top plane with two distinct peaks depicts the occurrence of slug flow at this position. 

Figure 12(d) for which the excess gas velocity is equal to 0.39 m/s, shows the slug bubbles at both 

planes with the signature of the PDFs with two distinct peaks. 
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In Figures 12(e) and 12(f), for which the excess velocities are 0.53 and 0.66 m/s respectively, there 

is a range of void fractions present at the lower plane. The PDFs exhibit only one peak just above 

the void fraction equal to 0.4 showing the existence of only small gas bubbles. However, by the 

higher plane, large bubbles (slug bubbles) have been formed and the flow consists of alternate 

zones of gas and packed beds; and the PDFs show two distinct peaks, one at low void fraction and 

one at high void fraction; a classical PDF’s signature of a slug flow. 
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Figure 12. Probability Density Function of the void fraction for the two sampling planes. Excess 

gas superficial velocity (above the minimum fluidization velocity) = (a) 0 m/s, (b) 0.13 m/s, (c) 

0.26 m/s, (d) 0.39 m/s, (e) 0.53 m/s, (f) 0.66 m/s; – sampling rate 1000 Hz 

 

 

5.5 SLUG BUBBLE VELOCITY  

The time series presented in Figures 5 to 10 can be analyzed using a cross-correlation of the signals 

from the two probes from which the time delay between the two probes and the mean velocity of 

slug bubbles and solids plugs can be determined. The data can also yield the velocities of individual 

slug bubbles and solids plugs. Hereafter the method used here to extract graphically these 

velocities is described. A threshold method was used to discriminate between slug bubbles and 

solid plugs (Figure 13). A value of 0.5 was set for this threshold. The time delay that takes the slug 

front to pass from plane 1 to plane 2 refereed by ∆𝑡𝐹𝑟𝑜𝑛𝑡(𝑖), corresponds to the AB straight segment; 

and the time delay that takes the slug back to pass from the lower plane to the upper one is refereed 

by ∆𝑡𝐵𝑎𝑐𝑘(𝑖) , is the CD straight segment. These time delays are substituted in equations (7) and 

(8) to determine the velocity of the slug back and front velocity respectively: 

𝑈𝐵(𝑖) = 𝑑𝑒 ∆𝑡𝐵𝑎𝑐𝑘(𝑖)⁄   (7) 

𝑈𝐹(𝑖) = 𝑑𝑒 ∆𝑡𝐹𝑟𝑜𝑛𝑡(𝑖)⁄   (8) 

where de is the distance between the two probes. EF segment represents the time duration of the 

ith bubble slug ∆𝑡𝐵𝑢𝑏𝑏𝑙𝑒 𝑠𝑙𝑢𝑔(𝑖). 
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Figure 13. Example of the time delays extraction of the front and back of bubble slug using 

single threshold technique 

 

The temporal evolution of the front and back velocities of the slug bubbles for four chosen gas 

velocities using this technique are plotted in Figure 14. It is clear from this figure that there is a 

scatter of individual values and there is no obvious trend with time.  
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Figure 14 Velocities of front and back of slug bubbles: closed symbols front velocities, open 

symbols back velocity 

 

The mean values of the velocities of the front and the back of the bubbles plotted in Figure 14 

together with those obtained from cross-correlation of the cross-sectional average void fraction’s 

time series between planes 1 and 2 are plotted in Figure 15. Additionally, the curve predictions of 

these velocities (slug) using the approach of Matsen et al. [36] and Lee et al. [37] by taking the value 

of k1 and k2 equal to 0.35 and 1; and 0.18 and 0.6 respectively, are plotted in this figure. 

As can be seen in Figure 15 there is a wide range of variation in the individual velocities. However, 

the mean values from these individual velocities are in close agreement with those from the cross-

correlation. The values observed here are in the range of the two comparisons [36] and [37] but 

indicate in the present case very little increase with excess gas velocity. 

 

 

Figure 15 A plot of the computed mean slug bubble velocities as a function of the excess gas 

velocities employed 
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5.6 FREQUENCY 

Power Spectrum analysis can be used to obtain the frequency characteristics of the times series. 

Herein, we performed a Fourier transform of the auto-covariance functions to obtain the Power 

Spectrum Densities (PSD). A discrete cosine transform was applied for the purpose of this analysis 

since the auto-covariance function does not have a phase lag. For a given signal x(t), the 

corresponding auto-covariance function is given by the expression: 

𝑅𝑥𝑥(𝑘∆𝜏) =
1

𝑇−𝜏
∫ [𝑥(𝑡) − �̅�]. [𝑥(𝑡 + 𝑘∆𝜏 − �̅�]𝑑𝑡 

𝑇−𝜏

0
; 𝜏 < 𝑇  (9) 

where 𝑘∆𝜏 is the time delay, ∆𝜏 is the interrogating time delay, T is the sampling duration, and �̅� =

1

𝑇
∫ 𝑥(𝑡) 𝑑𝑡

𝑇

0
  .  

The Power Spectrum Density is determined by the equation: 

𝑃𝑥𝑥(𝑓) = ∆𝜏 (
1

2
𝑅𝑥𝑥(0) + ∑ 𝑅𝑥𝑥(𝑘∆𝜏)𝑤(𝑘∆𝜏)cos (2𝜋𝑓𝑘∆𝜏)𝜏 ∆𝜏−1⁄

𝑘=1 )  (10) 

where 𝑤(𝑘∆𝜏) is a windowing function, is used to remove the spectrum leakage which mainly 

comes out as the side lobes at the high frequency end of the spectrum. The use of an appropriate 

windowing function will clearly identify the frequencies contributing to the system. As an initial 

analysis, a basic cosine windowing function was used, 

𝑤(𝑘∆𝜏) = cos (
𝜋𝑘∆𝜏

2𝜏
)   (11) 

Figure 16 shows examples of the Power Spectral Density for void fraction taken at plane 1 for a 

range of gas velocities. These all show a clear peak, the most likely frequency. 
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Figure 16. Power Spectral Densities for plane 1 for different excess gas superficial velocity. 

Sampling frequency = 1000 Hz. 

 

Similar curves are obtained from the data taken at plane 2. Here there is less variation in the 

position of the peak. The frequency at which the peak occurs can be taken as the most probable 

frequency. The frequency values obtained for both planes along with those obtained 

experimentally by Lee et al. [37] and Baker and Geldard [28] are plotted in Figure 17. One can see 

that for all data, the frequency decreases very slightly with the excess gas velocity increasing. The 

present values are close to those of Baker and Geldart and lower than those reported by Lee et al. 

[37]. This is expected as the former performed experiments with plastic beads of 3.8 mm and bed 

diameter of 150 mm close to the presents experiments while the latter used beads of 1.23 mm and 

bed diameter of 380 mm. 
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Figure 17. Effect of excess gas on characteristic frequency. Sampling frequency = 1000 Hz. 

 

 

 

 

5.7 SLUG BUBBLE LENGTH 

The slug bubble length is defined as the product of the bubble front velocity 𝑈𝐹 and the duration 

of the bubble itself ∆𝑡𝐵𝑢𝑏𝑏𝑙𝑒: 

𝐿𝐵𝑢𝑏𝑏𝑙𝑒(𝑖) = 𝑈𝐹∆𝑡𝐵𝑢𝑏𝑏𝑙𝑒(𝑖)   (12) 

with ∆𝑡𝐵𝑢𝑏𝑏𝑙𝑒(𝑖) obtained graphically from Figure 13 

Figure 18 shows the temporal variation of the individual slug bubbles length for each fixed excess 

gas velocity above minimum gas fluidization velocity. It is clear that the slug bubble length 

increases with excess gas velocity.  
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Figure 18 Time series of slug bubble length for each excess gas velocity 

 

It is clear from Figures 15, 17 and 18 that the effect of increasing excess gas velocity is to give 

longer bubbles at the same frequency with only a slight increase in velocity. 

 

5.8 BED HEIGHT 

It appears from figure 18 that the for each excess gas velocity above minimum fluidization 

velocity, the slug bubble length varies with time. It’s obvious that this variation will result in the 

variation of the bed height. The instantaneous height of the bed can be expressed by the following 

equation: 

𝐻(𝑡) = 𝐻0 + 4𝑉𝑠(𝑡) 𝜋𝐷2⁄   (13) 

With 𝐻0 the initial bed height (0.85 m), D diameter of the bed and 𝑉𝑆(𝑡) the instantaneous volume 

of the slug bubble. The latter is determined accordingly to Matsen et al. [36]: 

𝑉𝑆(𝑡) = 𝑓(𝐿𝑆(𝑡) 𝐷⁄ )𝜋𝐷3/4  (14) 
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with: 

𝑓(𝐿𝑆(𝑡) 𝐷⁄ ) = 𝐿𝑆(𝑡) 𝐷⁄ − 0.495 (𝐿𝑆(𝑡) 𝐷⁄ )0.5+0.061 (15) 

where 𝐿𝑆(𝑡) represents the instantaneous length of the slug bubble. 

The time variation of the bed height obtained using this approach corresponding to each excess 

gas velocity, are plotted in Figure 19. It is obvious that the bed height increases with excess 

velocity similarly to the slug bubble. It can reach a height of about three times the initial bed height 

for the highest excess gas velocity. 

 

Figure 19 Temporal variation of the bed height function for each excess gas velocity 

 

In order to ascertain our findings that the present data correspond to stable slugging zone, the 

fluidized bed flow regime classification of Baeyens and Geldart [26] has been used. The authors 

reported the existence of three distinct zones: freely bubbling (Zone I), slugging with limited 

coalescence (Zone II) and stable slugging with no further coalescence (Zone III). They formulated 

the boundaries between these zones by two equations relating the bed height to the diameter of the 
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bed in cm. In Figure 20, the boundary lines and their corresponding equations as well the average 

heights obtained for the three excess gas velocities in the present study are shown in Figure 20. It 

is obvious from this figure that the present data lie primarily in the stable slug region, though the 

lower velocities are approaching Zone II where some unstable coalescence has been observed near 

the injector in the lower plane.   

 

Figure 20 Fluidised bed flow regime zones according to Baeyens and Geldart [26] and the present 

data 

 

6. CONCLUSION 

The results presented herein represent the outcome of the first application of a new generation ECT 

equipment to Geldart type D particles. From the results presented above, it has been shown that 

ECT has great capability for interrogating fluidized beds. By examining the void fraction cross-

sectional average time series and the detailed cross-sectional images, many features of the flow 

can be identified such as the slugs’ void fraction, velocity and frequency and the lengths of the 
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slug bubbles and the bed height. More advanced methods for data presentation are illustrated and 

the extracted slug velocity and frequency data are seen to agree well with predictions from 

published equations. We note that the main effect of increasing excess gas velocity is to give longer 

bubbles at the same frequency with only a slight increase in velocity. The results are presented in 

a level of detail suitable for comparison with later numerical simulation. 

The hydrodynamic properties identified here using ECT can be used to optimise design of fluidised 

bed systems. For example the tendency of the slug bubble to become very long, tending to annular 

flow above 0.53 m/s shows that the residence time of the gas can be optimised at a lower flowrate, 

while the cross-section images in Figure 3 can be used to establish optimal mixing patterns for any 

given design of bed. 

This work is restricted to one particle type and size, and one bed diameter. ECT shows no 

limitations in terms of sampling frequency, but the images have limited spatial resolution where 

individual particles cannot be seen, though even the concentration of the smallest bubbles and flow 

structures are accurately captured in the average measurements. The physical length of the 

measurement electrodes is about half the bed diameter, so that the images are averaged over that 

length. This effect is minimised by the guarding of the measurement electrodes which minimises 

any spread of the electric field beyond the measurement electrode length. 
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