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A B S T R A C T 

Confronting measurements of the Lyman- α forest with cosmological hydrodynamical simulations has produced stringent 
constraints on models of particle dark matter and the thermal and ionization state of the intergalactic medium. We investigate 
the robustness of such models of the Lyman- α forest, focusing on the effect of particle initial conditions on the Lyman- α forest 
statistics in cosmological SPH simulations. We study multiple particle initialization algorithms in simulations that are designed 

to be identical in other respects. In agreement with the literature, we find that the correct linear theory evolution is obtained when 

a glass-like configuration is used for initial unperturbed gas particle positions alongside a regular grid configuration for dark 

matter particles and the use of non-identical initial density perturbations for gas and dark matter. Ho we ver, we report that this 
introduces a large scale-dependent distortion in the 1D Lyman- α transmission power spectrum at small scales ( k > 0.05 s km 

−1 ). 
The effect is close to 50 per cent at k ∼ 0.1 s km 

−1 , and persists at higher resolution. This can severely bias inferences in 

parameters such as the dark matter particle mass. By considering multiple initial conditions codes and their variations, we also 

study the impact of a variety of other assumptions and algorithmic choices, such as adaptive softening, background radiation 

density, particle staggering, and perturbation theory accuracy, on the matter power spectrum, the Lyman- α flux power spectrum, 
and the Lyman- α flux PDF. This work reveals possible pathways towards more accurate theoretical models of the Lyman- α
forest to match the quality of upcoming measurements. 

Key words: methods: numerical – intergalactic medium – large-scale structure of Universe – cosmology: theory. 
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 I N T RO D U C T I O N  

he Lyman- α forest absorption features seen in high-redshift quasar
pectra are the pre-eminent tool for probing the small-scale structure
f the Universe. Properties of the absorption lines that constitute
he Lyman- α forest are sensitive to the small-scale matter power
pectrum as well as the thermal evolution of baryons. Furthermore,
he forest is relatively insensitive to the non-linear baryonic physics
t larger o v erdensities. Consequently, hydrodynamical cosmologi-
al simulations can be used in combination with Lyman- α forest
easurements to put excellent constraints on various cosmological

roperties (see Meiksin 2009 and McQuinn 2016 for re vie ws). 
Examples of constraints on the cosmological small-scale structure

nclude constraints derived by various authors from the Lyman- α
orest on dark matter models that affect the matter power spectrum
t small scales. Multiple authors have inferred lower bounds on
he warm dark matter particle mass using Lyman- α forest statistics
Viel et al. 2005 , 2008 , 2013 ; Baur et al. 2017 ; Ir ̌si ̌c et al. 2017a ;
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alanque-Delabrouille et al. 2020 ; Villasenor et al. 2023 ), with recent
ork reporting m x > 5.5 keV (Ir ̌si ̌c et al. 2023 ). Similar work has
ielded constraints on the mass of a sterile neutrino (Viel et al. 2005 ,
008 ; Baur et al. 2017 ; Garzilli et al. 2019 ) and fuzzy or ultralight
xion dark matter mass (Armengaud et al. 2017 ; Ir ̌si ̌c et al. 2017b ;
r ̌si ̌c, Xiao & McQuinn 2020 ; Rogers & Peiris 2021 ). Within the
 CDM model, numerous authors have used the Lyman- α forest to

onstrain the thermal state of the IGM (Ricotti, Gnedin & Shull 2000 ;
chaye et al. 2000 ; Zaldarriaga, Hui & Tegmark 2001 ; Theuns et al.
002 ; Lidz et al. 2010 ; Becker et al. 2011 ; Lee et al. 2015 ; Garzilli,
oyarsky & Ruchayskiy 2017 ; Rorai et al. 2017a , b , 2018 ; Boera
t al. 2019 ; Garaldi, Gnedin & Madau 2019 ; Hiss et al. 2019 ; Walther
t al. 2019 ; Gaikwad et al. 2020 , 2021 ; Villasenor et al. 2022 ). This
as resulted in the broad picture that the IGM temperature T 0 at mean
ensity rises from about 5000 K at z � 5.4, peaks at 15 000 K at z ∼
, and reduces to 7000 K at z � 2. 
Most recent measurements of the statistics of the Lyman- α forest

ave utilized measurements of a handful of quasars with spectro-
raphs on 8 m-class telescopes, such as Keck/HIRES, VLT/UVES,
nd VLT/XSHOOTER (Walther et al. 2018 ; Boera et al. 2019 ;
ara c ¸aylı et al. 2022 ). These measurements have signal-to-noise
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atios of 10–30. The typical resolution is medium-to-high, with 
ome spectra having a resolution of R ∼ 4000–7000, and some R
 40 000. This allows a measurement of the 1D Lyman- α flux power

pectrum to well abo v e k = 0.1 s km 

−1 , although at these small
cales, contamination due to metal-line absorption could become a 
erious problem (Walther et al. 2018 ). The resultant precision on 
he measurement of the flux power spectrum at k ∼ 0.1 s km 

−1 

s about 10 per cent. At scales k � 0.1 s km 

−1 , the systematic
rrors are estimated to be about 20 per cent of the statistical errors
Kara c ¸aylı et al. 2022 ). Low-resolution quasar spectra from surv e ys
ike SDSS, BOSS, and eBOSS, containing tens to hundreds of 
housands of samples, are also utilized for Lyman- α forest studies. 
hese spectra have limited resolution and signal-to-noise ratios. 
hey are valuable for measuring neutrino masses and background 
osmology parameters but cannot ef fecti vely constrain warm dark 
atter cosmologies or the thermal parameters of the IGM due to 

heir insufficient resolution for measuring the Lyman- α forest at 
mall scales with k > 0.02 s km 

−1 . 
The quality of Lyman- α forest data at small as well as large scales

s expected to improve dramatically in the near future. DESI will in-
rease the number of quasar spectra by an order of magnitude (DESI
ollaboration 2016 ), leading to an order-of-magnitude impro v ement 

n constraints on the slope n s and the running αs of the primordial
urv ature po wer spectrum, and the sum of neutrino masses, and a
 actor-of-tw o impro v ement in constraints on the ef fecti ve number of
eutrino species. On the small scales, impro v ement is e xpected from
rojects such as WEAVE-QSO (Pieri et al. 2016 ). If the large-scale
easurements have a spectral resolution of R ∼ 2000 and a signal-to-

oise ratio of ∼5, and the small-scale measurements have R ∼ 40 000
nd a signal-to-noise ratio of � 30, the WEAVE-QSO surv e y will
ubstantially push the amount of intermediate quality data with R ∼
0 000 and a signal-to-noise ratio of � 20. This will provide a means
o study large-scale effects such as IGM temperature fluctuations. A 

hird impro v ement is the disco v ery of more high-redshift quasars by
urv e ys such as LSST and Euclid. In the last decade, the number
f quasars with z > 6 grew fivefold thanks to deep wide-field
ptical-infrared surv e ys such as CFHQS, VISTA/VIKING, P an- 
TARRS1, DECaLS, UKIDDS, and UHS. This pushed the number 
f high-redshift targets for Lyman- α forest studies to 200. The 
esultant increase in the number of Lyman- α forest measurements 
as already allo wed qualitati vely ne w deductions about the high-
edshift Universe (Gaikwad et al. 2020 ; Bosman et al. 2022 ). LSST
ill potentially increase this number to 10 000 (for i < 26; LSST
cience Collaboration 2009 ). In the nearer term, Euclid is expected 

o find about 125 quasars with 7 < z < 8, with potentially a handful
f quasars with even higher redshifts (Euclid Collaboration 2019 ). 
ver a longer time-scale, 30 m-class telescopes will give a further
oost to Lyman- α forest data, increasing the quality and quantity 
f spectra to enable new ways of probing the IGM (Maiolino et al.
013 ; Skidmore, TMT International Science Development Teams & 

cience Advisory Committee 2015 ). 
These forthcoming impro v ements to data make it imperative that 

heoretical modelling of the Lyman- α forest matches measurements 
n accuracy. Not only would such models be required to be free
f numerical errors to a high degree, but they will also need to
 v oid poorly understood physical assumptions. A large amount of
ecent work has focused on this goal. Molaro et al. ( 2022 ) and

u et al. ( 2019 ) investigated the effect of ignoring reionization-
nduced large-scale spatial fluctuations in the IGM temperature 
n the 1D flux power spectrum of the Lyman- α forest. Molaro 
t al. ( 2022 ) found that for the 10 per cent uncertainties on current
easurements, temperature fluctuations do not introduce any biases 
n the inference of dark matter or thermal parameters. Ho we ver,
or 5 per cent uncertainties, such as those expected in future data,
hey find systematic shifts of about 1 σ . Chabanier et al. ( 2023 )
nvestigated the difference between results from smoothed particle 
ydrodynamics (SPH) and Eulerian hydrodynamical computation. 
hey found the 1D power spectrum results from both techniques 
greed to be better than a percent. They also found that SPH leads
o systematic biases in several Lyman- α forest statistics at high 
edshift because of poor sampling in low-density regions. Bolton 
 Becker ( 2009 ) investigated the effect of mass resolution and

ox size of SPH simulation on the Lyman- α forest spectra for 2
 z < 5. They found that the requirements on simulations become
ore stringent towards higher redshifts because the typical densities 

robed by the Lyman- α absorption lines are relati vely lo wer. Walther
t al. ( 2021 ) did a similar analysis for Eulerian codes, finding that
 box size of 120 Mpc and a resolution of 30 kpc is required for
D flux power spectrum predictions that are accurate to 1 per cent.
hese authors also investigated the accuracy of the interpolation 

equired to span the parameter space to accurately infer model 
arameters from the data. Bird et al. ( 2013 ) also compared Eulerian
nd SPH methods for modelling the Lyman- α forest. Although they 
ound some differences between the two models at large neutral- 
ydrogen column densities, there were no significant differences 
n the column densities probed by the Lyman- α forest. Bird et al.
 2020 ) showed that most simulations of the Lyman- α forest produce
 large error in the linear theory predictions for perturbations in dark
atter and baryon densities. They argued that this affects the 1D
ux power spectrum predictions at the 5 per cent level. Villasenor
t al. ( 2021 ) investigated the role of photoheating and photoion-
zation models in Lyman- α forest simulations using their Eulerian 
ode. 

In this paper, we turn our attention to the accuracy of the initial
onditions used in cosmological hydrodynamical simulations of the 
yman- α forest. In recent times, several different algorithms and 
odes for generating initial conditions have been used, without a 
etailed understanding of the robustness of each of them for Lyman-

forest statistics. We set up identical simulations using multiple 
odes and compare multiple forest statistics. The outline of this 
aper is as follows. Section 2 describes the current landscape of
ethods used to set up initial conditions. We describe our set-up

n Section 3 . Our results are presented in Section 4 . We end with a
iscussion of our findings in Section 5 and a summary in Section 6 .
ur � CDM cosmological parameters are �b = 0.0482, �m 

= 0.308, 
� 

= 0 . 692, h = 0.678, n s = 0.961, σ 8 = 0.829, and Y He = 0.24
Planck Collaboration XVI 2014 ). 

 I NI TI AL  C O N D I T I O N S  IN  SPH-BA SED  

O S M O L O G I C A L  SI MULATI ONS  

he task of setting up initial conditions for cosmological simulations 
s to obtain a particle distribution inside a finite volume that represents
 density field with Gaussian random fluctuations around the mean. 
uch a density field should model cosmological density perturbations 
t sufficiently early times in the matter-dominated era. The resultant 
ensity contrast 

( x , t) = 

ρ( x , t) 
ρ̄( t) 

− 1 , (1) 

an be expanded into its Fourier components as 

( x , t) = 

1 

(2 π ) 3 / 2 

∫ ∞ 

−∞ 

d 3 k ˜ δ( k , t) exp ( i k · x ) . (2) 
MNRAS 530, 4920–4935 (2024) 
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s δ is a Gaussian random field with zero mean, it is fully specified
y its power spectrum, P ( k , t ), defined by 

 ̃

 δ( k , t) ̃  δ∗( k ′ , t) 〉 = P ( k, t) δD ( k − k ′ ) , (3) 

here the angle brackets denote an ensemble average, k is the
agnitude of the vector k , and δD is the Dirac delta function.
he power spectrum P ( k ) has units of volume, often chosen to be

cMpc h −1 ) 3 . When perturbations are small, the power spectrum is
escribed by a transfer function T ( k , t ), so that 

 ( k, t) = T 2 ( k) D 

2 ( t) P R 

( k) , (4) 

here D ( t ) is the linear growth factor, and P R 

( k) is the dimension-
ess primordial curvature power spectrum, taken to be of the form 

 R 

( k) = A s 

(
k 

k 0 

)n s 

, (5) 

here, with k 0 = 0.05 cMpc −1 , measurements fa v our the power -law
ndex n s = 0.961 and A s = 2.2 × 10 −9 (Planck Collaboration XVI
014 ). 
In practice, one has to work with quantities defined on a set of

iscrete points. Consider a Cartesian grid x p = p 
x, with a uniform
pacing 
 x in the three directions, spanning the simulation volume.
e assume that there are n points in each direction, for a total of
 

3 points. When the density contrast is e v aluated at these discrete
oints, we can compute the discrete Fourier transform as 

˜ k q = 

1 

n 3 / 2 

n −1 ∑ 

p= 0 

δ( x p ) exp ( −i k q · x p ) , (6) 

here k q = 2 πq/ ( n 
x) for q = 0, . . . , n − 1. The quantity ˜ δk q is
elated to the quantity ˜ δ( k ) defined in equation ( 2 ) by 

˜ ( k q ) = ( 
x) 3 
( n 

2 π

)3 / 2 
˜ δk q . (7) 

his allows us to compute the power spectrum from equation ( 3 ) at
iscrete points k q as 

 ( k q ) = ( 
x) 3 〈| ̃ δk q | 2 〉 , (8) 

here the angle brackets now denote the mean o v er all grid points.
ll 3D power spectra in this paper are computed using equation ( 8 ).
To specify the initial conditions of a cosmological simulation, one
ust compute the transfer function T ( k ), defined by equation ( 4 ).
his can be done to 0.1 per cent accuracy using Boltzmann solver
odes such as CAMB (Lewis, Challinor & Lasenby 2000 ) or CLASS
Lesgourgues 2011 ). 

.1 Generating initial conditions 

ith the abo v e notation in place, we can now describe the gen-
ral procedure of setting up initial conditions for a cosmological
imulation. This task can be split into two steps. The first step
nvolves creating a uniform distribution of particles. The second step
s to displace these particles to achieve a Gaussian random density
istribution that has the required power spectrum. 
It is not trivial to set up a uniform mass distribution with a

nite number of particles (Bertschinger 1998 ). Simply distributing
 particles randomly in the box leads to a density distribution with
 non-zero white-noise power spectrum that can lead to non-trivial
tructure formation even in the absence of additional cosmological
ower. A conventional solution to this problem is to position the
articles in a regular Cartesian cubic grid. This method is widely
sed in the literature, although it does suffer from problems. For
NRAS 530, 4920–4935 (2024) 
nstance, the grid spacing imposes a characteristic length scale in the
imulation. The grid also breaks isotropy at small scales by defining
referred directions. These problems are particularly important to
ddress in cosmological models with little or no power at small
cales, such as warm-dark-matter cosmologies. An alternative to
sing a grid distribution is to create a so-called glass-like distribution
f particles (Baugh, Gaztanaga & Efstathiou 1995 ; White 1996 ).
o construct a glass-like distribution, one starts from a random
istribution of particle positions, which is then evolved using a
epulsive gravitational force. The glass then shows no visible order
r anisotropy on scales beyond a few interparticle separations. 
Once a uniform particle distribution is obtained, initial condi-

ions for cosmological simulations are derived by shifting these
article positions by displacements designed to get a Gaussian
andom density distribution with the desired power spectrum. This
s achieved in several stages. First, random numbers representing
aussian random density perturbations with a flat, white-noise power

pectrum are sampled using a random number generator, in real or
ourier space, and then transformed so that they have the desired
ower spectrum (Peacock & Heavens 1985 ; Bardeen et al. 1986 ;
almon 1996 ). Next, particle displacements are computed from

hese sampled o v erdensities. This can be done by mapping the
 v erdensities to gravitational potential perturbations, which then
ield the concomitant particle displacements. The displacements are
sed to modify the uniform particle positions of the initial glass or
rid. Lastly, consistent velocities are assigned to the particles. 
While this outline of the procedure to generate initial conditions

or cosmological simulations is generally uniform across codes,
any algorithmic variations exist. Some codes use particle grids
hile others use particle glasses. Some codes stagger gas and
ark matter particles by adding a small initial separation between
article positions, but leave this separation to the user’s choice.
ome codes sample white-noise density perturbations in real space
hile others sample them in Fourier space. The computation of
article displacements from the density perturbations is done with a
ariety of assumptions and accuracy levels of perturbation theory by
ifferent codes. Our purpose in this paper is to understand how these
ifferences in initial condition codes affect cosmological simulation
esults rele v ant to the Lyman- α forest. In order to do this, we no w
escribe the methods behind the initial conditions codes that we
ompare in this paper, before looking at the results from cosmological
imulations using these codes. 

.2 Initial conditions codes 

e compare five initial conditions codes in this paper: NGENIC ,
LPTIC , COSMICIC , MP-GENIC , and MUSIC . We begin by giving a
rief description of the algorithms of these codes. 

.2.1 NGENIC 

GENIC (Springel et al. 2005 ; Angulo et al. 2012 ) allows the
se of either glass and grid particle distributions, and uses the
el’dovich ( 1970 ) approximation to compute the displacements.
aussian density perturbations with the desired power spectrum

re sampled in NGENIC in Fourier space. This is done by drawing
andom samples x and φ from uniform distributions between 0 and
, and 0 and 2 π , respectively. Then, ˜ δk = Re iφ are the required
ourier-space density perturbations with power spectrum P ( k ) if R =
 
k ) 3 / 2 

√ −P ( k ) log x with ( 
 k ) 3 being the Fourier -space v olume
lement defined by equation ( 8 ). The Hermitian symmetry condition,
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˜ ∗
k = 

˜ δ−k , is imposed to ensure that the corresponding real-space 
erturbations are real. 
Using the density perturbations, particle displacements d k are 

omputed using the Zel’dovich approximation as (Zel’dovich 1970 ) 

 k = 

i k 
k 2 

δk . (9) 

hese displacements are then transformed to the real space. When 
he initial uniform particle distribution is on a grid, one can simply
dd the real-space displacements to the particle positions to get the 
esired particle distribution. This step can be less than straightfor- 
ard when the initial uniform particle distribution is not on a grid. In

his case, NGENIC obtains the displacements at the particle positions 
y trilinear interpolation on the displacement grid. 
Finally, velocities are assigned to the displaced particles by using 

he equations of motion to write 

 ( x ) = aH ( z ) F ( z ) d ( x ) , (10) 

here d ( x ) are the real-space particle displacements, H is the Hubble
onstant, z is the redshift at which the initial conditions are desired,
nd 

 ( z) = − d ln D( z) 

d ln (1 + z) 
. (11) 

n NGENIC , F ( z) is approximated to be �0 . 6 
m 

( z), where �m 

=
m 

( z ) / ̄ρ( z ) is the cosmic matter density relative to the mean. This
rid-based NGENIC set-up was used in the simulations belonging 
o the Sherwood (Bolton et al. 2017 ) and the Sherwood-Relics 
Puchwein et al. 2023 ) suites. 

.2.2 2LPTIC 

LPTIC (Scoccimarro 1998 ; Crocce, Pueblas & Scoccimarro 2006 ; 
coccimarro et al. 2012 ) is closely related to NGENIC . The two
odes follow identical procedures for setting up the initial uniform 

article distributions and density perturbations. They differ in the 
omputation of displacements and velocities, ho we ver, as 2LPTIC 

ses second-order Lagrangian perturbation theory instead of the 
el’dovich approximation discussed above. In this way, the particle 
isplacements in Fourier space are given by 

 k = d (1) 
k + d (2) 

k , (12) 

here d (1) 
k is the first-order contribution to the displacement, given 

y the Zel’dovich approximation via equation ( 9 ), and d (2) 
k is the

econd-order contribution given by 

 

(2) 
k = −3 

7 

k ̃  S k 

ik 2 
, (13) 

here ˜ S k is the discrete Fourier transform of 

 = 

∑ 

i>j 

[ 
d 

(1) 
i,i d 

(1) 
j,j − ( d (1) 

i,j ) 
2 
] 
, (14) 

ith d (1) 
i,j being the deri v ati ve of the i th component of the first-order

eal-space displacement vector d with respect to the j th component 
f the position vector, 

 

(1) 
i,j = 

∂ d 
(1) 
i 

∂ x j 
= ik j d 

(1) 
i . (15) 

he corresponding velocities are given by 

 ( x ) = aH ( z ) �3 / 5 ( z ) d (1) ( x ) + 2 aH ( z ) �4 / 7 ( z ) d (2) ( x ) . (16) 
m m 
.2.3 COSMICIC 

OSMICIC (Luki ́c et al. 2015 ) is a Zel’dovich code that uses a
rid for the initial particle distribution. The code does not itself
eparate gas and dark matter particles, it instead leaves this task
o the gravity and hydrodynamics solver. To obtain the density 
eld, COSMICIC samples density values δ( x p ) from a Gaussian
istribution with zero mean and unit variance at each point on a grid
n the real space. These white-noise perturbations are then discrete- 
ourier transformed to Fourier space. The real and imaginary parts 
f these Fourier-transformed perturbations then follow a Gaussian 
istribution with zero mean and variance 

√ 

n/ 2 . These perturbations 
re then multiplied by ( 
k ) 3 / 2 

√ 

P ( k ) /n to obtain Gaussian density
erturbations in the Fourier space with the given power spectrum 

 ( k ). Displacements are then computed from these Fourier space
ensity perturbations using the Zel’dovich approximation of equation 
 9 ). The corresponding velocities are computed using equations ( 10 )
nd ( 11 ), ho we ver unlike NGENIC , COSMICIC does not approximate
he quantity F ( z) with �0 . 6 

m 

( z). Instead, COSMICIC computes F ( z)
sing linear perturbation theory. While doing so it ignores the 
adiation energy density. 

.2.4 MP-GENIC 

P-GENIC (Bird et al. 2020 ) allows for various ways of initializing
he particle positions. Bird et al. ( 2020 ) showed that initializing dark
atter particles on a grid and gas particles on a glass reproduces the

xpected linear evolution of the difference between the power spectra 
f gas and dark matter. This is the strategy we adopt while using
P-GENIC in this paper. MP-GENIC generates Gaussian density 

erturbations with a given density power spectrum in an identical 
anner to NGENIC and 2LPTIC . The gas and dark matter densities

re then obtained by scaling the total matter density perturbations 
ith the Fourier-space gas and dark matter density fractions obtained 

rom CLASS (Lesgourgues 2011 ). The corresponding displacements 
re obtained by means of the Zel’dovich approximation, via equation 
 9 ). This displacement field is then transformed to real space. Gas
article displacements are then obtained using trilinear interpolation. 
elocities are obtained from CLASS as transfer functions 

 CDM 

( k) = δ̇CDM 

( k) = − ḣ ( k) 

2 
, (17) 

nd 

 b ( k) = δ̇b ( k) = −θb ( k) − ḣ ( k) 

2 
, (18) 

here h is the synchronous gauge density perturbation, and θb is 
he baryon velocity divergence, both computed by CLASS . These 
elocity transfer functions are sampled similar to the density transfer 
unctions. The resultant Fourier space velocities are then transformed 
o real space and interpolated using CIC. MP-GENIC a v oids spurious
ravitational coupling between gas and dark matter particles by 
volving the pre-displaced combined distribution of the two types 
f particles with reversed gravity for a small number of time steps. 

.2.5 MUSIC 

USIC (Hahn & Abel 2011 ) allows initializing the particle load
sing either a grid or a glass. We use the grid in this work. In
ontrast with NGENIC , MUSIC obtains real-space Gaussian density 
erturbations with a given power spectrum by sampling a Gaussian 
ariate with zero mean and unit variance on a grid. This Gaussian
MNRAS 530, 4920–4935 (2024) 
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Table 1. An o v ervie w of important methodological similarities and dif ferences between the initial conditions codes investigated in this paper. Although 
NGENIC , COSMICIC , and MUSIC use the same equations ( 10 ) and ( 11 ) for computing velocities, there are small differences in their implementation. NGENIC 

approximates the quantity F ( z) by �0 . 6 
m 

( z). COSMICIC and MUSIC obtain F ( z) using linear perturbation theory, ho we ver MUSIC includes the contribution of 
the radiation energy density while doing so, whereas COSMICIC does not. (See the text for details). 

Code Perturbation sampling Displacement computation Velocity computation 

NGENIC Fourier space Zel’dovich equations ( 10 ) and ( 11 ) 
2LPTIC Fourier space 2LPT equation ( 16 ) 
COSMICIC real space Zel’dovich equations ( 10 ) and ( 11 ) 
MP-GENIC Fourier space Zel’dovich equations ( 17 ) and ( 18 ) 
MUSIC real space Zel’dovich or 2LPT equations ( 10 ) and ( 11 ) 

Figure 1. The 3D power spectrum of the total matter density in the initial 
conditions used for our simulations, at z = 99. We show results from the five 
codes that we study. For NGENIC , we also show the result when using a glass- 
like instead of a grid-based particle distribution for the initial unperturbed 
matter density. Most of the curv es o v erlap each other for most of the range 
of k values. The gre y curv e is the linear theory power spectrum computed 
using CLASS (Lesgourgues 2011 ). We see that in the initial conditions, the 
matter density power spectrum between the codes agrees very well. The only 
significant outliers are the glass-based NGENIC and MP-GENIC set-ups. 
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Figure 2. The difference between the linear theory value of η = ( ̃ δdm 

−
˜ δgas ) / 2 and its value in four of our simulations at z = 9. The green and 
red curves show the power difference from our fiducial grid-based NGENIC 

run and our fiducial MP-GENIC run, respectively. The yellow curve shows 
the result when we use identical transfer functions for gas and dark matter 
in the MP-GENIC run, while the blue curve shows the same when we use a 
grid-based initialization for gas particles in the MP-GENIC run. As previously 
found by Bird et al. ( 2020 ), we see that only fiducial MP-GENIC simulation 
reco v ers the correct linear theory evolution. 
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ariate is then convolved with the inverse Fourier transform of
 

P ( k) to get the desired density perturbations δ( x ) on the grid.
article displacements are then obtained in a similar way as NGENIC
ollowing equation ( 9 ). Velocities are also computed similar to
GENIC , using equations ( 10 ) and ( 11 ). Ho we ver, unlike NGENIC ,
USIC computes the quantity F ( z) using linear perturbation theory.
hile doing so, unlike COSMICIC , MUSIC includes the radiation

nergy density . Finally , corrections are applied to these velocities to
ompensate for inaccuracies caused by discreteness. 

.3 Initial conditions for different particle initialization choices 

ur fiducial simulations consist of five runs with the five initial
ondition set-ups from Table 1 . Fig. 1 shows the 3D spherically
veraged power spectrum of the total matter density contrast at z =
9 from our five fiducial simulations. Also shown in this figure is
he linear theory result at this redshift, obtained using CLASS
Lesgourgues 2011 ). The figure also shows the power spectrum from
NRAS 530, 4920–4935 (2024) 
he glass-based NGENIC run, to compare to the corresponding grid-
ased run. 
We see that all grid-based simulations reproduce the theoretical

inear power spectrum extremely well. (Most curves in Fig. 1
ompletely o v erlap with each other.) The only case with some
ifference is 2LPTIC , where the use of the second-order perturbation
heory results in differences from our fiducial run, but even these
ifferences are sub-percent. In contrast to these results, a large
ifference is seen in the glass-based NGENIC run, which deviates
rom its grid-based counterpart with suppression in power of close to
0 per cent at k = 20 h cMpc −1 and a strong enhancement in power
f up to a factor of 2 at larger values of k . This excess power in
he glass-based set-up is the well-known k 4 enhancement due to the
rowth of random gravitational instabilities during the creation of the
lass configuration (Bird et al. 2020 ). Indeed, a similar enhancement
s also seen in the MP-GENIC case, although this is relatively smaller
ecause MP-GENIC uses glass only for the baryons. 
While such small-scale enhancement suggests a numerical error,

ird et al. ( 2020 ) pointed out that there might be advantages in
nitializing gas particles on a glass. They argued that the MP-GENIC
et-up, which uses distinct transfer functions for gas and dark matter,
nd uses a glass-like configuration for gas particles, can reproduce the
inear theory evolution of the power difference between gas and dark

atter. Fig. 2 shows this at z = 9. We show the difference in the dark
atter and gas power spectra in four runs, by plotting the quantity η =

 ̃

 δdm 

− ˜ δgas ) / 2 at z = 9. (The simulation details on the evolution from
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 = 99 to z = 9 are described in the next section.) The green curve
ho ws the po wer dif ference from our fiducial grid-based NGENIC
un, and the red curve shows the same quantity for our fiducial MP-
ENIC run. The yellow curve shows how the result changes when 
e use identical transfer functions for gas and dark matter in the MP-
ENIC run. The blue curve shows the power difference when we use
 grid-based initialization for gas particles in the MP-GENIC run. 
or all four cases we have shown the difference between simulated 
nd the linear theory value of η. In the linear theory, the power in
ark matter and baryons is calculated from the CLASS output using
he appropriate columns in the transfer function and total matter 
ower spectrum files. The transfer functions are calculated as δcdm/b 

 δcdm/b / δtotal , where δcdm/b are from the CLASS outputs and δtotal = 

 �b δb + �cdm 

δcdm 

)/( �b + �cdm 

). The powers for both species are 
iven by δcdm / b = δcdm / b 

√ 

P tot and P tot is obtained from the CLASS 

ower spectrum outputs. As noted by Bird et al. ( 2020 ), we see
ere that only the fiducial MP-GENIC run manages to reproduce 
he expected linear evolution. Removing the glass, or removing the 
ifference between the gas and dark matter transfer functions results 
n a significant disagreement with the linear theory. 

We will now see how these particle initialization choices affect the 
mall-scale structure in the Lyman- α forest. 

 N O N - L I N E A R  E VO L U T I O N  

ur procedure for computing the non-linear gravitational and hydro- 
ynamical evolution is identical to the set-up used in the Sherwood 
imulation Suite (Bolton et al. 2017 ). We perform our simulations
sing the SPH code P-GADGET3 , the well-known modified version 
f the publicly available GADGET2 code (Springel et al. 2005 ). In
his code the gravitational forces are computed using the TreePM 

lgorithm where short-range forces are obtained using a tree method 
nd long-range forces are computed using mesh-based Fourier meth- 
ds. In the tree algorithm, particles are grouped together according 
o their distances and the force from each group is approximated 
sing a multipole expansion. In the particle-mesh (PM) algorithm 

he density field is realized on a mesh grid using CIC interpolation
nd the gravitational potential is constructed by solving the Poisson’s 
quation. The mesh dimension in each direction is set by the PMGRID
arameter, which we set to the cube root of the particle number in
ll simulations presented in this paper. To a v oid a singularity in
he force calculation when the particles mo v e close to each other,
 softening parameter l soft is introduced. We set this to 1/25th of
he mean interparticle separation. Apart from MP-GENIC , we use 
-GADGET3 for splitting particles into gas and dark matter. The 
ark matter and gas positions are then calculated by adding constant 
ectors to the total matter positions, keeping the centre of mass at
he position of the original particle. The constant separations are 

gas = 

1 

2 

�m 

− �b 

�m 

d, and 

dm 

= 

1 

2 

�b 

�m 

d, 

here d = L / N is the interparticle spacing. Our fiducial simulation,
escribed below, has d = 78.125 ckpc h −1 , δgas ∼ 33 ckpc h −1 , and
dm 

∼ 6 ckpc h −1 . These separations are added to the total matter
ositions along all three directions, so that x gas = x gas − δgas , y gas =
 gas − δgas , and z gas = z gas − δgas for the gas particles, and x dm 

= x dm 

 δdm 

, y dm 

= y dm 

+ δdm 

, and z dm 

= z dm 

+ δdm 

for the dark matter
articles. Both gas and dark matter particle velocities are assigned to 
e the same as that of the original total matter particle. In the case of
he MP-GENIC , the particles are separately supplied to P-GADGET3 
s part of the initial conditions. 

We run our simulations down to z = 2 and examine results at z = 9,
, 4, 3, and 2. In addition to the cosmological evolution of baryons and
ark matter, P-GADGET3 implements photoionization, photoheating, 
nd radiative cooling. We use the QUICK LYALPHA flag in the code
o speed up the simulation by making gas particles with o v erdensities
f greater than 10 3 with temperature less than 10 5 K collision-less
nd removing them from the hydrodynamic calculation. This does 
ot affect our study of the low-density IGM. The metagalactic UV
ackground is modelled according to a modified version of the Haardt 
 Madau ( 2012 ) reionization model (see Bolton et al. 2017 for

etails). 
Our fiducial simulations use N = 2 × 256 3 particles to present

he gas and the dark matter in a computational box of comoving
ength 20 h 

−1 Mpc . We refer to these as the 20–256 runs. Periodic
oundary conditions are implemented. The mass of dark matter 
article is M dm 

= 3 . 44 × 10 7 M � h 

−1 and the gas particles are of
ass M gas = 6 . 38 × 10 6 M � h 

−1 . We also study higher resolution
0–512 and 20–1024 simulations. As their names suggest, these 
imulations use 2 × 512 3 and 2 × 1024 3 particles in the same
olume as the 20–256 simulations. In the 20–512 simulations, 
he dark matter and gas masses are M dm 

= 1 . 72 × 10 7 M � h 

−1 ,
nd M gas = 3 . 19 × 10 6 M � h 

−1 , and we use PMGRID = 512 and
 soft = 1 . 5625 kpc . For the 20–1024 simulations, these quantities take
he values M dm 

= 0 . 86 × 10 7 M � h 

−1 , M gas = 1 . 595 × 10 6 M � h 

−1 ,
MGRID = 1024, and l soft = 0 . 78125 kpc . 
In order to compute the dark matter and gas density power spectra,

e project the output of the hydrodynamical simulations on a uniform
artesian grid. The densities for the dark matter are calculated 
n a regular grid from the particle positions using the CIC kernel
Hockney & Eastwood 1981 ). The gas particles are projected on the
rids by integrating the SPH kernel on grid cells. The density contrast
= ρ/ ̄ρ − 1 is calculated for both dark matter and gas particles on

ach grid. Then the power spectrum is then calculated using equation
 8 ). We set the number of cells in each direction for the grid in k -
pace to the cube root of the number of particles. While computing
he power spectrum of the dark matter density, we deconvolve the
IC kernel. 
The Lyman- α forest sightlines are extracted from the simulation 

ox by selecting random points on the xy plane, and choosing all lines
o go in the z direction. Then the Ly α optical depth is calculated as 

( v ) = 

3 A 2 p1 s λ
3 
Ly α

8 πH ( z) 

∫ ∞ 

−∞ 

n HI φ( v ) d v , (19) 

here n H I is the neutral hydrogen number density, λLy α is the rest-
rame Ly α wavelength, A 2 p 1 s is the Einstein A coefficient and φ( v)
s the Voigt line profile. The Ly α transmission is then F = exp ( −
). Following standard practice for such optically thin simulations, 
e normalize the transmission such that the mean transmission has 

he observed value. 
While deriving the 1D power spectrum of the Lyman- α transmis- 

ion, we define the Lyman- α flux contrast analogous to the density
ontrast, given by δF = F / ̄F − 1, where F̄ is the mean flux. The
ower spectrum is then computed as 

 F , 1D ( | k| ) = v scale 〈 ̃ δF ̃  δ
∗
F 〉 , (20) 

here v scale = aH ( z) L , with L being the length of the box, ˜ δF is the
ourier transform of δF , and the ensemble average is computed by
v eraging ˜ δF ̃  δ

∗
F o v er 5000 sightlines for each | k | . 

We also perform a set of simulations with adaptive softening of
as particles. This means that the gravitational softening length of 
MNRAS 530, 4920–4935 (2024) 
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Figure 3. The gas density distribution at z = 3 for our six primary simulations. Each slice shows the gas density projected o v er 78.125 ckpc h −1 . The simulations 
produce similar gas distributions, thanks to our use of the identical random phases in all of them. 
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as particles is set by the SPH smoothing length. As mentioned
bo v e, the default gravitational softening length for gas particles
n our fiducials simulations is the same as that of dark matter
articles, and is set to 1/25th of the mean interparticle separa-
ion (Bolton et al. 2017 ). Adaptive softening can be enabled in
-GADGET3 by setting the ADAPTIVE GRAVSOFT FORGAS and
DAPTIVE GRAVSOFT FORGAS HSML flags. The SPH smoothing
ernel length is proportional to the comoving distance to the 32nd
eighbour (Springel, Yoshida & White 2001 ). As a result, at high
edshifts, when the universe is more homogeneous, the softening
ength can be as large as three times the mean interparticle separation.
s we will see below, this suppresses small-scale power in the gas
ensity distribution. 

 RESULTS  

ur fiducial simulations consist of five runs with the five initial
ondition set-ups from Table 1 . The simulation specifications are
s described abo v e. We now present the results from these sim-
lations. We will also occasionally refer to variations on these
imulations. There are four such variations that we consider. One
f these uses NGENIC with a glass-like initial particle load.
nother employs the same glass-based NGENIC set-up but with

daptive softening. In all other respects, these runs are identical
o our fiducial 20–256 runs. Our third and fourth variations are
he 20–512 and 20–1024 counterparts of our fiducial 20–256
uns. These high-resolution runs have been mentioned abo v e in
ection 3 . 
NRAS 530, 4920–4935 (2024) 
For each of the six simulations shown in Fig. 1 , 2D gas density
istribution slices at z = 3 are shown in Fig. 3 . Each slice has the
hickness of a single grid cell, which in our case is 78.125 kpc h −1 .
he familiar non-linear large-scale structure at this redshift is clearly
een. Furthermore, the structure in all simulations appears to be
isually identical, showing that we are using identical random
umbers while generating the initial conditions. 

.1 Non-linear matter power spectrum 

he top four panels of Fig. 4 show the 3D power spectrum of the dark
atter density contrast at redshifts 2, 3, 4, and 5, in our five fiducial

imulations. We also show results from the simulation with glass-
ased NGENIC and the one with adaptive softening. The linearly
xtrapolated matter power spectrum at respective redshifts is also
hown. At the bottom of each panel the difference relative to the
rid-based NGENIC run is shown. Compared to Fig. 1 , we can now
ee the power enhancement relative to linear theory at small scales
ue to non-linear evolution. As anticipated in Fig. 3 , the power
pectra agree between the different simulations to a large degree, but
nteresting differences are now visible. 

Overall, all power spectra are consistent within 10 per cent over
he scales shown in Fig. 4 . The largest deviation from the fiducial
un is seen in the 2LPTIC case, which exhibits more power relative
o the NGENIC run. The difference is at most 10 per cent at the
cale of k = 10 h cMpc −1 , and decays with time. The dark matter
istribution in our glass-based NGENIC run has less dark matter
ower at small scales relative to the NGENIC grid. These differences
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Figure 4. The 3D dimension-less power spectrum of the dark matter (top row) and gas density (bottom row) at z = 2, 3, 4, and 5. Each panel shows results from 

our five primary simulations. Also shown are results from a glass-based NGENIC run, and a glass-based NGENIC run that uses adaptive softening (indicated by 
‘a. s.’ in the legend). The linear theory po wer spectrum is also sho wn at each redshift. The dif ference panels sho w the relati ve dif ference from the grid-based 
NGENIC results. 

Figure 5. The gas o v erdensity, Lyman- α transmitted flux, gas temperature, and gas peculiar velocity along a randomly chosen 1D skewer from our simulation 
boxes. Each panel shows results from our five primary simulations. Also shown are results from a glass-based NGENIC run, and a glass-based NGENIC run that 
uses adaptive softening (indicated by ‘a. s.’ in the legend). 
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ppear to be enhanced when we use adaptive softening, but in either
ase the differences decay with time. Our COSMICIC results are 
early identical to those from the NGENIC run. The MP-GENIC and 
USIC cases show only small differences that appear well below 

 per cent at all redshifts shown here. The difference between the
ducial run and the MUSIC case can potentially be partly explained 
y the small difference between the value of the growth factor used
n the two codes (see Section 2 ). 

The bottom four panels of Fig. 4 show the 3D gas density power
pectrum from the simulations shown in the top panel, along with
he linear theory prediction, at redshifts 2, 3, 4, and 5. As before,
e show the relative difference from the grid-based NGENIC run 
MNRAS 530, 4920–4935 (2024) 
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Figure 6. The 1D Lyman- α transmission power spectrum at z = 2, 3, 4, and 5. Each panel shows results from our five primary simulations. Also shown are 
results from a glass-based NGENIC run (orange curve), and a glass-based NGENIC run that uses adaptive softening (green curve, indicated by ‘a. s.’ in the 
legend). We also show measurements by Walther et al. ( 2018 ), Boera et al. ( 2019 ), and Kara c ¸aylı et al. ( 2022 ). These data are only shown for context and 
as a measure of the current uncertainties. We make no attempt at fitting the data with our models, which explains the mismatch between the simulations and 
the observations at some redshifts and scales. The error panels show differences relative to the result from the grid-based NGENIC simulation. All spectra are 
normalized to the observed mean transmission from Becker et al. ( 2013 ). 
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t the bottom of each panel. The simulations agree with each other
easonably well, with differences of at the most 10 per cent in the gas
ensity power spectrum. The greatest deviation is seen in the glass-
ased runs, NGENIC and MP-GENIC . Both of these runs produce
as power larger by ∼ 10 per cent at small scales relative to the
GENIC using a grid. The differences appear to increase towards the

mall scales resolved by the simulation. This power enhancement is
elated to that seen in the initial conditions, shown in Fig. 1 , where we
nderstood it to be the result of the non-linearities in the process of
reating the glass. We also see that this power enhancement reduces
ith time as we go from z = 5 to 2 in Fig. 4 . Further, the use
f adaptive softening seems to remo v e the power excess, as noted
reviously by O’Leary & McQuinn ( 2012 ). If we compare the dark
atter and gas density power spectra in Fig. 4 , we can see that dark
atter has more power than gas at all scales and all redshifts. This

an be understood because of the exclusion of the gas particles that
ere turned into stars in biased high-density regions. This results

n the attenuation of power at small as well as large scales for the
NRAS 530, 4920–4935 (2024) 

aryons (Kulkarni et al. 2015 ). 
.2 1D Lyman- α transmission power spectrum 

e now turn to the Lyman- α transmission properties of our simu-
ations. Fig. 5 sho ws 1D sightlines, ‘ske wers’, from the simulations
hown in Fig. 4 . All sightlines are shown at z = 3. We show the gas
ensity, the Lyman- α flux, gas temperature, and gas peculiar velocity
long a randomly chosen sightline. We normalize the simulations
o identical mean transmission values. We choose these to be the
easurements by Becker et al. ( 2013 ). As before, while the seven

imulations appear very similar, there are small differences. These
ppear to be largest near the density peaks and troughs, with the
P-GENIC run being the widest outlier. The Lyman- α transmission

xaggerates these differences, so that there is up to a 30 per cent
ifference in the transmission. Small differences also appear to be
resent in the gas temperature. Most importantly, there are small
ifferences in the peculiar velocity. These small peculiar velocity
if ferences will, ho we v er, hav e a large effect on the small-scale
ower spectrum of the Lyman- α forest. 
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Figure 7. The 1D Lyman- α transmission power spectrum from our NGENIC 

and MP-GENIC runs at z = 5. The blue and green curves show our fiducial 
grid-based NGENIC and MP-GENIC runs, respectively. The other curves show 

the power spectrum from the MP-GENIC run when the temperatures (grey 
curv e), peculiar v elocities (yellow curv e), or gas densities (red curv e) in this 
simulation are substituted by their corresponding values from the NGENIC 

run. The simulations are normalized to the observed mean flux in all cases, 
as described in the text. The bottom panel shows the fractional change with 
respect to the NGENIC result. 
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Figure 8. Effect of modifying the gas particle set-up in our MP-GENIC 

run on the dark matter density power spectrum (top panel), gas density 
power spectrum (middle panel), and the 1D Lyman- α flux power spectrum. 
The blue and green curves show our fiducial grid-based NGENIC and MP- 
GENIC runs, respectiv ely. The gre y curv es show results from an MP-GENIC 

run in which identical transfer functions are used for gas and dark matter 
density perturbations. The yellow curves show results from an MP-GENIC 

run with different transfer functions but with the unperturbed initial positions 
of gas particles as well as dark matter particles following a uniform grid. 
The error bars in the bottom panel are uncertainties on the power spectrum 

measurements by Boera et al. ( 2019 ). 
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Fig. 6 shows the 1D Lyman- α flux power spectrum from all the
even simulations at redshifts 2, 3, 4, and 5. We show the dimension-
ess Lyman- α transmission power spectrum. At the bottom of each 
anel, we sho w dif ferences relati ve to the grid-based NGENIC run.
he figure also shows measurements by Kara c ¸aylı et al. ( 2022 ),
alther et al. ( 2018 ), and Boera et al. ( 2019 ). While we make

o attempt to fit our simulations to these data, the uncertainty 
stimates on the measurements provide a context while examining 
he differences in our simulations. A better agreement would require 
 well-calibrated thermal model run at higher resolution. We now 

ee that the glass-based runs using NGENIC and MP-GENIC severely 
isagree with the grid-based result. The differences are worse in the 
ase of MP-GENIC . At k = 0.1 s km 

−1 at z = 5, MP-GENIC can
ield difference in excess of 50 per cent. This is not only far in
xcess of the data uncertainty, but is also enough to significantly 
ias inferences of parameters such as the warm dark matter particle 
ass and the IGM temperature. We will investigate the causes behind 

hese differences below. The differences decay with time to reduce 
o percent levels at z = 2. It is interesting to note that the result
rom the glass-based NGENIC model deviates less from the grid- 
ased result than MP-GENIC . But both MP-GENIC and the glass-
ased NGENIC runs show very similar k -dependence of the power 
pectrum, indicating a common origin for their behaviour. We also 
ee that introducing adaptive softening in the glass-based NGENIC 

un remo v es the differences from its grid-based counterpart. All other
uns are in excellent agreement with each other. 

 U N D E R S TA N D I N G  T H E  SMALL-SCALE  

IFFERENCES  

ig. 7 helps us understand the reasons behind the large difference 
hat we see between the Lyman- α flux power spectrum from our
GENIC and MP-GENIC runs. This figure shows the Lyman- α flux 
ower spectrum at z = 5. The green and blue curves show our
ducial results from MP-GENIC and NGENIC , respectively. These 
ower spectra are the same as those in Fig. 6 abo v e. The other
urves show the power spectrum from the MP-GENIC run when 
he temperatures (gre y curv e), peculiar v elocities (yellow curv e), or
as densities (red curve) in this simulation are substituted by their
orresponding values from the NGENIC run. The simulations are 
ormalized to the observed value of the mean flux in all cases. The
ottom panel shows the fractional change with respect to the NGENIC 

esult. We see that there is no significant difference between the gas
emperatures in the two simulations. When the gas temperature in 
he MP-GENIC run is substituted by the NGENIC run, the Lyman- α
ux PS shows almost no change. But the effect is significant when
e substitute the gas velocity or the gas density. Gas velocity is the
reater effect between the two. At k > 0.2 s km 

−1 , almost the entire
ifference between the power spectra comes from gas velocity. 
As Fig. 8 shows this behaviour is entirely due to the numerical

hoice of using a glass-like configuration for the gas particles in our
P-GENIC run. The figure shows the relative change in the dark
MNRAS 530, 4920–4935 (2024) 
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M

Figure 9. The 3D power spectrum of the gas density at z = 99 in our NGENIC 

and MP-GENIC simulations. The difference in the o v erall amplitude is due to 
the difference in the transfer functions used in the two runs. The differences at 
the small scales are due to the use of glass in MP-GENIC . The dashed curves 
show the linearly extrapolated power spectra in the two cases. 
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atter power spectrum (top panel), the gas density power spectrum
middle panel), and the 1D Lyman- α flux power spectrum. Recall
hat there are two important differences between our NGENIC and

P-GENIC simulations: ( a ) the gas and dark matter initial power
pectra are identical in the NGENIC run, but these are different in
he MP-GENIC run, and ( b ) gas particles are initialized on a grid
n the NGENIC run whereas they are initialized on a glass in the

P-GENIC run. Fig. 8 investigates what happens when we remo v e
ach of these differences between the two runs one at a time. The
lue and green curves in this figure sho w v arious po wer spectra from
ur fiducial NGENIC and MP-GENIC runs. The grey curve shows
ower spectra from an MP-GENIC run in which we use identical
nitial transfer functions for gas and dark matter. The yellow curves
ho w po wer spectra for an MP-GENIC run in which the gas and
ark matter transfer functions are distinct as before but now the
as particle positions are initialized on a grid. We see that the dark
atter power spectra are nearly identical in all cases. The small

ifferences of � 2 per cent result partly from the choice between
he use of the total matter power spectrum and dark matter power
pectrum, but also due to a backreaction of the large differences in
he gas power spectra. However, the gas density power spectra are
ignificantly different. Here, we first see that there is a broad-band
ifference between the NGENIC and MP-GENIC runs because of
he difference in the transfer functions. This difference vanishes at
arge scales when we use the same transfer functions for gas and
ark matter in the MP-GENIC run. Next, at small scales, the order
0 per cent differences in the gas density power spectra are due to the
doption of glass-like initial conditions. We see that this difference
oes away as we shift from glass to grid. Fig. 9 shows that these
ifferences in the gas power spectra are already present at z = 99.
In Fig. 9 , we also show the linearly extrapolated power spectra for
he two simulations. We see that both simulations sho w de viation
rom the linear theory prediction at small scales. The NGENIC run
nderpredicts the small-scale power. This is the result of smoothing
ue to the SPH kernel. The MP-GENIC run o v erpredicts the small-
NRAS 530, 4920–4935 (2024) 
cale power. This is because of the use of glass.) Finally, turning to
he Lyman- α flux, the bottom panel of Fig. 8 shows that the Lyman- α
ux power spectrum does not change at all with the change in the gas

nitial po wer spectrum. Ho we ver, it sho ws a big change when we shift
rom glass to grid. Indeed, when we used a grid in our MP-GENIC
un, the flux PS is nearly identical to the NGENIC result. We are
hus in a situation that the set-up designed to reproduce the correct
inear -theory beha viour ends up introducing significant changes in
he Lyman- α transmission power spectra. 

All of the abo v e results used our default 20–256 runs. Ho we ver,
his spatial resolution has been known to be insufficient for conver-
ence for the Lyman- α flux PS at z = 5 (Bolton & Becker 2009 ;
ogers & Peiris 2021 ; Doughty et al. 2023 ). In Fig. 10 , we look into

he effect on the flux power spectrum of the spatial resolution of our
uns. We now do our NGENIC and MP-GENIC runs at 20–512 and
0–1024 resolutions. In each case, we set the value of PMGRID to the
ube root of the particle number, and we use a softening length that
s 1/25 of the mean interparticle spacing. See Appendix D for how
hese results change if we change these settings. Note that 20–1024 is
he resolution used by many Lyman- α forest models in the literature.

e see in Fig. 10 that even at our highest resolution there is upto
0 per cent difference in the flux PS at z = 0.1 s km 

−1 between our
GENIC run and MP-GENIC runs. It is also important to note that

he difference is scale dependent, thus precluding the possibility of
pplying simple scale-independent ‘resolution corrections’ to low-
esolution runs. [The enhancement in power at k ∼ 0.25 s km 

−1 , is
imilar in shape to the enhancement that Ir ̌si ̌c et al. ( 2023 ) find when
hey increase the cumulative energy input per proton mass at mean
nergy, u 0 . This suggests that heat injection might also be playing a
ole in the behaviour of the power spectrum in Fig. 10 . The value of
 0 in our simulations is likely to be higher than that in the reference
imulation of Ir ̌si ̌c et al. ( 2023 ) due to earlier reionization in our
odels.] 

 C O N C L U S I O N S  

e hav e e xamined the ef fects of v arious assumptions and algorithms
sed in setting up the cosmological initial conditions for cosmolog-
cal hydrodynamic simulations that are used to model the Lyman- α
orest. Our goal was to understand if the predictions made by these
odels for the Lyman- α forest are robust against algorithmic choices

nd other assumptions. For this purpose, we designed simulations
hat were identical in all other respects, including in the manner of
ampling the Gaussian initial density distribution. We considered five
nitial conditions codes, and studied four further variations of some
f these codes. Our conclusions are as follows: 

(i) At the high redshifts typically used to initialize cosmological
imulations, when initial conditions codes employ a grid configu-
ation for the initial unperturbed particle positions, their resultant
erturbed density fields have a 3D matter density power spectrum
hat agrees with the linear theory down to the smallest scales resolved
n our simulations. This is not the case, ho we ver, when a glass-like
onfiguration is used for the initial unperturbed particle positions. In
hese glass-based cases, the matter density power spectrum shows a
ignificant enhancement at small scales relative to linear theory. This
s also the case when a glass-like configuration is used only for gas
articles. 
(ii) The non-linear dark matter and gas density power spectra, at

edshifts z = 5–2, agree to within 10 per cent in all our runs. For the
ark matter density, the use of second-order Lagrangian perturbation
heory causes the largest dif ferences, relati ve to runs that use the
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Figure 10. The top panel sho ws ho w the Lyman- α flux power spectrum 

ratio between NGENIC and MP-GENIC changes with resolution. The middle 
panel shows the change in the MP-GENIC run with resolution. The bottom 

panel shows the same for our NGENIC run. Even at the highest resolution, 
there is a ∼ 50 per cent difference in the Lyman- α flux power spectrum from 

the two runs. The error bars in each panel are uncertainties on the power 
spectrum measurements by Boera et al. ( 2019 ). These are shown simply for 
a comparison with the differences between the simulation curves. 
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el’dovich approximation. The use of adaptive softening can also 
ead to large differences in the dark matter density power spectrum. 
or gas, the largest difference is seen when a glass-like initial 
article load is used. There are also large broad-band differences 
hen separate transfer functions are used for gas and dark matter. 
ll of these differences, in dark matter and gas alike, decay with

ime, and are relatively insignificant at z < 3. The small-scale power
nhancement can be offset by using adaptive softening. 

(iii) We report significant differences in the 1D Lyman- α trans- 
ission power spectrum between our grid-based and glass-based 

uns. At k ∼ 0.1 s km 

−1 , the flux power spectrum has differences
f the order of 50 per cent between our grid-based NGENIC run
nd our MP-GENIC run that uses a glass-like initial position for
as particles. These differences are scale-dependent, and therefore 
ave a significant potential to bias any cosmological inferences made 
sing similar models. These differences also appear to hold at high 
esolution. The source of the difference appears to be the choice of
lass-like particle loads, which affects the small-scale gas velocities 
nd densities. Of these two runs, only the MP-GENIC run correctly 
eproduces the expected linear theory behaviour in the difference of 
ower between gas and dark matter densities. 

It is not clear to us how important it is for models of the
mall-scale structure of the Lyman- α forest to reproduce the linear 
heory behaviour of the power difference between gas and dark 
atter densities. None the less, the means of achieving this via

he use of glass-like particle configurations appear to lead to large
istortions in the Lyman- α flux power spectrum. These distortions 
an be considered a numerical artef act, for tw o reasons. First, these
istortions appear similar to the distortions seen in fully glass-based 
uns, in which both gas and dark matter particles are initialized on
 glass, and where this behaviour is understood to be a numerical
eature. Secondly, the matter density power spectrum in these runs 
ails to agree with the linear theory at even high redshifts. For all other
hings kept the same, this distortion causes an enhancement in the flux
ower spectrum at small scale. This can bias inferences in parameters
uch as the axion mass or the warm dark matter particle mass, and
an potentially explain some of the very strict limits recently reported
n the literature. In this context, it is interesting to note that Hahn,
ampf & Uhlemann ( 2021 ) have also proposed a method to achieve

he correct linear theory growth of the difference in the gas and dark
atter density power spectra. In their approach the correct linear 

heory evolution is obtained by implementing the transfer functions 
s mass perturbation to each species, thus allowing the use of grids for
oth the dark matter and gas. This presents a potentially interesting
lternative to consider in future efforts in the developing more robust
odels of the Lyman- α forest. 
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PPENDI X  A :  PA RTICLE  OFFSETS  IN  I NITIAL  

O N D I T I O N S  

s discussed abo v e, in Section 2.2.1 , we introduce an offset in gas
article positions relative to dark matter particle positions in our
GENIC run. This is done to a v oid spurious small-scale power due

o gravitational coupling between the two species of particles. Fig.
1 shows the effect that not offsetting the particles has on the dark
atter density power spectrum, the gas density power spectrum, and

he 1D Lyman- α transmission power spectrum. Only redshift z = 5
s shown for illustration. As noted by O’Leary & McQuinn ( 2012 ),
ravitational coupling between gas and dark matter particles can
ead to a significant excess power at small scales. It is interesting
o note that particle offsets in a grid-based NGENIC run produce
hanges in the transmission power spectrum that are similar to the
hanges introduced when one goes from the grid-based NGENIC run
ith offset to the MP-GENIC run (Fig. 6 ). This suggests that the
ifferences between MP-GENIC and NGENIC could be caused by
article coupling and two-body interactions. 
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Figure A1. Effect of using a position offset in the initial gas and dark matter 
particle positions on the 3D dark matter density power spectrum (top panel), 
the 3D gas density power spectrum (middle panel), and the 1D Lyman- α
transmission power spectrum (bottom panel). We plot the ratio of the power 
spectrum from a simulation that does not offset the particle positions, thus 
placing gas particles at the same positions as the dark matter particles while 
starting the simulation. In the blue curve, the default offset, explained in 
Section 2.2.1 , is used. Both simulations are 20–256 and use NGENIC . 
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Figure B1. The 1D Lyman- α transmission power spectrum at z = 5 in a 
simulation that does not account for the radiation density term (blue curve) 
and one that does account for it (red curve). Both simulations use NGENIC 

with an initial power spectrum derived using CLASS and normalized to give 
σ 8 = 0.829 at z = 0. 
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PPENDIX  B:  EFFECT  O F  R A D I AT I O N  

e use CLASS to obtain the initial power spectrum at z = 99.
his input power spectrum is normalized to obtain our desired 
alue of σ 8 = 0.829 at z = 0. This normalization is done using a
rowth factor that does not include the radiation term, in order to be
onsistent with our use of the P-GADGET3 code, which also does not
nclude the radiation term while evolving the density perturbations. 
ig. B1 shows the effect that this has on the Lyman- α flux power
pectrum relative to a P-GADGET3 run that uses the radiation term 

or the background cosmological evolution for an identical input 
ower spectrum. The figure shows the power spectrum from two 
0–256 simulations using P-GADGET3 , one of which does not use 
he radiation density term (blue curve) and one that does use it (red
urve). Both simulations use our default grid-based NGENIC set-up 
o compute the initial conditions, so that the input power spectrum 

s normalized in identical fashion in both cases. We see that an
nconsistency in incorporating the radiation term leads to a small 
ias of less than 10 per cent in the power at k ∼ 0.1 s km 

−1 . There is
o significant effect at larger scales. 

PPENDIX  C :  STARTING  REDSHIFT  

ig. C1 shows the effects of changing the starting redshift of our
imulations from z = 99 to z = 199 and z = 49. This has a very
mall impact on the result. The small differences that do exist seem
o indicate that the difference between the power spectra in the MP-

ENIC and NGENIC cases are smaller for a smaller starting redshift.
his observation, combined with the similarity in the shape of the
istortion seen in the bottom panel of Fig. A1 with that in Fig. 7
nd other related figures, suggests that the distortions may arise at
east partly due to particle coupling. When the simulation is started
t a later redshift there is relatively less time for the accumulation
f particle coupling error, which explains the behaviour seen in Fig.
1 . 

igure C1. Dependence of our results on the starting redshift of the
imulations. The black and red curves show results from our default NGENIC
nd MP-GENIC simulations, respectively, both of which start at z init = 99.
he grey and orange curves show results from the simulation when they are

nitialized at z init = 199 instead. The blue and green curves show the same
or z init = 49. Changing the initialization redshift does not have a large effect
n the flux power spectrum. 

PPENDI X  D :  SOFTENI NG  L E N G T H  

O N V E R G E N C E  TEST  

igs D1 and D2 show how the result in Fig. 10 depends on the choice
f the values of the PMGRID and l soft parameters. The PMGRID
MNRAS 530, 4920–4935 (2024) 
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Figure D2. Dependence of the Lyman- α flux power ratio between MP- 
GENIC and NGENIC on the gravitational softening length. We keep PMGRID 
fixed to the fiducial value of 1024 in all the curves here. The default softening 
length is shown by the green curv e. The blue, gre y, and orange curv es are for 
softening lengths of 0.8, 1.33, and 2 times the default length. Reducing the 
softening length increases the differences between the two codes. 
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Figure D1. Gravitational softening length and PMGRID convergence tests for NGE

1D Lyman- α flux power spectrum with respect to one of the default run. This is sh
of l soft = 0.78125 ckpc h −1 and PMGRID = 1024. The left panels show the results 
generators. The red, orange, and gre y curv es show the results for softening length
the default. From the upper two panels, we can see that for NGENIC the power sp
MP-GENIC had not. MP-GENIC produces more power with reduced softening. In 
Lyman- α flux power spectrum does not change significantly with PMGRID in eithe

D
ow

nloaded from
 https://aca
arameter controls the resolution of the mesh used in the PM
orce calculation. The softening length l soft controls the short-range
nteraction between particles. The bottom panels of Figs D1 show
hat the results of our 20–1024 simulation are not v ery sensitiv e to
he value of PMGRID . The same is true for the value of l soft for
he NGENIC run. Ho we ver, the MP-GENIC run sho ws significant
hanges of the order of 10 per cent in the flux power spectrum.
ig. D2 shows that the difference in the power spectra in the two
imulations worsens with decreasing softening length. The reduction
n the difference between NGENIC and MP-GENIC with increasing
oftening length suggests that the differences could be caused by
article coupling and two-body interactions. 
NIC and MP-GENIC at redshift z = 5. All four panels show the change in the 
own by the green curves in all the panels, and represents our default choice 
for the NGENI C and the right panels are for the MP-GENIC initial condition 
s of 0.80, 1.33, and 2 times the def ault value k eeping the PMGRID value to 
ectrum is converged with respect to the softening length, but that from the 

the lower panels, we use PMGRID = 512 for the cyan-coloured curves. The 
r of the codes. 
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PPENDIX  E:  1 D  LY M A N -  α TRANSMISSION  

DF  

he Lyman- α flux probability distribution function (PDF) is shown 
n Fig. E1 , with the differences relative to the grid-based NGENIC run
lotted at the bottom of each panel. We also show measurements of
he PDF by McDonald et al. ( 2000 ), Kim et al. ( 2007 ), and Rollinde
t al. ( 2013 ). To compute the PDF, we took 50 equal-sized bins
etween 0 and 1. At z = 4 and 5, the flux PDF peaks at F =
 but at lower redshifts the mode mo v es to F = 1 as the forest
ecomes increasingly transparent. Like all the other statistics, the 
igure E1. The PDF of Lyman- α transmission at z = 2, 3, 4, and 5. Each panel sh
 glass-based NGENIC run, and a glass-based NGENIC run that uses adaptive sof
cDonald et al. ( 2000 ), Kim et al. ( 2007 ), and Rollinde et al. ( 2013 ). These data
e make no attempt at fitting the data with our models, which explains the mis

ransmission values. The error panels show differences relative to the result from th
ean transmission, the values of which are given in the respective panels. 
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ifference between the simulations for Lyman- α transmission PDF 

ecreases with time. The differences are highest at z = 5. At these
edshifts the PDF from the MP-GENIC run shows almost 100 per cent
ifference near F = 1 from that in the grid-based NGENIC run.
he glass-based NGENIC run is discrepant too, but with smaller 
ifferences, of about 20 per cent at F = 1. Interestingly, using
daptive softening seems to enhance these differences. There is good 
greement between the rest of the simulation, except perhaps in the
ase of 2LPTIC , which also shows about 20 per cent differences, most
ikely as a result of the higher accuracy of the density perturbation
omputation. 
MNRAS 530, 4920–4935 (2024) 

ows results from our five primary simulations. Also shown are results from 

tening (indicated by ‘a. s.’ in the legend). We also show measurements by 
 are only shown for context and as a measure of the current uncertainties. 

match between the simulations and the observations at some redshifts and 
e grid-based NGENI C simulation. All spectra are normalized to the observed 
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