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ABSTRACT

The first finite basis set implementation of the real-time time-dependent self-consistent field method in a dynamic (time-dependent) mag-
netic field using London atomic orbitals (LAOs) is presented. The accuracy of the finite basis approach using LAOs is benchmarked against
numerical results from the literature for the hydrogen atom and H, in the presence of rapidly oscillating magnetic fields. This comparison is
used to inform the choice of appropriate basis sets for studies under such conditions. Remarkably, relatively modest compact LAO basis sets
are sufficient to obtain accurate results. Analysis of electron dynamics in the hydrogen atom shows that LAO calculations correctly capture
the time evolution of orbital occupations. The Fourier transformation of the autocorrelation function yields a power spectrum exhibiting
harmonics associated with coherent emission, which closely matches the literature and further confirms the accuracy of this approach. The
dynamical response of the electron density in H, for a magnetic field parallel to the internuclear axis shows similar behavior to benchmark
studies. The flexibility of this implementation is then demonstrated by considering how the dynamical response changes as a function of the
orientation of the molecule relative to the applied field. At non-parallel orientations, the symmetry of the system is lowered and numerical
benchmark data, which exploit cylindrical symmetry, are no-longer readily available. The present study demonstrates the utility of LAO-based
calculations for extreme dynamic magnetic fields, providing a stress-test on the choice of basis. Future applications of this approach for less
extreme dynamic magnetic fields are briefly discussed.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0160317

I. INTRODUCTION familiar, picture. In fact, for fields of the order of 10°-10°B, found

on neutron stars and magnetars, theoretical predictions suggest that

€€:9L:L1 ¥20Z Aenuer €2

The electronic structure of atoms and molecules exhibits dra-
matic changes under strong time-independent (static) magnetic
fields,””” where one atomic unit of magnetic field strength corre-
sponds to 1By ~ 2.35 x 10° T. For atoms and small molecules in
the weak-field regime (B < By), the effects of the external field are
small compared with the Coulomb interactions of the electrons and
nuclei. In this regime, perturbation theory is often used to effec-
tively describe the electronic structure and properties of atoms and
molecules. However, as the field strength increases, perturbation
theory can no longer be applied. In the extreme limit of ultra-strong
fields B > By, known as the Landau regime, the effects of the field
dominate over the Coulomb interactions and these may be regarded
as a perturbation, leading to a theoretically simple, if less chemically

atoms are squeezed into cylindrical needle-like shapes and the famil-
iar terrestrial chemistry, governed by Coulomb interactions, is lost.
In between the weak-field and Landau regimes is the intermediate
regime (B ~ By) in which the Coulomb interactions of the electrons
are in competition with the effects of the applied field, and there-
fore, the interaction with the magnetic field cannot be treated using
perturbation theory. Fields in the intermediate regime exist in the
vicinity of magnetic white dwarf stars,”® which can have fields with
strengths of the order of By.

The intermediate regime is of particular interest since there is a
delicate interplay between all contributions to the electronic Hamil-
tonian. In particular, the paramagnetic spin and orbital Zeeman
terms are counterbalanced by the diamagnetic field contribution,
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and together, these effects are of similar importance to the electronic
terms in the conventional molecular Hamiltonian. The influence
of each term depends on the electronic state considered and the
strength of the external magnetic field. For example, paramagnetic
states initially decrease in energy as the magnetic field strength
increases due to the Zeeman terms, which depend linearly on the
magnetic field. However, they eventually rise in energy at high fields
since the diamagnetic term has a quadratic dependence on the field.
This gives rise to para- to diamagnetic transitions for such states.
In contrast, the energy of diamagnetic states will rise as the field
strength increases, and as a result, the electronic states reorder signif-
icantly with changes in the applied field. As the applied field strength
changes, many different states may become the ground state for a
given interval in the field strength.””’""*** Even for simple atomic
species, this gives rise to a much richer chemistry with frequent
changes in the ground state electronic configuration and significant
changes in properties of both the ground and excited states as a func-
tion of the applied field (see, e.g., Ref. 35). For molecular systems,
the picture is even more complex since each electronic state will also
exhibit a preferential orientation of the molecular frame with respect
to the direction of the external magnetic field.”””"***”

In the majority of studies, static magnetic fields have been
considered. However, the use of strong time-dependent magnetic
fields has been investigated for few-electron atoms and molecules
by solving the time-dependent Schrodinger equation numerically in
cylindrical coordinates.””** The electron dynamics of these systems
then has been explored, revealing interesting exotic phenomena.
For example, a continuous time-dependent magnetic field can drive
population and depopulation of excited states in the hydrogen atom,
indicating the possibility of coherent emission of photons with the
associated harmonics appearing in the calculated photoemission
spectrum under these conditions.*’

The focus of the present work is to extend the implementa-
tion of real-time time-dependent self-consistent field (RT-TDSCF)
methods described in Ref. 31 to include the effects of time-
dependent magnetic fields. The numerical studies of Refs. 40 and
42 provide important benchmark data against which this finite Lon-
don atomic orbital (LAO) basis implementation can be assessed. It is
well known that in strong time-dependent electric fields phenomena
such as high-harmonic generation involve coherent excitation pro-
cesses that require very careful choice of basis sets with care required
to ensure adequate description of electronic states close to the con-
tinuum.* In this work, we will investigate the basis requirements to
describe analogous processes with strong dynamic magnetic fields.

We begin by reviewing the theoretical foundations of the LAO-
based real-time methods in Sec. II, introducing the modifications
necessary for a time-dependent external magnetic field. In Sec. 11T A,
we compare our finite basis LAO results with the numerical bench-
mark of Ref. 40, highlighting how to choose appropriate basis func-
tions to describe the complex dynamics in strong time-dependent
magnetic fields. The finite basis approach is then applied to com-
pute the photoemission spectra and associated electron dynamics of
the hydrogen atom and the H, molecule in a time-dependent strong
magnetic field in Secs. III A and III B. For the H, molecule, the
dynamics is also investigated for a range of orientations of the mag-
netic field relative to the internuclear axis, going beyond the scope
of previously presented numerical approaches, which are limited to
the parallel direction of the applied magnetic field where cylindrical
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symmetry can be exploited. Concluding remarks and directions for
future work are given in Sec. I'V.

Il. BACKGROUND AND THEORY

In this section, we present the theoretical foundations for our
implementation of RT-TDSCF methods in a time-dependent mag-
netic field. Atomic units are used throughout the paper, unless
otherwise specified. We commence in Sec. II A with a brief review
of the basic equations for RT-TDSCF methods, introducing the
modifications required for a time-dependent magnetic field. The
particular choice of time-dependent magnetic field is then discussed
in Sec. I1 B. In Sec. II C, the quantities used to analyze the dynamical
response of atoms and molecules under these conditions are intro-
duced along with the approach to calculate photoemission spectra
from the RT-TDSCEF trajectories.

A. Real-time time-dependent self-consistent
field methods

In RT-TDSCF approaches, we consider the time-dependent
Schrodinger equation

i%‘l’(r, t) = H(r, t)¥(r,1t), (1)

where i is the imaginary unit, ¢ is the time variable and ¥(r,¢)
and #H(r,t) are the time-dependent wave function and Hamilto-
nian operator, respectively. The time-dependent SCF wave func-
tion is defined as a single Slater determinant constructed from the
time-dependent one-electron orbitals ¢,(r, t),

¥(r,1) = Alga (6, 0)¢2(r1) .. i(r,1)], )

which can be written as a linear combination of time-independent
basis functions y, (B, r) and time-dependent coefficients c,,i(t),

¢i(r,t) = > cui(t)xu(B, ). (3)
u

Here, we use a basis set of London atomic orbitals (LAOs),** which
have an explicit dependence on the external magnetic field B and are
defined as

Xu(B,x) = gu(r) exp [—%B x(A-0)- r]. (4)

The function j,(r) is a conventional basis function (in this work
a Gaussian), centered at the position A = (A, Ay, A;), and O is
the gauge-origin associated with the magnetic field. This choice of
basis ensures that calculated results are independent of the arbitrary
choice of gauge-origin, O.

The time-dependent density matrix can be constructed at each
time step as

P, (t) = Z cui(t)evi(t), (5)

where the prime denotes the quantity is in the atomic orbital (AO)
basis. The corresponding Fock matrix at a given time ¢ is then
constructed as

Ei(B,1) = (u(B, )| F(B, 1) xs(B, 1)), (6)
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where F(B,t) is the Fock operator (or Kohn-Sham effective
Hamiltonian) in a magnetic field B at time f, see, e.g., Ref. 31
for further details. Here, we note that now since the basis func-
tions carry an explicit dependence on the magnetic field then all
(one and two-electron) integrals must be recalculated at each time
step—necessitating the use of integral-direct algorithms for the Fock
matrix construction.” In the notation throughout this paper, we use
B to represent the field at time ¢, B(¢).

The time propagation in Eq. (1) is most conveniently car-
ried out in an orthonormal AO basis. Since the basis functions are
generally not orthonormal, the overlap matrix can be evaluated as

Suw(B) = (xu(B,7)[xv(B, 7)) 7

and used to transform the time-dependent density and Fock matri-
ces to an orthonormal basis using the Lowdin orthonormalization,

P(B,t) = $'2(B)P'(1)s"*(B)", 8)

F(B,t) = S"*(B)'F/(B,£)s/*(B). 9)

Here, we see that since the basis functions are field dependent then in
a time-dependent magnetic field the orthogonalization matrix must
be updated at each time step and the density matrix in the orthonor-
mal basis P(B, t) therefore inherits a dependence on the magnetic
field.

In an orthonormal basis, the Liouville-von Neumann equation,
which describes the time evolution of the density matrix, can then be
expressed as

B0 (r(B,0),(8,0)), h

and formally, its solution can be written in terms of a unitary
propagator

P(B,t) = U(B,£,0)P(B,0)U' (B, ,0), (11)

where

U(B, o, 11) = Texp(—i_[ttzF(B, t)dt) (12)

1

involves time-ordered integration (denoted by 7). Since U is uni-
tary, then properties present in P(B,0), such as idempotency and
trace (particle number), are preserved for times t>0. In prac-
tice, Eq. (10) is solved by discretizing time into small time steps
At such that the propagator at time step N is described by Uy = U
(B, tn + At, tn) and propagates P(B, t) to P(B, t + At).

In this work, we use the unitary propagator based on the
second-order Magnus expansion (Magnus2), approximated using
the trapezoidal rule as

iAt

U(B, £+ AL E) ~ exp (—T[F(B, £) + F(B, £ + At)]), (13)
where at a given time step F(B,t) is evaluated from den-
sity matrix P(B,t) and then an approximate density matrix
P(B,t+At) is evaluated using the simple Euler approxima-
tion P(B, t + At) = [—iAtF(B, t)]P(B, t)[-iAtF(B, t)]; this density
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matrix is then used to evaluate F(B, ¢t + At) and Eq. (13) from which
the resulting U is then used for the final propagation of the den-
sity matrix to generate P(B,¢ + At) for the next time step. This
procedure requires two Fock matrix constructions and two matrix
exponential evaluations per time step. The errors in this approach
are O(At*), and in our experience, the integration is stable for
modest time steps up to 0.20 a.u.’’ Several alternative propagation
algorithms have been implemented in QUEST,* and their efficiency
and stability has been assessed and presented in Ref. 31.

B. Time-dependent magnetic field

The time-dependent magnetic field is modeled as a linear-
ramped sinusoidal function, modulating a spatially uniform mag-
netic field with maximum amplitude |Bmax|,

B(t) = Bmax f (t) sin (wt), (14)

where w is the magnetic-field frequency and f(t) is the ramp
function, defined as

f(t):{t/tg for t<t, (15)

1 otherwise.

Here, t¢ is the time required for the magnetic field to reach its max-
imum value Bmax. The ramp function f(t) is used to prevent a
sudden increase in the magnetic-field strength and also facilitates
comparison with previous studies. """

C. Photoemission spectra and electron dynamics

The electron dynamics of atoms and molecules in the time-
dependent magnetic field can be characterized by examining the
time evolution of orbital occupation numbers—indicating which
orbitals become significantly populated at times ¢ > 0. These occu-
pation numbers are calculated by projecting the time-dependent
density matrix P(B,t) onto the molecular orbital coefficients for
each orbital C;(0) at time ¢ = 0,

n, = Cl(0)P(£)Ci(0). (16)

To calculate the photoemission spectra, the ground state
complex autocorrelation function

C(1) = (¥(0)|¥(1)) (17)

is computed at each time step in the trajectory, where ¥(0) and ¥ (¢)
are the ground state wave function at time ¢ = 0 and at times ¢ > 0.
This quantity is a measure of the overlap of the wave function at time
t with the initial wave function.

The autocorrelation function between two Slater determinants
can be written in terms of the determinant of the overlap matrix
transformed into molecular orbital basis.”’ In the present case, it
should be noted that since the LAOs depend explicitly on the mag-
netic field and this changes between time steps, we must evaluate the
mixed overlap matrix

Siv = (e (B(0)) 1 (B(1))). (18)

In particular, while the dimensions y and v are of the same size with
common Gaussian contributions )'(,4(1') in Eq. (4), the London phase
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factors for the LAOs at time ¢ = 0 and at times ¢ > 0 will differ. This
is indicated by a tilde on the functions in the ket to emphasize the
different basis. The double prime is then used to indicate that this
quantity is in a mixed AO basis. The autocorrelation function can
then be evaluated as

C(t) = det [C(0)S"C(1)], (19)

where C(0) and C(t) are the occupied molecular orbital coefficients
at time ¢ =0 and at times t > 0, respectively. The photoemission
spectra can then be calculated by Fourier transformation of the
autocorrelation function,

Q) =Re[ [ t exp(—iQt)C(t)dt]. (20)

I1l. RESULTS AND DISCUSSION

The RT-TDSCF method in a time-dependent magnetic field
described in Sec. IT has been implemented in our program QUEST*
and used to perform real-time calculations of the hydrogen atom
and the H, molecule in a strong time-dependent magnetic field. We
first consider the choice of the basis set and time step for RT-TDSCF
calculations on the hydrogen atom, comparing the results with the
grid-based method reported in Ref. 40. Calculations of the dynami-
cal response of the H, molecule in a time-dependent magnetic field
parallel to the internuclear axis and the associated photoemission
spectra are then performed using a choice of time step, simulation
and basis set informed by this comparison. The effect of orientation
of the internuclear axes relative to the magnetic field on the observed
dynamical response is then examined.

A. Basis-set dependence and comparison
with literature

For one-electron systems, such as the hydrogen atom,
Hartree-Fock (HF) theory is exact. Therefore, any deviation from
numerical grid-based results is solely due to the use of a finite basis
set. To investigate the basis set dependence and the effect of the inte-
gration time step for RT-TDHF calculations in a time-dependent
magnetic field with the incident frequency w = 0.048 a.u. and
|Bmax| = 2.0Bg, we performed RT-TDHEF calculations for the hydro-
gen atom using the Magnus2 propagator algorithm employing two
different basis sets—aug-cc-pVDZ and aug-cc-pVTZ, in conjunc-
tion with two different integration time steps, Ats = 0.035 a.u.
(0.85 as) and Af; = 0.1 a.u. (2.42 as). In each case, the total simu-
lation time is maintained at ~240 fs. The small integration time step
Ats was chosen in order to compare our results with the grid-based
method presented in Ref. 40, which also describes how the incident
frequency was selected. Throughout the calculations in the present
work, the electric field induced by the oscillating magnetic field is
ignored since it may be considered a weak perturbation in compari-
son to the magnetic field for [Bmax| of the order of Bo; see Ref. 40 for
further details.

1. Photoemission spectrum

Figure 1 shows the computed photoemission spectra of the
hydrogen atom using Ats = 0.035 a.u. in the aug-cc-pVDZ and
aug-cc-pVTZ basis sets. Both spectra exhibit a doublet structure,
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consistent with Ref. 40. The doublet structure arises because the
Hamiltonian contains terms that are both linear and quadratic in
B. The field has a sinusoidal time-dependence with frequency w,
and the quadratic terms give rise to contributions with frequency
2w. The Floquet theorem can be used to express the resulting time-
dependent wavefunction as a linear combination of functions that
are periodic in time with complex phase factors. As a consequence,
the Fourier transform of the complex autocorrelation function of
Eq. (19) shows spectral frequencies at multiples of the magnetic-
field frequency plus the Floquet quasi-energies,"””’ leading to the
observed doublet structure.

The photoemission spectrum in the aug-cc-pVDZ basis dis-
plays both odd and even order harmonics—differing qualitatively
from both the aug-cc-pVTZ basis spectra and that in Ref. 40, where
only even order harmonics are observed. The origin of this discrep-
ancy can be determined by considering the dynamical response of
the system to the time-dependent magnetic field. Figures 2(a) and
3(a) show the 1s orbital populations for the hydrogen atom in each
basis set. Both produce a similar qualitative behavior; however, in the
smaller aug-cc-pVDZ basis set, the electron dynamics occurs over
a shorter time period Ty = 780 + 120 a.u.—significantly faster than
the dynamics seen in Fig. 3 and Ref. 40. Examination of the occu-
pation numbers for the higher-energy orbitals using Eq. (16) reveals
that this difference occurs due to the lack of d-orbitals in the smaller
basis set, in particular the d » orbital, which is significantly populated
in the larger aug-cc-pVTZ basis set simulations (compare Figs. 2
and 3).

From this analysis, it is clear that for the hydrogen atom higher
angular momentum basis functions are a requirement in order to
capture the correct harmonics and doublet structure in the com-
puted photoemission spectrum and the associated dynamics. As a
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FIG. 1. Computed photoemission spectrum of the hydrogen atom using the
(a) aug-cc-pVDZ and (b) aug-cc-pVTZ basis sets, obtained using integration
time step Ats = 0.035 a.u. Intensities are scaled with the incident frequency of
the time-dependent magnetic field w = 0.048 a.u.
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FIG. 2. Orbital occupation numbers of the (a) 1s, (b) 2s, and (c) 3s orbitals of the
hydrogen atom, obtained at the RT-TDHF/aug-cc-pVDZ level with integration time
step Atg = 0.035 a.u. Only orbitals with quantum number m = 0 are shown as they
become populated during the propagation. The p-orbitals are not shown as they
remain unpopulated.

result, the standard aug-cc-pVDZ basis is inadequate for calculations
under these extreme conditions.

2. Electron dynamics

shows the orbital occupation numbers of the 1s, 2s, 3s,
3d,, 4s, and 5s orbitals under a strong time-dependent oscillating
magnetic field at the RT-TDHF/aug-cc-pVTZ level with integration
time step Ats = 0.035 a.u. Due to the symmetry imposed by the field,
only orbitals with the quantum number m = 0 are populated during
the course of simulation while p-orbitals remain unpopulated. Dur-
ing the dynamics, the population of the 1s orbital oscillates between
1.0 and 0.5 with a time period ~1200 a.u. while the populations of
the higher-energy 2s, 3s, 3d,2, 4s, and 5s orbitals start at zero and
oscillate with the opposite phase to the 1s orbital—conserving the
total particle number. The orbital occupation numbers show a long
timescale dynamics with a time period T4 = 1200 + 150 a.u., which
is approximately ten times longer than the period of the oscillat-
ing magnetic field (~130 a.u.). This is in good agreement with the
observations presented in Ref. 40 and significantly longer than that
obtained with the smaller aug-cc-pVDZ basis set.

In the presence of a time-dependent oscillating magnetic field
in the hydrogen atom, the electron is transferred continuously
between the ground and excited states in an oscillatory man-
ner, as shown in , demonstrating that during the dynam-
ics the excited states are being populated and depopulated. This
behavior indicates the occurrence of coherent excitation and de-
excitation—consistent with the photoemission spectrum of .
This spectrum can be interpreted as the frequency distribution of the
emitted photon—analogous to the high-harmonic generation pro-
cess in the case of strong interaction between the atom and intense
laser field.

It is noteworthy that the basis set requirements for the coher-
ent response in strong time-dependent magnetic fields are somewhat
different to those for high-harmonic generation. In particular, the
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FIG. 3. Orbital occupation numbers of the (a) 1s, (b) 2s, (c) 3s, (d) 3d, (e) 4s,
and (f) 5s orbitals of the hydrogen atom, obtained at the RT-TDHF/aug-cc-pVTZ
level with integration time step Ats = 0.035 a.u. Only orbitals with quantum number
m = 0 are shown as they become populated during the propagation. The p-orbitals
are not shown as they remain unpopulated.

dynamics involves significant population of less high-lying orbitals,
and so, very diffuse basis functions and functions designed to help
model near-continuum states are not required. However, the tran-
sitions in the presence of the magnetic field do necessitate a good
description of higher angular momentum orbitals—for example, the
3d,» orbital—which can be involved in the dynamics. These simple
observations can be used to guide the selection of appropriate basis
sets for other systems under these conditions with relatively compact
standard basis sets being sufficient.

3. Computational efficiency

The inclusion of a time-dependent magnetic field in real-time
calculations increases the cost of the simulation since it becomes
necessary to evaluate all integrals in a direct manner at every time
step. This is exacerbated when a small integration time step is used
since the calculation time scales linearly with the number of time
steps. However, as reported in Ref. 31, the Magnus2 propagation
algorithm is relatively stable for much larger integration time steps
of up to 0.2 a.u. both in the absence and presence of a static magnetic
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FIG. 4. Computed photoemission spectrum of the hydrogen atom, obtained at the
RT-TDHF/aug-cc-pVTZ level with integration time step At, = 0.1 a.u. Intensities
are scaled with the frequency of the time-dependent magnetic field, w = 0.048
a.u.

field regardless the level of theory. In particular, the combination of
the Magnus2 propagation algorithm with a modest integration time
step of 0.1 a.u. displays a good trade-off between accuracy and effi-
ciency of the real-time simulations of absorption spectra for strong
static magnetic fields. We have therefore investigated the use of a
larger time step Aty = 0.1 a.u. to significantly reduce the cost of real-
time simulations, reducing total number of steps required for the
same total simulation time.

Figure 4 shows the computed photoemission spectrum of
the hydrogen atom, obtained at the RT-TDHF/aug-cc-pVTZ level
with a time step Aty = 0.1 a.u. This spectrum recovers essentially
the same information as that obtained using a smaller time step
Ats = 0.035 a.u. [compare with Fig. 1(b)]. The even harmonics and
doublet structure are clearly well reproduced. However, absolute
intensities are somewhat different, which may be expected as these
are slowly convergent with respect to the timestep size in RT simu-
lations. Nonetheless, relative intensities of the peaks remain broadly
similar. Overall, this approach reduces the overall cost by a factor
of 3 without significantly impacting the quality of the spectrum. A
second significant factor in managing the cost of real-time simula-
tions is the total duration. From the dynamical response in Fig. 3, it
can be observed that beyond 6000 a.u. of time no significant further
changes in the dynamics are observed. Truncating the simulation
to this duration also yields a photoemission spectrum that is almost
indistinguishable from that in Fig. 4.

B. The H, molecule

We now examine the response of the H, molecule in a time-
dependent magnetic field modeled using Egs. (14) and (15), defined
in Sec. II B. This system was previously studied in Ref. 51 for
parallel orientation of the magnetic field relative to the internu-
clear axis. The maximum strength of the time-dependent magnetic
field was varied from [Bmax| = 0.4-1.0B, with the incident frequency
w =0.767 a.u. The time-dependent magnetic field was ramped over a
period of five magnetic-field cycles (one cycle corresponds to 27/ w),
which corresponds to ty ~ 41 a.u. The RT-TDHF calculations were
carried using the Magnus2 propagator algorithm employing the aug-
cc-pVTZ basis set for a total simulation time of 100 magnetic cycles
(820 a.u. of time). This long duration was chosen in order to cap-
ture all significant physical changes in the H, molecule under the
strong oscillating time-dependent magnetic field and allows direct
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comparison with the results of Ref. 51; further discussion of how the
simulation parameters were selected can also be found in this ref-
erence. Here, we again consider RT-TDHEF since for few-electron
systems the errors associated with density-functional approxima-
tions can outweigh the benefits of the approximate inclusion of
electron correlation effects, see, e.g., Ref. 37 for a recent discussion
of this point.

1. Magnetic field strength: Parallel
magnetic fields with |Bmax| = 0.4-1.0B,

We commence by analyzing the electron dynamics of the
H, molecule in a parallel time-dependent magnetic field (Bj) for
|Bmax| = 0.4,0.6,0.8, and 1.0Bo; see Fig. 5. In the absence of a mag-
netic field, the point group of the H, molecule is Doop and the
lowest occupied orbital is the 1oy . In the presence of a magnetic
field, the unitary point group is reduced to an Abelian subgroup that
comprises the symmetry operations present in both the zero-field
molecular point group and that of a uniform magnetic field Ceop. In
general, only rotation axes parallel to the field, mirror planes per-
pendicular to the field and the center of inversion, if present, will
remain.”””* More generally, a complete characterization of the sym-
metry of a system in a magnetic field may require consideration
of time-reversal symmetry, and certain anti-unitary transformations
may also be symmetry transformations of the combined molecule
and field,” ” requiring the use of magnetic groups and corepresen-
tations instead of representations.” > See, for example, Ref. 36 for a
recent further discussion.
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FIG. 5. The 105r orbital populations of the H, molecule in a parallel ime-dependent

magnetic field (B) for [Bmax| = 0.4,0.6,0.8, and 1.0B, [(a)—(d), respectively],

computed at the RT-TDHF/aug-cc-pVTZ level. Note that the same value of the
incident frequency of the time-dependent magnetic field w = 0.767 a.u. is used.
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In the present work, we consider the occupation numbers in
terms of the projection onto the ¢ = 0 initial orbitals as described by
Eq. (16). Since the field is ramped and the initial orbitals are eval-
uated at B = 0, we will use the zero-field symmetry labels for these
contributions. In addition, we consider how these orbitals evolve as
a function of field and, where appropriate, label the corresponding
orbitals in a field according to the reduced unitary symmetry in the
presence of the field. For the parallel field orientation, the reduction
in symmetry is relatively modest; the point group changes from Deoh
to Coon With the lowest occupied molecular orbital becoming 1o,.
Throughout this work, all symmetry labels have been deduced auto-
matically using the QSYM? program, part of the QUEST program
package.*¢

In Fig. 5, it can be observed that in the parallel magnetic
field (B)) with |Buax| = 0.4B, the electrons remain in the ground
state. As the maximum magnetic-field strength increases, the
10; orbital starts to depopulate and re-populate in an oscillatory
manner. The largest population changes occur at the maximum
magnetic-field strength [Bmax| = 0.8Bo. In this case, the 101;r orbital
population oscillates between 2.00 and 1.62 with a time period
of ~20 magnetic cycles—indicating the near-resonance excitation
for the H, molecule in a strong oscillating time-dependent mag-
netic field. For the time-dependent magnetic fields with maximum
strengths |Bmax| = 0.6 and 1.0By, the depopulation of electrons in
the 10g+ orbital is weaker—the population of the 10; orbital oscil-
lates between 2.00 and 1.82 with time periods of about 100 and
12 magnetic cycles, respectively. This analysis demonstrates that
the near-resonance excitation for the H, molecule in a time-
dependent magnetic field can be controlled by tuning the mag-
netic field strength. In the following, we focus on the dynamical
response of the electrons in a parallel magnetic field (B) for
Bmmax = 0.8Bg—corresponding to the near-resonance excitation for
the H, molecule in a strong oscillating time-dependent magnetic
field.

A significant complexity in the presence of a magnetic field is
that the orbital energies significantly reorder for |B| > 0. Degenerate
m and § orbitals split, and this strongly depends on both the strength
and orientation of the applied magnetic field. The energies of the
o orbitals also change because of the changes in the electronic struc-
ture of a molecule in the presence of a magnetic field. In the present
work, the field strength also varies as a function of the simulation
time. To track the orbital energies and assignments as a function
of magnetic field across the entire range of interest, we used the
maximum-overlap method (MOM) to follow the evolution of the
orbitals from those in the absence of a field through to |Bmax|. Further
details of this procedure are presented in Ref. 31.

Figure 6 shows the orbital populations for the lowest 1g; orbital
and the five higher-lying orbitals with most significant population
for the H, molecule in a parallel magnetic field (Bj) with |Bumax|
= 0.8By, which are ordered according to their maximum popula-
tion. The labels on the left correspond to the initial orbitals, labeled
according to the Doop point group, while the labels on the right are
for the corresponding orbitals in the presence of a parallel magnetic
field with |B| = 0.8B, with point group Cooh. In the parallel orien-
tation, the reduction in symmetry is relatively minor, and so, the
orbitals involved in the dynamics retain their -character.

During the dynamics, the electrons in the 1o, orbital are
excited and de-excited continuously to and from the higher-lying
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FIG. 6. The 1og+ and higher-lying orbital populations [see Eq. (16)] for the H,
molecule in a parallel time-dependent magnetic field (B)) for [Bmax| = 0.8By,
computed at the RT-TDHF/aug-cc-pVTZ level. The populations of the five higher-
lying orbitals with most significant contribution to the dynamics are shown, ordered
according to their maximum occupation number.

20g+ R 301;r R 40§ ) 60; , and 80g+ orbitals—demonstrating the phe-
nomenon of a coherent excitation and de-excitation. The population
of the 10; orbital starts at 2.00, equal to the number of electrons
in the H, molecule, and during the dynamics, the population of
this orbital decreases and reaches a minimum at ~1.62 with a time
period of ~20 magnetic cycles. The populations of the higher-lying
orbitals start at zero and oscillate with the opposite phase to the
loy orbital—conserving the total number of electrons. The high-
lying orbitals with highest population during the dynamics are the
80;’ R 60gJr ,and 40g+ orbitals. It should be noted that all of the orbitals
involved in the dynamics are of gerade (g) character. This is because
the allowed transitions from the 1g; ground state are determined
by magnetic-dipole selection rules, which in the present case means
that g « g transitions are allowed while g < u transitions are
forbidden.

In the presence of an external magnetic field, molecular orbitals
are generally complex functions, and so, their visualization is more
challenging than in the absence of a field where the orbitals may
be chosen real. Figure 7 shows contour plots of the square mod-
ulus of the molecular orbitals in the xz-plane of the H, molecule
that are involved during the dynamics, evaluated in the absence of a

J. Chem. Phys. 159, 104102 (2023); doi: 10.1063/5.0160317
© Author(s) 2023

159, 104102-7

€€:9L:L1 ¥20Z Aenuer €2


https://pubs.aip.org/aip/jcp

The Journal

of Chemical Physics

magnetic field (left panels), and the corresponding orbitals in a par-
allel magnetic field (By) with field strength of 0.8B, (right panels).
In this case, the molecular axis of the H, molecule is the Cartesian
z axis, coincident with direction of the applied magnetic field. In
each case, an iso-surface plot is also shown as an inset (viewed down
the y axis), where the color coding reflects the phase angle according
to the color wheel shown in part (a) of each panel. In the presence
of a parallel time-dependent magnetic field, the molecular orbitals
change smoothly between those shown in the left-hand and right-
hand panels of Fig. 7 during each magnetic cycle. For the parallel
orientation of the magnetic field, the orbitals remain real through-
out the dynamics; this is clearly visible in the inset iso-surfaces,
where the red and blue colors of each lobe are along the real line
in the color wheel. While this is expected for the parallel orienta-
tion with the London gauge-origin at the center of mass, complex
orbitals are obtained for other orientations, as will be discussed in
Sec. 111 B 2.

In a static parallel magnetic field, the electron density of the
H; molecule contracts toward the internuclear axis slightly and this
effect, although subtle, can be discerned by comparing parts (a) of
the left and right panels of Fig. 7. However, in the presence of a
time-dependent field, the population of the higher-lying molecular
orbitals gives rise to more substantial fluctuations in the electron

B
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density. In continuously driven time-dependent dynamical response
calculations, it is customary to use a sufficiently long duration so
that all significant physical changes during the dynamics can be cap-
tured. The dynamical responses and their interpretation in this case
appear to have developed completely within 45 magnetic cycles, and
the significant features of the electron dynamics after 45 magnetic
cycles simply repeat due to the oscillatory manner of the dynamical
response of the H, molecule (see Fig. 6). It is therefore sufficient to
limit a detailed analysis and visualization of the electron density and
density differences to the first 45 magnetic cycles.

The electron density of the H, molecule at different times
(magnetic cycles) during the simulation is shown in Fig. S1 of the
supplementary material. It is clear that none of the electron densities
at magnetic cycles corresponding to t > 0 return to the original size
and shape even when the time-dependent magnetic field vanishes
temporarily at the full-cycle. Hence, the electron density deforms
continuously despite the fact that the time-dependent magnetic field
vanishes momentarily—preventing the electron density returning to
its original size and shape at t = 0. For magnetic cycles 6 and 25,
corresponding to the times at which the lowest 10, orbital reaches
its maximum population (see Fig. 6), the electron density remains
slightly compressed in the direction orthogonal to the applied mag-
netic field (the Cartesian x axis). At magnetic cycle 14, where most
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FIG. 7. The molecular orbitals that acquire significant population during the dynamics of the H, molecule in a time-dependent parallel magnetic field (B ) with [Bmax| = 0.88p
according to the populations of Eq. (16). The orbitals are computed at the HF/aug-cc-pVTZ level in the absence of an external magnetic field [left panels (a)—(f)] and in a
static parallel external magnetic field with |B| = 0.8B, [right panels (a)—(f)]. Iso-surfaces of each orbital are shown as insets, color-coded according to the color wheel shown
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of electrons are excited to high-lying molecular orbitals and the pop-
ulation of the lowest 10g+ orbital reaches its minimum, the electron
density appears to contract toward the nuclei.

In fact, the redistribution of the electron density due to the
time-dependent magnetic field can be analyzed more clearly by
computing the electron density difference

Ap(x,t) = p(r, 1) = p(1,0), e2y)

where p(r,t) and p(r, 0) are the electron density at time ¢ and ¢ = 0,
respectively. Figure 8 shows this quantity at magnetic cycles 6, 14, 25,
and 35. The positive (red) and negative (blue) regions of Ap(r,t)
indicate a transient accumulation and depletion of the electron den-
sity with respect to ¢ = 0. For magnetic cycles 6 and 25, when the
population of the lowest 1g; orbital is maximal, the density accu-
mulates around the nuclei and in the regions closest to the z axis
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and is depleted in regions far away from the nuclei on the x axis
[see Figs. 8(a) and 8(c)]. This accumulation of density in the bonding
region suggests that the strong oscillating time-dependent magnetic
field induces a possibility of transient bond strengthening during the
dynamics. Indeed, this is consistent with the observations from static
magnetic-field calculations on the 12; state in Ref. 14, where the
equilibrium bond length was observed to decrease with increasing
magnetic field.

In contrast, for magnetic cycles 14 and 35, when the pop-
ulation of the lowest 10; orbital is minimal, the density differ-
ence plots show significant accumulations are located at relatively
large distances along the x axis, perpendicular to the internu-
clear axis, as well as accumulations very close to the nuclei. The
more distant regions mostly contain part of the high-lying 40; and
60, orbitals, see Fig. 7, which acquire significant population dur-
ing the dynamics. The significant reduction in electron density in
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FIG. 8. Electron density difference (Ap(r,t)) contours for the H, molecule at (a) 6, (b) 14, (c) 25, and (d) 35 magnetic cycles in a parallel time-dependent magnetic field
(By) with field strength of 0.8B,, computed at the RT-TDHF/aug-cc-pVTZ level. Note that the positive and negative values of Ap(r, t) are represented by solid and dashed

lines, respectively.
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the internuclear region suggests the possibility of transient bond-
weakening, in particular when there is significant population of these
high-lying orbitals. These observations highlight the significant dif-
ferences in the response of the H, molecule to a static magnetic field
and a dynamic magnetic field.

The time-dependent magnetic fields considered here are
extreme, chosen to match those studied previously using numerical
grid-based calculations.”””" Such fields provide a useful stress-test
for our finite basis set implementation. It is therefore reassuring that
the observations for H, under these exotic conditions are consis-
tent with Ref. 51, suggesting that the approach implemented in the
present work should be reliable for a wide range of applied fields,
even in relatively modest basis sets.

2. Magnetic field orientation

In Secs. III A and III B 1, we have established the reliability
of the finite basis set approach relative to available numerical grid-
based methods for systems under extreme time-dependent magnetic
fields. However, such benchmark studies tend to be limited to sys-
tems with specific symmetries, in particular, either spherical atoms
or diatomic molecular systems in which the magnetic-field direc-
tion is coincident with the intermolecular axis, where cylindrical
symmetry can then be exploited. Furthermore, for these cases, the
gauge-origin can be chosen such that LAOs are not required. It
is therefore interesting to consider how the response of the H,
molecule varies with respect to orientation relative to the applied
time-dependent magnetic field. At non-parallel orientations, the
orbitals are unavoidably complex, and this provides a more challeng-
ing test for the propagation of the electronic structure as the complex
phase factors change rapidly with the oscillating magnetic field. Pre-
liminary studies showed that in these orientations it was necessary
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to reduce the time step significantly to achieve stable dynamics,
and in particular, At = 0.025 a.u. was employed in these calculations
(similar results were obtained with Ats = 0.035 a.u.).

Changes in orientation also alter the symmetry of the system
significantly. The Do, symmetry in the absence of a field is reduced
to Cooh symmetry in a parallel field. For other non-parallel orienta-
tions, the symmetry is further reduced to C; with the exception of the
perpendicular orientation, which has C,, symmetry. The molecular
orbitals in the C; and Cyy, point groups are classified as gerade (g) or
ungerade (u), and just as was observed for the parallel orientation,
only g <> g transitions are allowed according to the magnetic-dipole
selection rules. As a result, all of the molecular orbitals with sig-
nificant population during the dynamics have A, symmetry. The
projected orbital occupations of Eq. (16) show whether the orbitals
in the presence of the field have o, 7, or § character. In many cases,
the high field A, orbitals have a mixed character and the corre-
spondence between the zero-field and high field orbitals has again
been mapped out using the maximum-overlap method for each
orientation.

To investigate the orientation effects, we considered time-
dependent fields with |Bmax| =0.8Bp and incident frequency
w =0.767 a.u. at a range of orientations between 10° and 90° relative
to the internuclear axis. In Fig. 9, we show the projected occupation
numbers for 30°, 60°, and 90°; other orientations are presented in
the supplementary material. Initially, the variation of the occupa-
tion numbers remains similar to that observed in Fig. 6 with similar
orbitals contributing at angles up to 25°; see Figs. S2, $4, S6, and
S8. In particular, the projected occupation numbers suggest orbital
contributions with mainly o character with some minor contribu-
tions of 77, character appearing for angles of 20°-25°. The molecular
orbitals corresponding to those identified by the zero-field projec-

D, lrr\+
8
G114,
D, : lrr;'
C;: 1A,
D, lrr\+
(OYRD!

N N N N~

13

1.20 1.20

1.20

D, : 60;
C 124,
Dy - 25,

0.00

, 051 v
<&
oo
&
0.00

0.20

0.20 ) » 020

Dy, : 27,
C;: 10A
Dy, : 26,

0.00
0.20 . w 020

<&
=
A_‘ <

0,00 . A _ |

D, : 25,
G : 174,
D 2/!&

C,
Dy,
>
3
Co,

0.00 0.00
4o 020 s 0.20

+t-{ so
" N
g §
AaAALAAAAAAAAASAL] | O
Q 0.00
0.20
+ 2 s
S S
3 5
Qe ot e o e o canh Q
. 020 .
< = S
.3

0.00

0.20

g

« S PN <
— v ~
¥ 3 - I 5
a v d el whdat |© S &
0.00 L~ adV’ OF N NadV | 0.00 0.00 — iy
4o 020 N +o 020 o 020 .
= <& e w <&
® - S = ¥
3 L 3 o 8 3
Q v ooa AAAAAAA A AAANAN Q e
0.00 o 0.00 A A, 0.00 M.
0 20 40 60 80 100 0 20 60 80 100 0 20 40 60 80 100

Magnetic cycle / a.u.

Magnetic cycle / a.u.

Magnetic cycle / a.u.

FIG. 9. The orbital populations of the H, molecule in a time-dependent magnetic field with |Bmax| = 0.8B, oriented at (a) 30°, (b) 60°, and (c) 90° relative to the internuclear
axis, computed at the RT-TDHF/aug-cc-pVTZ level. Note that the same value of the incident frequency of the time-dependent magnetic field w = 0.767 a.u. is used.
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tions were also calculated using the maximum-overlap method for
the same orientations with [B| = 0.8By and are presented in Figs. S3,
S5, S7, and S9. The complex nature of the orbitals in the presence
of a non-parallel magnetic field is clear from the colors of the iso-
surfaces in each inset. It is also clear that the orbitals re-align as the
orientation of the field changes (all iso-surfaces are presented viewed
directly along the y axis).

At orientations in the range 25°-35°, the observed dynamics
changes dramatically. This is shown in the projected occupation
number variation in Fig. 9(a), compared with Fig. 6. The pro-
jected occupations reveal that the A, orbitals occupied during the
dynamics have significant 7 and § character at this orientation.
In particular, there is significant character from the 27, and 24,
orbitals. The relevant orbitals and the corresponding orbitals in the
presence of a field are shown in Fig. 10. Again, the complex nature of
the orbitals is clearly visible in the inset iso-surfaces with continuous
colors indicating a wide range of complex phase angles. The oblique
alignment of some of the molecular orbitals also leads to apparent
distortions in the contour plots of the square modulus of the orbitals
in the xz-plane. It is clear that the orientation of the magnetic field
has a very significant influence on which orbitals are populated in the
dynamics and that the involvement of orbitals with 7 and & char-
acter leads to more prolonged periods where the lowest orbital is
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depopulated. Since at these orientations, the molecular point group
is C;, several orbitals with Ay symmetry have suitable symmetry and
energies to be involved in the dynamics, significantly altering the
long timescale dynamics observed for parallel orientations.

At an orientation of 40°, there is another dramatic change in
the observed dynamics. At this orientation, most of the dynam-
ics is quenched with only minor contributions from a higher-lying
orbital with predominantly ¢ character (see Fig. S14). For orienta-
tions in the range 60°-80°, significant long timescale dynamics is
again observed; see, for example, Fig. 9(b), where at 60° two A,
orbitals with d-character are significantly involved in the dynam-
ics. At these orientations, the 7 character orbitals play a much less
significant role and the overall long timescale dynamics is simpler
as a result with population oscillating between the lowest orbital
and two A, orbitals with §-character. The orbitals involved in these
transitions are shown in Fig. 11.

As the angle of the magnetic field increases from 60°, the period
of the long timescale dynamics increases. At angles approaching
90°, the dynamics is again quenched until in the perpendicular ori-
entation little dynamics is observed with the electrons remaining
essentially in the lowest molecular orbital throughout. In general,
these observations show that orientation relative to the magnetic
field plays a very significant role in nature of the observed dynam-
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FIG. 10. The molecular orbitals that acquire significant population during the dynamics of the H, molecule in a time-dependent magnetic field with |Bmax| = 0.8B; oriented
at 30° to the internuclear axis according to the populations of Eq. (16). The orbitals are computed at the HF/aug-cc-pVTZ level in the absence of an external magnetic field
[left panels (a)—(f)] and in a static external magnetic field oriented at 30° with [B| = 0.8By [right panels (a)—(f)]. Iso-surfaces of each orbital are shown as insets, color-coded
according to the color wheel shown in panels (a). In the absence of a magnetic field, the point group is Doop, Which is reduced to C; in the field.
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FIG. 11. The molecular orbitals that acquire significant population during the dynamics of the H, molecule in a time-dependent magnetic field with |Bmax| = 0.8By oriented
at 60° to the internuclear axis according to the populations of Eq. (16). The orbitals are computed at the HF/aug-cc-pVTZ level in the absence of an external magnetic field
[left panels (a)—(f)] and in a static external magnetic field oriented at 60° with [B| = 0.8B; [right panels (a)—(f)]. Iso-surfaces of each orbital are shown as insets, color-coded
according to the color wheel shown in panels (a). In the absence of a magnetic field, the point group is D.p, which is reduced to C; in the field.

ics. The precise nature of the long-term dynamics correlates with
the o, m, §, or mixed character of the orbitals involved. When mixed
transitions are involved, very complex dynamics can be observed as
was shown for orientations between 25° and 35°, whereas when only
8-character orbitals are involved as in the range 60°-80°, simpler
long timescale dynamics are observed. The results highlight the need
to consider molecular orientation carefully in tandem with elec-
tron dynamics in such strong, rapidly varying fields. Indeed, a full
consideration of nuclear motion and dynamics may be necessary.

IV. CONCLUSIONS

An implementation of real-time self-consistent field electronic
structure methods with dynamical time-dependent magnetic fields
has been presented using finite atomic orbital basis sets. Compar-
isons against benchmark numerical studies from the literature on
the hydrogen atom and the H, molecule aligned parallel to the mag-
netic field have demonstrated the validity of the approach even for
relatively extreme rapidly oscillating strong magnetic fields. Inter-
estingly, the basis set requirements for the description of coherent
emission, analogous to high-harmonic generation in intense elec-
tric fields, are relatively benign. Some care is required to ensure
that sufficiently high angular momentum functions are included,

but otherwise, relatively compact standard basis sets are sufficient.
The electron dynamics in the H, molecule under a strong parallel
magnetic field were considered in detail, and fluctuations indicating
transient bond strengthening and weakening were observed, consis-
tent with previous studies and further confirming the applicability
of the approach to molecular systems.

The finite basis set implementation uses London atomic
orbitals and therefore allows for arbitrary orientation of the molec-
ular frame relative to the applied field, overcoming a significant lim-
itation of previous studies. The effect of orientation on the observed
dynamics in the H, molecule in a strong time-dependent magnetic
field was studied in detail. The use of unitary symmetry analysis
including the magnetic field gave insight into the orbitals involved,
and projection of the orbital occupations onto the initial orbitals
in the absence of a magnetic field give insight into the o, 7, and
0 characters of the orbitals in the reduced symmetries associated
with different orientations of the applied magnetic field. It was
observed that orientation has a profound effect on the observed
dynamics with significant changes in both the timescale of the
dynamics and the nature of the orbitals involved in the underly-
ing transitions. Longer timescale dynamics was observed when the
orbitals involved had significant 7 or § character. Overall, the results
suggest that it may be imperative to include orientation effects in the
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study of systems under strong fields and perhaps highly desirable to
include a more comprehensive treatment of nuclear dynamics. We
note that recent studies have made significant progress in treating
nuclear dynamics under static uniform external magnetic fields™ *
and this may be an interesting avenue for future study.

The framework introduced in the present work is rather flex-
ible and already allows for the simultaneous application of time-
dependent electric and magnetic fields. A key observation is that
a time-dependent magnetic field allows for the study of magnetic-
dipole allowed transitions, which would be otherwise inaccessible
to standard RT-TDSCF implementations with time-dependent elec-
tric fields. In the present work, extreme rapidly oscillating magnetic
fields were considered to stress-test the finite basis set implementa-
tion against benchmark numerical results for small systems. How-
ever, magnetic-dipole allowed transitions are of significance to EPR
and NMR spectroscopies, and future work will examine how the
tools developed here for time-dependent magnetic fields can be
applied to these areas.

SUPPLEMENTARY MATERIAL

The supplementary material presents the additional informa-
tion of the electron density of the H, molecule in a parallel time-
dependent magnetic field, the 10, and higher-lying orbital popula-
tions, and the molecular orbitals that acquire significant population
during the dynamics of the H, molecule in different orientations of
the time-dependent magnetic field.
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