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A B S T R A C T   

Crystal orientation imaging is generally confined to the laboratory, typically following destructive sectioning, 
with most current techniques reliant on electron-material interactions that require a vacuum. This information is 
gathered in a manner that requires careful planning, however a more desirable approach would allow the 
manufacturer to acquire this data non-destructively at the point of manufacture, with little or no time penalty. 
We show that coupling a numerically controlled etching method to topographical data processing can be used to 
spatially map grain orientations over planar and non-planar surfaces. Our method allows the construction of 
large area orientation maps (≈400 mm2) in agreement with electron backscatter diffraction datasets. We have 
characterized spatial and angular resolution limits for the technique, which are correlated to length scales of 
microscale etch surfaces and our ability to measure their geometries. This approach has the potential to augment 
materials processing technologies, where resultant microstructures require strict control in order to guarantee 
through-life integrity.   

1. Introduction 

The ability to perform microstructural imaging across parts in a less 
destructive and lower intervention manner is a common theme in the 
study of materials processing and high value manufacturing. The func-
tional performance, including mechanical [1,2], electrical [3,4], mag-
netic [5], and thermal properties [6] of parts manufactured from 
polycrystalline materials is determined by microstructural properties of 
grains, for example the geometric characteristics like size and shape, 
their absolute and relative orientations, and the nature of the grain 
boundaries that separate them. 

The capacity to measure these within a production line, or better still 
within a machine tool, opens new possibilities to extract materials data 
on the factory floor. This presents opportunities to extract more value 
from engineering products through understanding their limitations 
during manufacture. This is especially important given the drive to-
wards more complex materials [7] and new manufacturing methods like 
additive manufacturing from which resulting microstructures may be 
more challenging to predict and control [8,9]. 

Crystallographic orientation mapping is typically performed using 
diffraction-based methods, like electron backscatter diffraction (EBSD) 
[10,11]. Such is the ubiquity and importance of EBSD throughout ma-
terials science, the technique itself is practically synonymous with 

orientation mapping. In EBSD, electrons from a primary beam scatter 
elastically from atomic nuclei within a crystalline sample and diffract 
through near surface lattice planes. The projection of these back-
scattered electrons onto a detector creates patterns (Kikuchi bands), 
which correlate to the alignment of the lattice relative to the detector 
[12]. While the resulting information is invaluable to engineers and 
materials scientists alike, the application of EBSD is limited by the time 
and cost of analysis, while also requiring small areas of flat and highly 
polished surfaces that often must be destructively sectioned from a 
larger part. 

As such, there is interest to acquire orientation information rapidly 
ex-vacuo to democratize high level measurement within manufacturing, 
where techniques must rely on anisotropic interactions, for example 
between an energy source or reaction and the microstructure. Alternate 
diffraction methods can be performed under ambient conditions, such as 
X-ray diffraction contrast tomography (DCT) [13], which can allow the 
non-destructive three-dimensional evaluation of materials. This capa-
bility allows operando observation of metallurgical phenomena of in-
terest such as solidification and grain growth [14], while adaptions have 
increased its practicality for use in the laboratory [15,16]. DCT ulti-
mately relies on the diffraction and transmission of X-rays through a 
sample, which means there are limits to sample size (e.g. mm scale), 
especially for dense materials with high X-ray scattering cross sections. 
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Different methods not reliant on diffraction are emerging to image 
orientations over large surface areas. For example, spatially resolved 
acoustic spectroscopy (SRAS) in which the energy source is a probe laser 
[17,18], Raman orientation mapping [19], and selective chemical [20] 
and electrochemical etching [21] that can unveil specific characteristic 
etch facets. Analyzing the relative orientations of these etch facets forms 
the basis of directional reflectance microscopy (DRM) [22,23], as well as 
topographic approaches to microstructural characterization [24,25]. In 
addition, polarized light microscopy (PLM) is an established metallur-
gical analysis tool that has been applied for decades to observe optically 
anisotropic materials, where recent advances have focussed on the 
development of new computation approaches to map local optical axis 
orientations in hcp materials [26]. PLM is fundamentally limited to 
optically anisotropic materials, which excludes cubic materials that 
represent a significant proportion of the matrix forming alloys that are 
used in modern engineering applications. As such, recent studies have 
combined chemical etching to generate anisotropic surface features with 
PLM to allow full orientation mapping in cubic materials [27]. Optical 
microscopic imaging is limited by a shallow depth of field; practically 
this limits its application to flat surfaces. There remains a requirement 
for rapid surface sensitive methods that are robust to surface geometry. 

In this study, a topographic approach to extracting orientation in-
formation was developed as topography measurement tools must be 
robust to complex surface geometries (i.e. non-planar surfaces). 
Assuming the effective ‘wavelength’ (form) of the macroscale surface 
geometry is significantly greater than the microscopic length scales of 
the characteristic etch facets, a resulting orientation extraction routine 
based on direct topography analysis should, in principle, be robust to the 
surface form. Even for smaller scale surface geometries that approach 
the length scales of etch facets, carefully selected [28] wavelength 
filtering could be applied to overcome this effect. Topography mea-
surement routines are often already implemented as quality control 
within certain current high-value production processes [29] and thus 
could be readily integrated with a numerically controlled etching 
approach to enable rapid automated mass microstructural imaging of 
parts on the production line [30]. This approach will be particularly 
relevant for high symmetry materials (e.g. order ≥ 24), such as cubic 
and hcp structures, which typically form characteristic etch facets that 
can readily be correlated to discrete lattice plane families. These crystal 
classes encompass the majority of current matrix forming engineering 
alloys. 

Typically, etching is performed by swabbing or immersion in acidi-
fied etchants. This is often a manual process where removal volumes are 
influenced by exposure time, etchant concentration, and temperature. 
Electrochemical reactions can offer a high level of control, where 
removal is proportional to the quantity of charge passed. Furthermore, 
numerically controlled electrochemical jet processes offer selective 
etching using non-hazardous electrolytes [31], can be operated within a 
production and line independent of sample geometry [32], and have 
been applied towards surface preparation in materials characterization 
of conventionally rolled [33,34], and additively manufactured materials 
[35]. 

In this study, we have simulated orientation dependent etch re-
sponses for Al, which we have validated against etched surfaces of single 
crystal specimens. We have subsequently verified the orientation out-
puts against data acquired from a commonly used polycrystalline sample 
of a commercial Al-alloy (6082) using EBSD, to generate spatially 
resolved orientation maps. Al-alloys were selected as the subjects 
because they are a challenging subject for conventional high-fidelity 
methods like EBSD, where the low atomic number generates relatively 
low signal counts, increasing acquisition times and where Al-alloy lat-
tices are relatively soft and deform readily, further complicating 
diffraction pattern acquisition. Furthermore, the topographic response 
to etching has been previously characterized and is highly selective, 
with the resulting surfaces perpendicular to the 〈001〉 crystallographic 
directions [36]. The response was also validated for a commercially pure 

Ni sample, where the resulting surfaces are perpendicular to the 〈111〉
crystallographic directions. 

2. Materials and methods 

2.1. Materials and topography preparation 

Etch response was validated against high purity (> 99.9%) single 
crystal specimens (± 2◦) of Al (10.0 × 10.0 × 1.0 mm), corresponding to 
the principle cubic orientations [100], [110] (Alineason, Germany), and 
[111] (MTI Corporation, USA). A commercial grade Al-alloy (6082) and 
commercially pure Ni was also processed to demonstrate large-area 
mapping capability. All samples were etched using an electrochemical 
jet machining (EJM) apparatus, previously described [33]. 

All samples were etched using a pH neutral and non-hazardous NaCl 
electrolyte (2.5 M, σ = 152.2 ± 0.1 mS/cm at 22.3 ◦C). Single crystal 
samples were etched using a cylindrical nozzle (Ø = 0.51 mm), while the 
commercial 6082-alloy was etched using rectangular slot jet (10.0 × 0.3 
mm), which allows large area etching [33] and electrochemical milling 
[37]. Surface current density, J, is a primary factor affecting the 
development of etch facets [38]. This can be approximated by the ratio 
between applied current, I, and planar nozzle area, A. Informed by 
previous work [25], an identical current density (J = 0.5 A/mm2) was 
used to process all samples. I = 0.1 A was applied through the cylindrical 
jet (A = 0.20 mm2) and I = 1.5 A through the large area slot jet (A = 3.00 
mm2), respectively. Inter-electrode gap (IEG) distance was maintained 
at 0.5 mm throughout processing. Potential was left to float depending 
on IEG resistance, R, but the range was broadly consistent for all oper-
ations (16 – 21 V). 

Small pockets (3 × 3 mm) were etched into the single crystal samples 
using a serpentine toolpath at a nozzle feed rate, νf, of 0.2 mm/s. Large 
areas (20 × 20 mm) were etched using the slot jet (νf = 0.4 mm/s) in a 
unidirectional toolpath, to account for any asymmetry between the two 
plates of the electrified nozzle. Complex surfaces were generated by 
varying the feed rate between 0.13 and 0.4 mm/s to vary removal. Jet 
velocity, νj, was maintained at 16.4 ± 0.1 m/s for the cylindrical jet and 
5.1 ± 0.1 m/s for the slot jet. Samples were rinsed in deionized water 
after etching and cleaned in an ultrasonic bath, before drying. 

A sample of the same Al-alloy was processed using a continuous 
wave laser (λ = 1060–1080 nm) at a power of 1.5 kW with a spot size of 
0.3 mm. Three single tracks were written onto the surface varying the 
laser scanning speed between each track (20, 60, 100 mm/s). The 
sample was then etched with the jet as above and analyzed without 
further preparation. 

2.2. Constructing topography intensity profiles 

This section details the construction of topography intensity profiles 
(TIPs) from facet normal vectors, whose direction can be described by 
spherical coordinates (Fig. 1a); these are characteristic for a given facet 
orientation. These can be both simulated computationally and extracted 
from surface topography data. Considering the simulated TIP, an ideal 
geometric model was used. For etched Al, etch facets generally follow 
the 〈001〉 directions, i.e. normal to the faces of a cube, which is under-
stood to result from the stability of the native oxide film [36,39]. For Ni 
and many other cubic materials, these slow etch directions generally 
follow the densely packed {111} planes, normal to the faces of a regular 
octahedron and the dual polyhedron of the cube. The grain-specific 
contrast apparent in the ‘macroscale etch’ shown in the optical micro-
graph in Fig. 1b results from these characteristic etch topographies at the 
microscale (Fig. 1c). 

As the surface normal of a given facet can be directly correlated with 
a crystallographic direction, a methodology to extract crystallographic 
orientation can be proposed – if the topography can be accurately 
measured. Vectors, which correspond to the facet normals, or vertices, 
can be subjected to any predefined sequence of rigid body rotations 
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about the x, y, and z axes from a fixed point of origin Eqs. (1)–((3), 
respectively). 

RX =

⎡

⎣
1 0 0
0 cosθ − sinθ
0 sinθ cosθ

⎤

⎦ (1)  

RY =

⎡

⎣
cosθ 0 sinθ

0 1 0
− sinθ 0 cosθ

⎤

⎦ (2)  

RZ =

⎡

⎣
cosθ − sinθ 0
sinθ cosθ 0

0 0 1

⎤

⎦ (3) 

Fig. 1d shows a cubic system subjected to arbitrary rotations such as 
to bring the model into apparent agreement with the crystallite indi-
cated by the blue dashed box in Fig. 1c. Spherical coordinates corre-
sponding to the azimuthal angle (direction), φ, and the polar angle, θ, 
corresponding to the elevation (slope) of an exposed facet can be 
calculated from the model normal vectors through Eqs. (4) and (5), 
respectively. The radial distance, r, is taken as 1 for unit vectors here. 

φ = atan2
(

z,
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
x2 + y2

√ )
(4)  

θ = atan2(y, x) (5) 

Relative intensities of the azimuthal and polar angles associated with 

a given facet can be predicted by assigning a scale factor related to the 
area of the facet projected onto the viewing plane (xy-plane) (Fig. 1d). 
For triangulated features, the projected surface area in the xy-plane, Axy, 
can be calculated by the vector cross product (Eq. (6)): 

Axy =
1
2

⃒
⃒
⃒ V1
̅→

× V2
̅→
⃒
⃒
⃒ (6)  

where V1
̅→ is the projection of the vector between point a and b on the xy 

plane, and V2
̅→ is the projection of the vector between point a and c on 

the xy plane (Fig. 1e). This is grounded by the fact optical topographic 
measurements are line-of-sight with a defined viewing plane, such that 
high gradient surfaces will contribute a lower fraction of the projected 
measurement area than flat surfaces. Peak positions corresponding to 
facet normals can be described by spherical coordinates projected onto 
an abstract sphere. Here, the azimuthal angle is measured anticlockwise 
from the x-axis of the microscope (and thus the topography data), while 
the elevation is measured from the z-axis (zenith). 

From this, a topography intensity profile (TIP) can be predicted 
(Fig. 1f), which is the topography analog of a directional reflectance 
profile [22,23]. The TIP is the analog to other stereographic vector 
projections such as interfacial normal distributions [40] and pole fig-
ures. For the Al etch facets, the TIP is essentially a stereographic pro-
jection of the (100) pole figure. Azimuth is represented on the polar axis 
of the TIP, while the elevation is marked by the radial position. Peak 
color in Fig. 1f is scaled to the projected area of the surface features, such 
that the relative intensities of the peaks can be approximated. 

Fig. 1. From surface normals to crystallographic orientation. a) Angular representation used throughout the study to describe face normal vectors, where elevation, 
θ, is measured from the polar axis, z, and the azimuthal angle, φ, is measured anticlockwise from the x-axis. b) Optical micrograph of a typical ‘macro-etched’ surface 
of an Al-alloy showing grain contrast and c) a secondary electron micrograph of the characteristic microscale etched surface topography. d) Topography response can 
be predicted for any arbitrary Euler angles and matched against measured surface topography, shown with a geometric model triangulated from cubic vertices after 
matrix rotations. This can be performed directly with orthogonal vectors. e) The relative areas of the faces in the viewing (xy) plane can indicate a scaled peak 
intensity factor. Area (Axy) is the vector cross product between V1

̅→ and V2
̅→, shown for face ‘F3’ projected onto the xy-plane. f) A predicted topography intensity 

profile (TIP) of the peak maxima for the arbitrary orientation shown in d), where peak colour is scaled to the fraction of the projected area. For Al, this is essentially a 
(100) pole figure. Euler angles can be extracted from arbitrary surface topographies by comparing measured and simulated TIPs. (For interpretation of the references 
to color in this figure legend, the reader is referred to the web version of this article.). 
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A TIP can also be constructed from collected surface topography data 
Section 2.3) by applying Eqs. (4) and ((5) over the data in a pixelwise 
manner. Areas of high intensity in the resulting TIP correspond to ag-
gregations of similarly oriented etch facets. By applying this approach, a 
simulated TIP can be predicted for any arbitrary crystallographic 
orientation and the relative peak positions can be compared with a TIP 
acquired from etched surface topography data to infer local crystallo-
graphic orientation. Heat maps presented in this study are colored with 
the ‘Viridis’ perceptually uniform colormap [41]. 

2.3. Characterization 

SE micrographs were acquired using a Philips XL-30 secondary 
electron microscope, while electron backscatter diffraction (EBSD) data 
were acquired in a Helios G4 PFIB microscope, using an Oxford In-
struments Symmetry CMOS detector. 

Surface height (topography) data was acquired using a Zygo Nex-
View coherence scanning interferometer (CSI) with a 50x Mirau lens 
with an effective field of view (FOV) of 173 × 173 µm (≈0.173 µm/ 
pixel) [42]. Where surface height is presented in this study, it is 
measured from the CSI topography data and offset such that the mini-
mum value of the point cloud is the 0 μm value. Large area maps were 
stitched from multiple FOVs, where each FOV was acquired with a 20% 
data overlap to aid stitching. Topography data was filtered to remove 
surface form by a third order polynomial prior to subsequent processing. 
Aliasing artefacts that result from the pixelwise topography data were 
removed by Gaussian filtering (σ = 0.75) prior to data processing, 
detailed in Supplementary Fig. 1. 

EBSD and topography datasets were overlaid for pixelwise compar-
ison by applying a 2D image transformation to the EBSD dataset. This 
transformation was calculated from selected easily identifiable features- 
in-common (control points) between the two datasets, such as triple 
points extracted from the grain boundary data (Supplementary Fig. 2). 
These additional steps were undertaken using the inbuilt MATLAB 
functions fitgeotform2d.m and imwarp.m. This transformation was 
applied to the spatial coordinates of the EBSD dataset, but not the EBSD 
Euler angles. 

3. Results and discussion 

3.1. Spatial resolution 

Assuming the microscope can transmit accurate surface data at the 
length scale of the etch facets, several challenges to elucidating the 
spatial resolution of the method remain. Firstly, a process reliant on 
aggregate measurements of many similarly oriented etch facets will be 
vulnerable to sampling smaller areas, where there are fewer facets per 
measurement area. Secondly, the size of the etch facets may affect the 
spatial resolution limit; a corollary of which is that a spatial resolution 
limit is likely to be somewhat dependent on the underlying crystalline 
orientation. The presence of secondary phases or precipitates within the 
grains and at the boundaries is also likely to disrupt the formation of 
etch facets and obscure analysis. The correlation between the dominant 
peak predictions and etched topography was appraised for high purity 
single crystal samples, representing an ideal material with an etch 
response unencumbered by material heterogeneity or precipitates that 
exist within most commercial Al alloy grades. 

To understand the effect of orientation on the generation and size 
distributions of etch facets, single crystal samples were etched at one 
current density (0.5 A/mm2). Size variability of facets resulting from 
electrochemical etching has been previously shown to be dependent on 
the applied current density that affects mass transport phenomena in the 
removal zone [25], however this aspect is not challenging to control 
using electrochemical jet methods. Facet areas were characterized by 
motif analysis [43] from topographic datasets (173 × 173 µm) for each 
of the single crystal samples and shown in the boxplots in Fig. 2a. SEM 
micrographs of the respective etched surfaces of the equivalent single 
crystal samples are shown in Fig. 2b–d, along with synthetic surfaces 
(Section 2.2) that show the major and minor expected surface normal 
vectors for each sample (Fig. 2e–g), corresponding to their relative 
surface areas. Facets that evolve over the [100]-oriented sample on 
etching have marginally greater areas (interquartile range: 5.4–27.1 
µm2) than either the [110] or [111]-oriented specimens (0.5–12.4 µm2 

and 1.5–9.2 µm2, respectively) at identical etching parameters. 
Furthermore, the area of the largest etch facet on each sampling area is 

Fig. 2. Facet size is dependent on the underlying crystalline orientation. a) Facet area boxplots for the single crystal samples etched at 5.0 A/mm2 over a 1-megapixel 
surface area (173 × 173 µm). Red crosses are outliers beyond 1.5 times the interquartile range. Secondary electron micrographs of b) [100]-oriented, c) [110]- 
oriented, and d) [111]-oriented single crystal surfaces after etching. e-g) Schematic surfaces representative of etched [100], [110], and [111]-oriented crystals 
(respectively) showing the major and minor surface normal vectors expected, indicated by arrow thickness. Population sizes in (a): n[100] = 1071, n[110] = 2846, n 
[111] = 3972 (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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significantly greater for the [100]-oriented sample (1481 µm2) 
compared with either the (110)-oriented (686 µm2), or the 
[111]-oriented surfaces (128 µm2). Therefore, a given sampling area of 
material that is oriented vicinal to [100] will have fewer etch facets. This 
is reflected in the facet populations over the same surface area tested 
here (≈ 0.03 mm2): n[100] = 1071, n[110] = 2846, n[111] = 3972. 

A situation where relatively few etch facets occur within a given 
sampling area will present challenges to lattice vector acquisition and 
orientation extraction routines (Section 3.2). As an extreme example, 
consider a single [100]-oriented facet with an area > 1000 µm2, a sta-
tistical anomaly in this study, but possible. If a sampling region were to 
fall within the area of one facet, this would only allow the resolution of a 
single surface normal vector. This is inadequate to fully resolve the 
orientation of the underlying crystal. However, this case is technically 
possible, albeit unlikely, where the effective measurement step size is <
30 µm. 

While it is unsurprising that facet areas are greater when the slow 
etch crystallographic directions are aligned normal to the sample surface 
and thus the dissolution front, understanding the extent of this 

relationship is important to elucidating any effect of the underlying 
orientation on the spatial resolution. However, we have previously 
shown that the length scale of the etch facets is sensitive to easily 
adaptable parameters like the applied current density of the electrolyte 
jet, such that it is likely possible to tune the size of the etch facet to the 
microscope resolution [25], the caveat being prior knowledge of the 
particular alloy is required. 

In this study, we assessed the effective spatial resolution for each 
principle orientation by sampling surface areas of etched single crystal 
over several orders of magnitude (10 – 250,000 µm2), comparing 
dominant topographic peaks to those predicted by the forward model. 
Relative predicted peak locations from the forward model are shown in 
Fig. 3a–c for the principle [100], [110], and [111] orientations, after 
manipulation according to the listed Euler angles (Φ1, Θ, Φ2), and 
colored according to expected area fraction for each peak. Absolute peak 
coordinates for the single crystal specimens are dependent on the in- 
plane (xy) rotation of the crystal lattice with respect to the sample 
orientation, which is unknown until directly observed, for example 
through EBSD, or etching and data acquisition. A perfect [100]-oriented 

Fig. 3. Degradation of signal upon decreasing sampling area. Predicted and measured cartesian topography intensity profiles over a range of sampling areas 
(250,000–10 µm2) for single crystal samples a) [100], b) [110], and c) [111]. Topography datasets subjected to Gaussian filtering (σ = 0.75) prior to extraction of 
spherical coordinates. x-axis (0–360◦) and y-axis (0–90◦) are consistent throughout the figure (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 
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etched Al single crystal would be expected to return a high intensity 
peak at low elevation (θ = 0◦), with four minor high elevation peaks 
separated by φ = 90◦ (Fig. 3a). Intuitively, the azimuthal direction of the 
high intensity peak becomes indeterminate as the elevation approaches 
zero. A [110]-oriented sample would be expected to return two domi-
nant peaks at θ = 45◦, separated by φ = 180◦ (Fig. 3b). Minor peaks at 
high elevation, corresponding to vertically aligned {100} planes will be 
observable if the microscope is capable of measurement at these length 
scales; these features can be seen in the SEM micrograph in Fig. 2c. A 
[111]-oriented sample would be expected to return three dominant 
peaks at θ ≈ 54.74◦, separated by φ = 120◦ (Fig. 3c). 

TIPs constructed from the acquired topography data through Eqs. (4) 
and (5) are shown in Fig. 3d-f for the [100], [110], and [111]-oriented 
single crystals, respectively, after Gaussian filtering (σ = 0.75). Sam-
pling area decreases from the top row to the bottom (105.4 – 101 µm2), 
and thus the number of processed pixels for these surface areas decreases 
over this range (8353,000–334, 0.173 µm step size). This is reflected in a 
signal drop down each column. 

TIPs are broadly in agreement with the predicted peak locations; 
high elevation peaks in the [100]-oriented sample are dilated over the 
entire elevation range due to the data filtering (Section 3.1), while the 

minor predicted peaks expected in the [110]-oriented sample appear as 
a continuous high-angle band over the entire azimuthal range. Peaks are 
unresolvable at sampling areas < 104 µm2 indicating a step size limit for 
orientation resolution of approximately 100 µm with the current optical 
interferometer at this etching current density. Below this, signal counts 
are low, challenging the extraction of spherical coordinates describing 
the surface normal vectors. At the smallest sampling area tested (10 µm2, 
3.16 µm lateral step size), the analysis region is likely to fall over a small 
number of etch facets and the data is likely unrepresentative. 

While facet sizes of commercial alloys are unlikely to be equivalent 
to high-purity single crystal samples that have no grain boundaries and 
precipitates, general facet area relationships, e.g. (100) > (110) ≈ (111), 
are likely to hold true for most Al matrix polycrystals given the strong 
etch selectivity. Sampling areas of 12,100 µm2 (110 µm step size) were 
therefore used for orientation mapping in this study (Section 3.3) and a 
sliding window approach along the x and y axes was applied to over-
sample the data with a 55 µm step to enable super-resolution mapping. 

3.2. Orientation extraction: a study in single crystals 

An orientation, G, can be described by three successive (or 

Fig. 4. From topography data to orientation prediction. a) Topography intensity profile (TIP) of etched [111] single crystal Al showing relative intensity of surface 
azimuths and elevations, from which local maxima can be extracted, arbitrarily named P1 – P3 (b). c) Standard HSV coloring used to represent inverse pole figures 
throughout this study. d) The sum of angular separations, Σα, for the [111]-oriented single crystal across the Z’’-rotation range (1 - 360◦). e) The angular difference, 
α, between a given data peak, Pn and a peak predicted from the model TPn can be calculated from the unit normal vectors OPn and OTPn, where O is the origin. f) 
Model output of the vector matching approach colored according to (c) with associated IPF tracing the orientations (z-reference) across the Z’’-rotational range (5◦

increments). g) Model output of the best fit method colored according to the associated IPF (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 
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composed) rotations with respect to a specified reference direction, r. 
Here, we apply intrinsic rotations about the reference z-axis, Φ1, about 
the new Y’-axis, Θ, followed by another rotation, Φ2, about the new Z’’- 
axis (Matthies notation), such that: 

G = Rz(Φ1)Y′(Θ)Z″(Φ2) (7) 

The lattice direction, h, can be computed by Eq. (8) and plot to an 
inverse pole figure (IPF). This final step was performed using the MTEX 
add on for MATLAB [44]: 

h = G− 1r (8) 

Each identified peak in the topography data is associated with an 
aggregation of etch facets that, for Al-alloys, aligns with a〈100〉 direc-
tion. To solve the inverse problem, i.e. elucidating possible manipula-
tions of the cube from topographic height data, a TIP must be 
constructed (Fig. 4a), shown here for a [111] single crystal sample (173 
× 173 µm, ≈ 0.03 mm2). Spherical coordinates can be extracted from 
this data (Fig. 4b), for comparison with the geometric model. This 
routine is sensitive to the method used to extract coordinate positions. 
All inverse pole figures (IPFs) are displayed with HSV coloring (Fig. 4c). 
Comparisons between surface data and the forward model are made by 
assessing the angular separation, α, between surface data vectors (OPn, 
where O is the origin) and the topography profile vectors (OTPn) that 
are output from the model (Fig. 4e), calculated from Eq. (9). 

α = cos− 1

(
OPn
̅̅→ ⋅ OTP̅̅→

⃒
⃒
⃒OPn
̅̅→

⃒
⃒
⃒

⃒
⃒
⃒OTP̅̅̅→

⃒
⃒
⃒

)

(9) 

We used two approaches to extract Euler angles from the topography 
data; a vector matching routine, and a best fit routine (brute force 
method). In the vector matching route, rotations corresponding to the 
first two Euler angles can be taken as the spherical coordinates (φ, θ) for 
a given data point (Pn). Performing these sequential rotations by Φ1 and 
Θ about the z- and Y’-axes respectively matches a simulated topography 
profile (TP) vector from the model (OTPn, where O is the origin) with 
the selected data point (P) (Supplementary Fig. 2). Any subsequent 
rotation about the Z’’-axis satisfies this criterion and so to acquire a 
value for the final Euler angle (Φ2), a fitting routine is used. Here, the 
vector set is rotated about the Z’’-axis over the whole Φ2 range (0 - 360◦, 
in increments of 1◦) (Supplementary Video 1). 

We take the value of Φ2 to be the rotation that leads to the minimum 
sum of the angular separations, Σα, between the data point vectors 
(OPn) and the predicted topography profile vectors (OTPn), essentially 
returning the closest match with the ideal geometric response. As the 
surface topography data possesses artefacts (Supplementary Fig. 1), and 
due to natural variation in the geometry of etch facets, there is a sepa-
ration between the data points and the predicted topography profile that 
results from an orthogonal vector set. 

This is performed for each of the data points (e.g. ‘P1’ – ‘P3’), over 
the entire Z’’-rotation range and the Σα values are shown in Fig. 4d for 
the [111]-oriented crystal surface analyzed in Fig. 4a, where the Σα 
minima are marked for each matched data point. In this example, Φ2 is 
closely grouped independent of which data point is matched by the 
model (P1: 43◦, P2: 44◦, P3: 49◦). There are equivalent minima at 90◦

separations, which result from the C4 rotational symmetry of a cube 
around one fixed axis, i.e., the practical Φ2 range is 0–90◦ The set of 
Euler angles which minimizes Σα is selected as the orientation, G(Φ1, Θ, 
Φ2), with respect to a reference vector, r, for mapping and comparative 
studies. 

Exemplar rotations around the fixed Z’’-axis are plot onto the IPF in 
Fig. 4f (increments of 5◦). The orientation shift upon rotation around the 
fixed Z’’-axis can be traced across the IPF. The orientations corre-
sponding to the minimized and maximized Σα values are shown as 
enlarged points on the IPF and the vector matched model output 
(colored according to the minimized Σα, Fig. 4f). 

A best fit approach, in which all possible Euler angles are fit to the 
surface data coordinates was also appraised. As there are infinite ori-
entations, we used arbitrary 1◦ increments across the Φ1, Φ2 range (1 - 
360◦), and Θ range (1 - 90◦). The resulting minimized Σα model output is 
shown in Fig. 4g, colored according to the corresponding IPF. This 
returns an orientation that is close to the [111] single crystal reference 
specimen, although the routine is more computationally expensive than 
vector matching. This was accelerated by running a coarse fitting pass 
(6◦ increments) to define a primary Euler angle set, prior to a refinement 
operation (± 6◦ from Φ1, Θ, Φ2). For ranges tested (Φ1 and Φ2: 1–360◦, 
Θ: 1–90◦), this represents a significant reduction in the number of 
calculated orientations (11,644,000 to 56,200) and thus the computa-
tion time. 

The minimized Σα is similar for both the vector matched (36.6◦) and 
best fit (35.6◦) approaches. This is indicative of the sum of the differ-
ences between extracted elevations from the surface data (θ: P1 = 67◦, 
P2 = 67◦, P3 = 65◦) and the ideal slope angle for a [111]-oriented Al 
single crystal (tan− 1 1̅̅̅̅̅

0.5
√ ≈ 54.7◦). 

The accuracy of the vector matching approach is sensitive to the 
elevation, θ, of the peak coordinate, which dictates the Z’’-axis about 
which the model vectors are rotated to determine Φ2. This sensitivity 
appears to reduce where there are more peaks with which to compare 
the model. This indicates that the accuracy, when applying the vector 
matching approach, is dependent on the underlying orientation. 

[100] and [110]-oriented single crystal specimens possess a different 
number of characteristic topographic peaks, which is intuitive as the 
topography profile is directly correlated to the (100) pole figure for each 
orientation. Topography profiles are shown in Fig. 5a and b for [100] 
and [110]-oriented specimens; five peak coordinates were extracted 
from the [100]-oriented and two from the [110]-oriented specimens. 
The corresponding angular difference plots over the Z’’-rotation range 
acquired from the extracted surface coordinates are shown in Fig. 5c and 
d. The high amplitude Z’’-rotational trace in Fig. 5c (‘P5’) corresponds to 
vector matching with the high-intensity low angle peak (Supplementary 
Video 2). The extracted orientations from all tested single crystals 
calculated by both routines are plot onto the IPF (see Fig. 4 for reference 
to the [111]-oriented sample), while the corresponding lattice orienta-
tion is visualized for both [100] and [110]-oriented specimens in 
Fig. 5e–h. Vector matching returns an orientation that is close to the 
single crystal orientation for the [100]-oriented data (Fig. 5e), but not 
for the [110]-oriented data (Fig. 5g). 

The best fit approach matches the orthogonal vector set giving equal 
priority to each topographic peak extracted from the TIP regardless of 
intensity or peak position. This will not necessarily lead to the best 
indexing result. One such scenario is indicated in Fig. 6, of an etched 
single crystal region of a larger 6082-alloy polycrystal. In this case, the 
grain of interest is oriented vicinal to [100] (Fig. 6a). In the associated 
TIP (Fig. 6b) one ‘major’ high-intensity peak is returned at a well- 
defined low elevation, θ, (see also Fig. 5a), but where the azimuthal 
angle, φ, is poorly defined. In addition, multiple low-intensity ‘minor’ 
peaks will be returned with defined φ, but with poorly defined eleva-
tions resulting from both the banding in the TIP, and the physical limits 
of line-of-sight metrology at high elevation angles. In this case, vector 
matching with the low intensity peak (through rotations around the z 
and Y’-axes) will define a ‘tilt’ axis of the crystal relative to the micro-
scope. Subsequent rotations around this Z’’-axis will allow calculation of 
the angular minima between the model and topography vectors, 
exploiting the well-defined azimuthal angles and separations of the 
‘minor’ peaks. The inverse pole figures for the z, y, and x directions are 
shown in Fig. 6c for the extracted Euler angles resulting from EBSD 
(enlarged), and both the vector matching (VM), and best fit (BF) ap-
proaches. There is additional uncertainty in the IPF-y and x plots 
resulting from the manual alignment of the sample in both the SEM in 
which the EBSD data was acquired, and the optical microscope. 

This will typically only return a better result than the best fit 
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approach where there is one high-intensity peak with a well-defined 
elevation. Intuitively, this is limited to ≈[100]-oriented crystals where 
a large fraction of the surface area is normal to the microscope (i.e. flat) 
and easy-to-measure. For other orientations where the peaks occur at 
higher elevations, vector matching will typically return a less accurate 
result as, for the aforementioned reasons, our confidence in the peak 
elevation angle reduces at higher elevation angles. This was 

incorporated as a selection rule that is triggered when > 20% of the total 
intensity of the TIP occurs at an elevation < 20◦ (20 under 20). If this 
criterion is not triggered, then the best fit approach is used to index the 
topographic peaks. 

Fig. 5. Orientation extraction from etched single crystal surface topography. Topography intensity profile of a) [100] and b) [110]-oriented Al. Angular difference 
minimisation plots for the [100] (c) and [110] (d) oriented specimens, respectively. Center) IPF (z vector) showing the extracted orientations of all single crystal 
specimens colored to their position on the IPF, for both the vector matched and best fit approaches (see Fig. 4 for reference to [111]-oriented specimen). Recon-
structed crystal shapes for the [100]-oriented sample: e) vector matched, f) best fit, and for the [110]-oriented sample: g) vector matched, h) best fit, colored ac-
cording to their positions on the IPF (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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3.3. Orientation assessment over a planar surface 

In order to demonstrate this technique, a polycrystalline sample of 
large grained (but a commercial grade) Al-6082 was etched using the 
slot jet to reveal a relatively large measurement area (≈400 mm2), ac-
cording to the parameters outlined in Section 2.2 (Fig. 7a). Surface 
preparation time was 95 s, consisting of two etching passes (20 mm) 
along the machining y-axis offset by 9 mm along the x-axis. Theoretical 
etching depth was calculated from Faraday’s law to be 12.7 µm at these 
parameters in this material, which broadly corresponds with the 
measured depth for both passes (11.87 ± 0.85 µm, 12.99 ± 0.94 µm), 
shown in the mean depth profile from the unetched surface in Supple-
mentary Fig. 3. Intuitively in the overlap region, subjected to two 
equivalent etching passes, etch depth is approximately double the 
theoretical depth, which indicates that the extent of this overlap can be 
reduced for further large area etching routines. This central overlap 
region is shown in the relative surface height map in Fig. 7b, and the 
surface gradient map in Fig. 7c. Both maps are sampled at the mapping 
resolution of the topography orientation image (TOI), to facilitate pixel- 
wise analysis. 

EBSD was performed prior to etching as the depth removed was 
designed to be significantly less than the average grain size (mean 
diameter 675 µm, mean area 264,000 µm2), where the resulting z, y, and 
x projections of the IPF shown in Fig. 7d, corresponding to the red box in 
Fig. 7a. This dataset was considered as the ground truth against which to 
compare the topography orientation image (TOI), shown in Fig. 7e for 
the same IPF projections. 

A flow diagram showing the routine used to identify characteristic 
peaks from the TIPs is shown in Supplementary Fig. 4. No data is 
returned where only one characteristic peak can be identified from the 
TIP. Informed by Section 3.1, sampling areas of 12,100 µm2 (110 × 110 
µm) were used for orientation mapping, where data was sampled with a 
sliding window (step size 55 µm) to enhance apparent mapping reso-
lution. Here, two steps in x or y are required for a new sampling area to 
be completely independent of an initial sampling area. 

In addition to pixelwise orientation mapping, extracting grain- 
resolved microstructural information is desirable as it enables the sta-
tistical analysis of different microstructural factors including grain 

boundary character, orientation relationships, and grain shape param-
eters, all of which can influence the mechanical and functional proper-
ties of materials. To appraise the suitability of TOI towards this, grain 
shapes were extracted from the TOI data applying a misorientation 
threshold of 7◦ and removing small grains (< 5 pixels threshold). This 
was achieved after applying a median filter (1 nearest neighbor, 3 × 3 
grid) to the TOI data, where the resulting orientation map (IPF-z), with 
overlaid grain boundaries is shown in Fig. 8a (grains < 25 pixels not 
displayed). Full maps corresponding to the EBSD data, unfiltered, and 
filtered TOIs are displayed in Supplementary Fig. 6, with grain bound-
aries overlaid. 

Apparent color jumps can be observed in some of the grains in 
Fig. 8a, which is reflected in the kernel average misorientation (KAM) 
map of the same area (Fig. 8b), showing subgrain boundaries in some 
cases displaying a greater KAM value than the 7◦ misorientation 
threshold applied for grain discrimination. This implies there are fluc-
tuations in the calculated misorientation along a given grain boundary 
that prevent the satisfactory reconstruction of the discrete grains. This 
might be partially due to grain boundary artefacts, which might also act 
to reduce the misorientation gradient between adjacent grains and 
challenge their reconstruction. Fig. 8c shows the spread of grain orien-
tations within the extracted grains, where high magnitude spreads are 
associated with grains having noticeable color jumps in Fig. 8a and 
subgrain boundaries in Fig. 8b. Nevertheless, the boundary mis-
orientations, which can be associated with grain boundary character, 
can be extracted and plot (Fig. 8d), and these results can be aggregated 
over the entire TOI dataset (boundary misorientation distribution, 
Fig. 8e). 

Orientation-based approaches to grain discrimination could also be 
augmented by correlative microscopy. Concomitant optical microscopy 
is possible using most off-the-shelf topography measurement solutions 
(including the one used in this study). Thus, it is reasonable that prac-
tical application of TOI could be augmented by simultaneous conven-
tional optical imaging, where correlative measurements can be acquired 
without increasing measurement time or intervention. 

Fig. 6. Predicted topography profile and surface data comparison. a) Surface topography of an Al-6082 grain vicinal to [100]. b) The resulting TIP for this grain with 
the corresponding IPFs for the z, y, and x directions comparing the EBSD to both the vector matching (VM) and best fit (BF) approaches (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.). 
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3.4. Accuracy and sources of error 

The TOI allows the resolution of orientation, where the maps are 
comparable to the EBSD data; a caveat being that the results in the y and 
x projections are dependent on the relative in-plane rotation of the 
sample during both EBSD and topography data acquisition. In both 
cases, alignment in Fig. 7 was performed manually and thus there is an 
uncertainty, the magnitude of which is likely to be small (e.g. < 3◦) but 
is ultimately undefined. This source of error was reduced by registering 
the two datasets together prior to misorientation comparison, described 
in Section 2.3). 

The EBSD data (960 × 960 pixels) was binned to the same resolution 
as the TOI dataset (320 × 320 pixels) to allow direct pixelwise 

comparison. The two datasets were directly compared by calculating the 
misorientation between each given pixel, plot as orientation distribution 
functions for the z, y, and x projections (Fig. 9a), colored according to 
the misorientation map, which is shown alongside in Fig. 9b. There is a 
slight dependence of misorientation on the underlying grain orientation. 
Orientations vicinal to [001] tend to agree more with the EBSD data (i.e. 
return a smaller misorientation), while larger misorientations appear to 
be associated to orientations vicinal to [011]. This corresponds to the 
results observed in the single crystal study (Fig. 5e), which indicated the 
efficacy of characterization correlated to the number of characteristic 
peaks present in the TIP. 

This can be further demonstrated by segregating the misorientation 
map according to the magnitude of the Euler angle Θ extracted from the 

Fig. 7. Large area orientation mapping over a generated planar surface (≈400 mm2). a) Optical micrograph of a large area (≈400 mm2) planar etched surface of an 
Al-6082 polycrystal (topography data acquisition region denoted by red box). b) Average surface height for each measurement region (320 × 320 regions at 55 μm 
step size), showing the deeper central region where the overlap of the two parallel etching passes. c) The elevation (surface gradient) of each measurement region. d) 
EBSD maps (960 × 960 pixels) for the same Al-6082 polycrystal (prior to etching) colored for the z, y, and x IPF projections. e) Corresponding topographic orientation 
maps (320 × 320 pixels) for the same field of view colored to the same projections (data presented at 55 µm/pixel). HSV coloring used in d) and e) (For interpretation 
of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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TOI, shown in Fig. 9c–d for Θ < 20◦ and Θ > 20◦, respectively. For small 
Θ magnitudes (< 20◦), misorientation is lower than for larger magni-
tudes (> 20◦), broadly correlating with the expected presence of a high 
intensity peak at low values of Θ that aids the indexing step. At higher Θ 
angles, the topography the model returns a best fit between extracted 
peaks, which can be difficult to define due to the formation of artefacts 
such as rays across the topography intensity profile. 

The misorientation error with respect to EBSD was quantified with 
the aid of histograms, shown for the entire map, Θ 〈 20◦, and Θ 〉 20◦ in 
Fig. 9e and f, respectively. The mean misorientation value is 32◦ across 
the map, which is marginally lower for the Θ < 20◦ threshold (29◦) than 
for the Θ > 20◦ threshold (33◦), while the 90th percentile is 49◦ across 
the entire dataset. 

Areas of high misorientation appear to be localized over discrete 
grains in Fig. 9b–d. To investigate the origin of these errors, separate 
grains having high (> 45◦) average misorientations were investigated 
comparing the EBSD data with the TOI output. As such, grains arbitrarily 
named ‘1′ and ‘2’, were investigated given their high mean misorienta-
tion relative to EBSD (49◦ and 51◦, respectively), and their boundaries 
are displayed on the misorientation map in Fig. 10a (EBSD red, TOI 
black). Grain shapes extracted from Grain 1 and Grain 2 are shown in 
Fig. 10b and c respectively, where i) is the error map (extracted from 
Fig. 10a), ii-iii) the extracted grain shapes from EBSD and TOI respec-
tively. iv) Shows a characteristic TIP from a topography area within iii) 
and v) shows visualisations of the orientations returned by EBSD (red 
outline) and TOI (black outline). In both cases, the TOI results correlate 
well with the accompanying TIP, and thus the revealed etch facets at the 
surface (surface height maps shown in Supplementary Fig. 7). 

Considering the EBSD data as the ground truth, Grains 1 and 2 share 
similar orientations, where both are vicinal to [011] and separated by an 
in-plane rotation. This correlates with the higher error associated with 

[011]-vicinal orientations shown in the orientation distribution in 
Fig. 9a. For both Grains 1 and 2, the EBSD and TOI results are separated 
by an in-plane rotation of approximately 90◦ as indicated by the 
accompanying visualisations. Taken together, it is possible that the 
facets are forming on symmetrically equivalent {001} planes, the 
azimuthal directions of which are orthogonal in this projection. Never-
theless, despite returning a lattice direction that is orthogonal to EBSD, 
even in this high-error case, TOI can adequately return the grain 
‘texture’ in the normal direction, although the IPF coloring in the cor-
responding x and y projections are essentially inverted with respect to 
the EBSD. 

Indexing quality can also become poorer in the vicinity of a grain 
boundary, particularly through the superimposition of TIPs when sam-
pling topographies over a grain boundary. As this method relies on the 
ability to accurately extract peak positions from the TIPs, it is vulnerable 
to instances where a sampling region falls over a grain boundary. 

This effect is shown in Fig. 11, where an area of topography over a 
grain boundary is sampled, with the boundary running approximately 
vertically in the center of the field of view (i.e. a bi-crystal region). The 
corresponding TOI of this region (Fig. 11b) indicates the existence of a 
≈[110]-oriented region at the boundary between the two grains. Both 
grains (arbitrarily named ‘i’ and ‘ii’) return characteristic TIPs (Fig. 11d) 
that allow their orientations to be indexed, however as their dominant 
peaks are azimuthally separated by ≈180◦, the superimposition of their 
patterns challenges the accurate indexing of the boundary region 
(Fig. 11e), resulting in orientations vicinal to [110] occurring as a 
discrete vertical band between the two grains, which is (erroneously) 
reflected in the corresponding TOI in Fig. 11b. This was confirmed by SE 
imaging of the boundary region (Fig. 11f, field of view inset Fig. 11c 
middle), where the exposed etch facets appear to correlate with the TOI- 
indexed crystal shapes for Grains i and ii, shown in Fig. 11e. This type of 

Fig. 8. Processing TOI data can allow grain reconstruction and extraction of grain properties. a) Orientation map (IPF-z), with boundaries overlaid of grains 
reconstructed from the TOI data using a 7◦ misorientation threshold (grains < 25 pixels not displayed). Orientation map constructed after applying a median filter (1 
nearest neighbor, 3 × 3 grid). b) Kernel average misorientation map, c) grain orientation spread, and d) grain boundary misorientations of the same field of view as 
a). e) Histogram showing the aggregated grain boundary misorientations over the entire TOI dataset (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.). 

A. Speidel et al.                                                                                                                                                                                                                                 



Acta Materialia 265 (2024) 119604

12

artefact could be reduced by adapting the data processing method [45], 
for instance comparing the TIPs with a dictionary of simulated patterns 
(including bicrystal patterns), or by giving a weighting to certain peaks 
based on their relative intensity (Supplementary Fig. 8), in addition to 
retrospectively considering peaks extracted from neighbouring fields of 
view. 

3.5. Orientation mapping over complex features 

A key advantage of topographic measurement is that the data 
acquisition is, by design, robust to changes in surface geometry over a 
given analysis region. Given that etch facet micro-topographies are 
dictated by the underlying crystalline orientation, they are broadly in-
dependent of the longer wavelength macroscale surface topography. 
Accordingly, orientation extraction should be robust to changes in sur-
face geometry. This implies that a flat measurement surface is not 
required; any arbitrary surface geometry can be analyzed and orienta-
tion information can be extracted, so long as i) topography data can be 
acquired from the surface, noting the line-of-sight nature of optical 
metrology, leading to a sensitivity towards high surface gradients, and 
ii) the macro-topography wavelengths associated with the surface ge-
ometry can be adequately separated from the etch facets. 

To test this hypothesis, we exploited the capability of the electrolyte 
jet machine tool to mill out a complex geometry pocket in a polycrystal 
sample (setup shown in Fig. 12a). This was achieved by varying the feed 
rate of the nozzle during etching to vary the effective areal charge 
density that dictates the etch depth, rather than changing the surface 
current density, which can alter the length scales of the etch facets [25]. 
Fig. 12b shows a reconstruction of the resulting surface with super-
imposed with areal charge density values. Fig. 12c shows a recon-
struction of a typical section of an etched measurement area, which has 
an associated longer wavelength form, indicated by the extracted least 
squares plane (Fig. 12d). The surface normal of this plane is used to 
define the elevation (i.e. the surface gradient) of a given measurement 
region. Fig. 12e shows an optical micrograph of the region of interest of 
the etched surface indicated by the dashed box in Fig. 12b, and the 
corresponding TOI is shown for this region in Fig. 12f. This allows the 
observation of grain orientations despite the differing surface height 
(Fig. 12g) and elevation (Fig. 12h) of each measurement area. 

The ability to measure orientation over non-planar surfaces poses an 
interesting challenge, namely that more than one orientation can be 
considered: i) the orientation of the crystal relative to the microscope 
reference axis, and ii) the orientation of the crystal relative to the normal 
of the measured surface. In this study, we have presented the former 

Fig. 9. Misorientation between TOI and EBSD datasets. a) EBSD orientation distribution function colored according to the misorientation with the TOI for the z, y, 
and x projections (see (b) for coloring). b) Misorientation map comparing EBSD to the TOI (raw unfiltered data). d) Heat map showing the difference in Euler angle Θ 
between EBSD and the TOI. e) EBSD orientation distribution function colored according to the misorientation with the TOI for the z, y, and x projections (see (c) for 
coloring) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 

A. Speidel et al.                                                                                                                                                                                                                                 



Acta Materialia 265 (2024) 119604

13

Fig. 10. Comparative study of high error (> 45◦) grains. a) Misorientation map with two high error grains outlined (EBSD red, TOI black). Grain 1 b) (49◦ error) and 
Grain 2 c) (51◦ error): i) Error map extracted from a) as the convex hull of the TOI grain shape. ii) EBSD (red outline) and iii) TOI (black outline) grain shapes, 
respectively. iv) TIP calculated from a representative area of topography in iii). v) visualization (z projection) of the resulting crystal shapes calculated from EBSD and 
TOI (red and black outlines, respectively), colored according to the mean orientation (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.). 

Fig. 11. Superimposition of grains can complicate grain indexing from TIPs. a) Topography field of view showing Grains ‘i’ and ‘ii’, with three sampling areas of 
interest (AOIs). b) TOI of the approximate area shown in a). c) Topographies of the AOIs shown in a) and d) the corresponding TIPs for these AOIs. The middle TIP is 
the superimposition of the Grains i and ii. e) crystal shapes corresponding to the orientations extracted from the TIPs. f) Secondary electron micrographs of Grain i 
(top), the boundary area (middle, also inset in the topography AOI in c), and Grain ii (bottom) (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 
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(Fig. 12f). However, this may not always be the best approach. As an 
extreme example, consider orientation measurement of etched grains 
around the entire outer circumference of a pipe section; in this case the 
orientation with respect to the surface normal will likely yield more 
valuable information. 

It is anticipated that methods incorporating TOI routines could find 
use as part of a low-intervention materials characterization approach or 
diagnostic tool on the factory floor that can be implemented indepen-
dently of sample size. To demonstrate this opportunity, a sample of Al- 
alloy was processed with single laser tracks to melt the surface according 
to the parameters listed in Section 2.1 to simulate a weld. 

This was selected as a commonly used manufacturing process that 
has an obvious and significant effect on the local microstructure, surface 
geometry, and surface chemistry. As such, it presents a challenging 
materials characterization subject. Parts that are laser welded or laser 
heat treated typically require quality control or further assessment, 
depending on the nature and target application of the part. While there 
are different non-destructive methods to characterize the density of 
welds and the presence of defects including cracks and pores [46], 
appraising the microstructure remains a challenge without postmortem 
examination (e.g. after sectioning). In addition to altering the micro-
structure, welding processes also typically change the local surface 
height through the generation of a weld bead, particularly where a filler 
material is used. They may also change the surface chemistry (e.g. 
through oxidation), especially in cases where it is difficult to control the 
degree of shielding. Taken together, these factors present a character-
ization challenge to which TOI has been applied, in this case to observe 
orientation relationships between adjacent grains outside of and within 
the laser-processed fusion zone, without sectioning the sample. 

Fig. 13a shows an optical micrograph of an Al-alloy sample that has 
been processed with three single laser scan tracks (20, 60, and 100 mm/ 
s, scanned left to right) and subsequently etched using the setup. These 
laser parameters are expected to form columnar grains [47]. The 

resulting TOI orientation maps are shown in Fig. 13b for the z and y 
directions. A clear textural difference can be identified within the fusion 
zones of all the laser scan tracks. The mean heights of each pixel are 
shown in Fig. 13c, across a total height range of 0.13 mm. In addition, 
the mean elevation (surface gradient) of each pixel is shown in Fig. 13d. 
High magnitude surface gradients (up to 58◦) associated with the weld 
beads are apparent, representing a challenging surface for materials 
characterization. 

A small subsection of this data was the subject of further study. The 
area of interest, which spans a fusion boundary corresponding to the 
100 mm/s track, is marked by the red box in Fig. 13a. The topography 
associated with this area of interest is shown below center, with four 
marked regions (200 × 200 µm) corresponding to four discrete grains 
(arbitrarily named i-iv). Grains i and iii fall outside of the fusion zone and 
grains ii and iv fall within the fusion zone. Here, grain i is adjacent to 
grain ii and grain iii is adjacent to grain iv. The limit of the fusion zone 
can be determined by the discrete approximately horizontal line span-
ning the width of the area of interest (marked with arrows). The 
topography, corresponding TIP, and the resulting crystal shape associ-
ated with the output orientation are shown in Fig. 13e–h for grains i-iv 
respectively (colored according to the IPF key). 

While grain i is adjacent to grain ii, the relative misorientation, ΔG, 
between the two grains is high (42◦) and it might be concluded that 
grain i is unlikely to be the ‘seed’ grain in this case. If it is assumed that 
crystal growth during solidification occurs along the 〈100〉 directions in 
fcc materials [48,49], it could explain the high misorientation as there is 
no apparent [100] direction parallel (or close to parallel) to the expected 
grain growth direction that would be anticipated from the laser scan 
path. The relationship between grains iii and iv is much closer, with a 
relative misorientation of 13◦ This might be intuitive, given a [100] 
direction appears to align more closely with the expected direction of 
grain growth. On balance, this could indicate that grain iv has been 
seeded from grain iii. 

Fig. 12. Orientation measurement over different surface depths. a) A vision for a numerically controlled etch platform with integrated metrological capability. b) 
Reconstruction of the surface created using the electrochemical jet machine tool to create measurement areas at different surface depths, corresponding to areal 
charge density. Measurement area denoted by dashed box. c) A surface area (3000 μm2) showing etch facets and d) the least squares plane of c). The surface gradient 
of the field of view is taken as the normal vector of this plane. e) Optical micrograph of etched global measurement area. f) Topography orientation image (z- 
projection) of the global measurement area in e) alongside the relative height (g) and elevation (h) of each measurement area (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.). 
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3.6. Extracting orientations from different alloys 

Characteristic faceting behavior is not fixed for a given crystal sys-
tem. For example, while the slow etch directions, thus the topography, 

of Al follow 〈100〉, other fcc materials like Ni facet along the 〈111〉 di-
rections when exposed to identical electrochemical jet etching treat-
ments [25,33]. The resulting exposed (111) planes are offset from the 
unit cell orientation by a z-rotation of 45◦ To validate the applicability of 

Fig. 13. Orientation measurement over weld track artefacts. a) Optical micrograph of a laser processed Al-alloy sample (red box outlines area of interest for study in 
e-h). b) TOIs for the z and y directions for this field of view with accompanying color key. c) Surface height map calculated from the mean height of each pixel in b). 
d) Surface gradient map calculated from the mean elevation of each pixel in b). e-h) Region of interest, TIP, and resulting crystal shapes corresponding to grains i-iv. 
Center) area of interest shown in a) with regions corresponding to grains i-iv) outlined in red (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 

A. Speidel et al.                                                                                                                                                                                                                                 



Acta Materialia 265 (2024) 119604

16

the methodology towards different faceting behavior, the approach was 
adapted to study a sample region of commercially pure Ni. In this case, a 
region of this material was etched and measured using CSI, detailed in 
Section 2.1. The surface topography dataset of the measurement area is 
shown in Fig. 14a, alongside the z projection of the resulting EBSD data 
corresponding to approximately the same area (Fig. 14b), and the 
resulting topography orientation image (z projection) extracted from the 
surface height map (Fig. 14c). 

The TOI was generated with a 98 × 98 μm sampling region and 
oversampled with a 24.5 μm step size. To generate the TOI in Fig. 14c, 
TIPs were constructed in an identical manner to Al, but were matched 
against a vector set corresponding to the face normals of the (111) 
crystallographic planes. The final Φ2 Euler angle was composed of the 
matched Φ2 angle and an additional rotation of 45◦ to account for the 
difference between the (111) planes and the unit cell. 

A comparison was performed between the topography method and 
EBSD for three different sampling areas, corresponding to the red boxes 
in Fig. 14a and the black boxes in the EBSD data (mean orientation, 

Fig. 14b). Topography sampling areas are shown in Fig. 14d-f (column 
i), with the resulting TIPs for each sampling area (column ii), and 
orientation visualisations (including the constructed (111) planes) 
extracted from the topography method (column iii). The equivalent 
crystal shape orientation visualisations from the EBSD data (calculated 
as the mean orientation within each black box area in Fig. 14b) are given 
in column iv, where both sets of visualisations are colored according to 
the IPF. The misorientation between the two datasets, ΔG, is shown 
between, ranging from 11◦ - 30◦

Interestingly, orientations closer to [100] and [110] (Fig. 14e and f) 
return lower misorientation with EBSD than the grain closer to [111] 
(Fig. 14d); this is similar to Al, despite the fact that low angle etch facets 
are flatter and typically easier to measure by metrological methods. This 
can also be observed by comparing the maps in Fig. 14b and c. This can 
be partially explained by observing the TIP in Fig. 14dii, which indicates 
that the surface is dominated by large area facets of a single orientation 
that leads to a very high intensity low angle peak. This obfuscates the 
identification of secondary peaks and therefore challenges the indexing 

Fig. 14. Orientation measurements in Ni. a) Surface height map (CSI data) of the measurement area (red boxes indicate areas of interest). b) EBSD map (IPF-z) of the 
approximate area in a), with c) the accompanying TOI extracted from the surface height map. d-f) Column i) different topography areas of interest outlined in a), ii) 
the corresponding TIP extracted from each area of interest, iii) a crystal shape visualization of the extracted orientation through the TOI method, and iv) crystal shape 
visualization of the EBSD extracted orientation (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.). 
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process. This effect might be reduced by modifying the etching param-
eters for this material in order to generate finer facets with more sec-
ondary directions. 

4. Conclusions and future perspectives 

To conclude, we have coupled a numerically controlled production 
line compatible electrochemical machine tool with automated surface 
topography measurement to selectively etch materials of high symmetry 
(≥ order 24) and characterize the resulting topographic etch response 
under ambient conditions. From these large area topographies (up to 
400 mm2), we have acquired orientation information pertaining to the 
underlying crystalline grains. We have demonstrated that standard grain 
segregation routines can be applied to the collected datasets to yield 
microstructural data like grain shape parameters, local texture, and 
grain boundary misorientation distributions. These are understood to 
affect the functional and mechanical properties of materials and are 
therefore will be valuable for manufacturers if such data can be collected 
on the factory floor. In addition, we have indicated that our measure-
ment approach is robust to differences in surface height and differences 
in surface gradient (up to 58◦ tested on the simulated weld tracks in this 
study). This opens a new route through to non-destructively assessing 
grain orientation over complex surfaces, without needing a flat mea-
surement surface, noting that high-value parts typically have complex 
geometries by design. 

We have characterized the spatial resolution limits and orientation 
accuracy using our approach against EBSD; these are defined by our 
ability to create and measure etch facets over a surface. The accuracy of 
our method is sensitive to the determination of peak positions, corre-
sponding to aggregations of similarly oriented etch facets, in the 
extracted intensity data. Due to the line-of-sight nature of optical 
topography analysis, our ability to accurately measure these peak po-
sitions reduces at higher facet slope angles. This is reflected in the 
misorientation between our results and EBSD, which is smaller where 
there are dominant peaks at low elevation angles, for example in Al 
grains vicinal to [100]. The mean misorientation error between TOI and 
EBSD was 31◦ over a large area dataset (400 mm2). Instances of high 
error were investigated indicated to be caused by certain grain bound-
aries and in some cases are understood to result from preferential 
etching along symmetrically equivalent planes. 

The TOI method is currently limited to materials with grain sizes of 
approximately 100 μm and above, more sophisticated data processing 
routines might be able to deconvolute different sets of characteristic 
peaks from the same TIP, where two differently oriented grains are 
sampled in the same sampling area. For example, grains finer than the 
spatial resolution limit could be resolved by sub-diving each topography 
field of view and then comparing the TIPs acquired from each sub- 
division to one another (Supplementary Fig. 8). By indexing the co-
ordinates of the highest intensity peaks from within each subdivision, it 
should be possible to resolve grain boundaries beyond the spatial reso-
lution required for crystallographic orientation indexing (where > 1 
peaks are required). This could be compared to adjacent topographic 
areas to concatenate regions of high similarity, thus generating the 
necessary surface areas to allow orientation indexing. 

Further improvements could be made by altering the TIP, for 
example applying correction factors to distort the data at high elevation 
angles, similar to fisheye correction in image processing. Alternative 
approaches, for example dictionary-based indexing [50] have been 
applied to both EBSD and DRM data [51] to improve indexing results. 
Given the similarities between the DRM directional reflectance profiles 
and the TIPs presented here, it is likely that the adoption of similar 
approaches will enhance topographic orientation imaging. The selec-
tivity of the etching process itself could also be adapted to reveal 
alternative crystallographic planes by adding various ‘capping’ agents 
[52,53]. This would provide a more robust result as it would allow 
sequential resampling of the same material and would allow the 

correlation of different etch facets of the same crystal. This should make 
TOI more robust to instances where high elevation angle facets are 
generated, and also reduce high magnitude errors resulting from 
matching with symmetrically equivalent planes, shown in Fig. 10. 
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