Modelling Fringe Projection Based on Linear Systems Theory and Geometric Transformation
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Abstract. Fringe projection measurement techniques offer fast, non-contact measurements of the surface form of manufactured parts at relatively low cost. Recent advances in fringe projection have reduced measurement errors from effects such as multiple surface reflections and projector defocus. However, there is no standardised calibration framework for fringe projection systems and an uncertainty estimation of surface measurements is rarely carried out in practice. A calibration framework for estimating spatial frequency-dependent measurement uncertainty built on solid theoretical foundations is required. To move towards traceable surface measurement using fringe projection techniques, we are developing a measurement model to accurately predict the captured image and include all major uncertainty contributors, i.e. a virtual fringe projection system. The first step of the model is to calculate the optical field distribution using the three-dimensional optical transfer function of the projector. Next, a camera image is built up using a ray-tracing model to probe the optical field distribution at the measurement surface boundary. The results are compared to an experimental fringe projection system. The intention is to use this model within a Monte-Carlo framework to move towards estimating the uncertainty at each point-cloud data point.

Introduction

Fringe projection is a three-dimensional optical measurement technique that measures surface topography and geometrical dimensions of a part and has seen increased use in the aerospace, automotive and medical industries [1, 2]. Fringe projection offers relatively fast measurements in the form of high-density point clouds using relatively cost-effective components: a camera and a projector. A pattern is projected onto a measurement surface. The camera, offset from the projector records the image of the projected pattern, which has become distorted due to the surface geometry. The image is decoded to give correspondence between the reference frame of the camera and the projector, allowing points to be triangulated between the images. Many different fringe projection techniques exist which project different patterns, all optimised for specific measurement scenarios [3, 4].

Unlike conventional contact measurement methods, e.g. coordinate measuring machines (CMMs), there is no standardised calibration framework for fringe projection systems. Uncertainty evaluation of fringe projection surface measurements is rarely carried out in practice, restricting the use of this technique in manufacturing industry. The dependence of fringe projection measurements on surface characteristics, e.g. optical properties and topography, makes current calibration methods given in ISO 15530 part 1-3 [5] (for contact CMMs) unsuitable for fringe projection. Also, it is unclear how to apply the calibration approach in ISO 25178 [6] for areal surface topography measuring instruments.

Current work on fringe projection systems focuses on limiting the magnitude of certain artefacts, such as global illumination, multiple surface reflections [7-9]. However, few authors quantify the influence of these artefacts on the measurement outcome. This quantification process is difficult in fringe projection systems; any process that alters the intensity of light scattered/reflected from the measurement surface and recorded by the camera will alter the measurement outcome. A rigorous mathematical model is missing that includes the large number of influence factors that can alter the measurement outcome. The model must also work over a large range of measurement scales, since fringe projection systems operate from millimetre-range surface topography measurements [10, 11] to larger scales of metres and above [12].

Previous attempts to simulate fringe projection have been limited to geometrical optics only, ignoring diffraction and surface effects. Surface optical characteristics strongly influence the
measurement outcome [13-15], yet there is no quantitative method for determining the influence of an object’s optical characteristics on the final image. Ray tracing is a popular method to simulate complicated scenes but is typically time consuming and does not naturally contain diffraction effects [16]. Recently, there has been some progress in using linear systems theory to understand and model optical surface topography instruments [17-19]. These instruments tend to work at smaller scales, where the numerical aperture (NA) is large enough that diffraction effects are significant within the working measurement volume. Previously, a 2D instrument transfer function was used to characterise the spatial resolution of a fringe projection system [15]. The instrument transfer function was valid with the assumption that the change in surface height was much smaller than the working distance of the camera, and the amplitude of the surface spatial frequency components were smaller than the linearity surface height limits. In this paper, under the assumption of projector shift-invariance and Lambertian scattering, we combine a geometrical and linear systems model to model a fringe projection system.

Method

3D linear filter. The projector in a fringe projection system forms an image of, e.g. a 2D grating pattern, onto the surface of an object. Not all objects of interest fit entirely within the depth of focus of a projection system. Therefore, it is important to know the intensity distribution of the projected pattern in the 3D volume. In this work, we attempt to use 3D imaging theory to model the imaging process in a fringe projection system. Under linear systems theory, the intensity distribution at position $r$ in the projection volume $I_{\text{out}}(r)$ can be described as

$$I_{\text{out}}(r) = I_{\text{in}}(r) \otimes h(r), \quad (1)$$

where $I_{\text{in}}(r)$ and $h(r)$ are the input intensity distribution and point spread function respectively. The Fourier transform of Eq. (1) gives

$$\bar{I}_{\text{out}}(k) = \bar{I}_{\text{in}}(k) \times H(k), \quad (2)$$

where $k$ is the spatial frequency vector. Assuming the projector is a shift-invariant and incoherent system, its optical transfer function (OTF), given by $H(k)$, is similar to that of a microscope [20].

If the volumetric intensity distribution of the fringe pattern can be predicted using Eq. (1) and the location of the surface is given, light reflected from the surface can be calculated. To simplify the surface scattering problem, a Lambertian surface that scatters uniformly in all angles is assumed. By further assuming the surface is located within the depth of focus of the camera, the image of the fringe pattern recorded by the camera can be calculated by considering the camera modulation transfer function (MTF) and the perspective of the camera.

Geometrical transform. A geometrical transformation ($\Xi$), is applied to the output field distribution that first expands the output distribution uniformly, then compresses or stretches the distribution in the lateral position $(x, y)$ as a function of the axial position $z$. The geometrical transformation $\Xi$ is chosen so that $I_{\text{out}}(r)$ resembles that of a projection system. The expansion is given by

$$r_M = \Xi r, \quad (3)$$

with $\Xi$ given by

$$\Xi = \begin{pmatrix} M^2z & 0 & 0 \\ 0 & M^2z & 0 \\ 0 & 0 & M \end{pmatrix} \quad (4)$$
where $M$ is the global magnification of $I_{in}$. For the total intensity of $I_{out}(r)$ across successive planes perpendicular to the optical axis to remain constant, $I_{out}(r)$ decreases proportional to the increase in successive plane area.

With the assumption that the scene remains fully within the depth of focus of the camera and that scattering is Lambertian the surface intensity values can be mapped directly to camera pixels to create $I_{cam}(u,w)$. A simple ray tracing algorithm maps surface intensity values to the corresponding pixel. The same algorithm is used to establish occlusions in the projector field of view.

**Experimental.** A number of images were taken using a simple fringe projection system. Fringes were generated on a Raspberry Pi, projected using an Optoma HD142X projector and captured using a Nikon D3500 camera in a thermally stable environment (within 1°C change). The laboratory wall was used as a flat plane target as it is a relatively flat, white, Lambertian surface that filled the projector field of view. A set of 20 mm diameter optical spheres were also used as a target. The optical spheres are $\text{Al}_2\text{O}_3$ balls with a matte finish, designed to be Lambertian. All images have been manually cropped to remove scenery and converted to grayscale.

**Simulation.** Two scenes were simulated that created the same features that are found in the experimental images. For the projector, NA = 0.2 and the projector image contains 800×450 pixels. The intensity distribution $I(r)$ sampling resolution is 800×450×512. The sample distance for $I_{in}(r)$ is set to 2 nm in $(x,y)$. The model is run in MATLAB 2018b, on a computer with 32 GB of memory, Intel Xeon W-2123 with a clock speed 3.6 GHz. Each simulation took approximately 30 s.

**Results and Discussion**

Fig. 1 shows fringes projected onto a sphere artefact. The fringes look curved in the camera perspective due to the form of the spheres. There is some specular reflection on the spheres and part of the spheres are occluded from the view of the projector. A sphere located in the back right corner is out of focus of the camera. The simulation of a similar scene is shown in Fig. 2, where a single sphere is simulated that increases its radius from 0.08 m to 0.12 m and 0.16 m. The curved fringes found in Fig. 1 are also present in Fig. 2. The specular reflection is not present because the surface is assumed to be Lambertian. Fig. 2 provides evidence that the model is capable of simulating the change in pattern due to surface topography.

![Fig. 1](image-url)
Fig. 2. Model scene of a sphere of increasing radius of 0.08 m, 0.12 m, 0.16 m for (a), (b) and (c) respectively. Configuration is shown graphically in (d).

The dashed line represents the optical axis and the dotted line is the projector focal plane. Scale bar in (a-c) is 0.62 m.

Fig. 3 shows another image taken where the projector is placed at distances 1.23 m, 0.89 m and 0.66 m from the surface, with the surface and camera position fixed. In Fig. 3, the surface undergoes a magnification. Fig. 3(c) the surface is no longer located in the depth of focus and becomes blurred.

Fig. 4 shows a simulation of a scene that includes a surface that is both in and out of focus. The surface closest to the projector (right) is brighter and compressed compared to the surface that is furthest away (left). Fig. 4 shows that the model presented here can qualitatively recreate the effect of focus and magnification found in a fringe projection system, which cannot be done using a two-dimensional linear model or a geometrical model only.

Fig. 3. (a-c) images of a proceeding projector with camera and surface static, with (c) being the furthest distance from projector to surface and (a) being the closest. Configuration is shown graphically in (d). The scale bar represents a length of 64 cm on the surface.
Fig. 4. Model scene of a surface placed at 45° to the optical axis of the projector. The downward arrow and scale bar in (a) represent the projector focal plane location and a distance of 0.66 m respectively. Configuration is shown graphically in (b), with the dotted line representing the focal plane of the projector.

Conclusion

We have modelled fringe projection by combining 3D imaging theory with a geometric transformation. The preliminary results show that projection image distortion caused by surface topography and diffraction effects can be described by this model. Qualitative agreements with experiments were achieved. The potential advantage of this modelling approach is the inclusion of surface scattering/diffraction effects and using the OTF as a metric to evaluate and compare the performance of competing fringe projection systems. In future work, surface-light interactions will be included within the model. The model will continue to be developed for use in a Monte-Carlo framework that can evaluate uncertainty in fringe projection systems.
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