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Energetically efficient learning in neuronal networks
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Abstract

Human and animal experiments have shown that acquiring
and storing information can require substantial amounts of
metabolic energy. However, computational models of neural
plasticity only seldom take this cost into account, and might
thereby miss an important constraint on biological learning.
This review explores various ways to reduce energy re-
quirements for learning in neural networks. By comparing the
resulting learning rules to cognitive and neurophysiological
observations, we discuss how energy efficiency might have
shaped biological learning.
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Introduction

Metabolism is central to biology. Survival requires
collecting sufficient amounts of energy, and once ob-
tained, spending it carefully. In humans, the brain is the
most energy-consuming organ per weight, after the kid-
neys. [t consumes about 20W, the same as a dim light bulb.
While locally brain energy consumption can double when
neural activity is high [1], globally consumption appears
fairly constant, even during sleep [2]. In comparison, cy-
clists can produce a peak power of about 1 kW — ten times
the resting whole-body metabolism. So while the brain
consumes a moderate amount, it does so incessantly. It
therefore makes sense that animals would seek to reduce
their brain’s energetic needs. On short time scales neural
processing adapts depending on current energy reserves,
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e.g. Refs. [3,4], while on long timescales evolutionary
pressure can improve the brain’s energy efficiency, for
instance by minimizing wiring length [5].

Energy efficiency is now widely seen as a neural design
principle [6,7]. A number of physiological phenomena,
that would be counter-intuitive otherwise, can be un-
derstood from an energy perspective. For instance,
synaptic release is unreliable, thereby introducing noise
in neural processing. However, it has been argued that
unreliable release is energetically beneficial [8,9]. As
another example, neural codes are typically sparse, so
that a given stimulus only activates a small fraction of
neurons. While computationally a dense code would
have a higher information capacity, sparse codes maxi-
mize the information capacity per energy [10]. Thus
energy efficiency considerations provide a unifying
explanation for disparate findings.

The metabolic cost of learning

More recently the metabolic cost of learning has been
added to the brain’s energy budget, see Ref. [11] for a
recent review. Experiments in Drosophila indicate that
already for simple tasks these costs are substantial. In
Mery and Kawecki [12] flies were exposed to a condi-
tioning protocol and learned to associate an odor to a
mechanical shock, so that the odor would subsequently
be avoided. After the protocol, all feeding was stopped
and the time to die from starvation was measured. It was
found that the conditioning substantially reduced the
lifespan. After controlling for increased energy con-
sumption after exposure to just unconditioned or
conditioned stimuli, which for instance could increase
motor activity or stress level, the decrease in lifespan
was still some 20%. Likewise, if instead the flies were
not starved, they binged on food intake right after
learning [13,14]. The energy associated with learning in
these experiments was estimated at some 10 m]J per bit
of stored information, 6 orders of magnitude more than a
modern computer solid-state drive [15].

In mammals, starvation experiments are less common
for ethical reasons, but there are hints that high glucose
availability improves memory [16,17], and experiments
are starting to reveal an intimate link between meta-
bolism and memory, e.g. Ref. [18]. In humans, there is
evidence, mainly in children and elderly, for a link be-

tween energy availability and memory, for a review
see Ref. [19].
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The high energy costs of learning suggest that animals
try to learn while expending as little energy as possible
and that it would be beneficial to study how efficiency
has shaped biological learning. Ideally, performance
measures such as learning speed, capacity, or retention
would be unaffected, but typically one would expect a
trade-off between efficiency and performance.
Currently, however, most computational studies pose no
limit on plasticity or its energy costs.

A synaptic plasticity energy model

It is unclear why learning is metabolically so demanding,.
Learning could be demanding on the synaptic level,
cellular, or organism level. The biophysical cost of syn-
aptic plasticity in mammals was first estimated by
Karbowski [20], who found protein phosphorylation to
be the largest consumer, far exceeding cost estimates for
protein synthesis, transport, and costs such as actin
thread milling. It was estimated at 3 x 1()6ATP/synapse/
min. However this still amounts to a relatively small
amount of energy, some 10% of the total energy in a rat
brain [20]. Moreover, phosphorylation is more charac-
teristic of inexpensive, early-phase long-term potentia-
tion (LTP) than of the expensive late-phase L'TP (see
below). So a large amount of energy use remains unac-
counted for [15].

To make progress we assume that the energy re-
quirements are dominated by synaptic plasticity. A
parsimonious model of energy M accumulates the
amount of synaptic changes over time # and over syn-
apses 7.

M = 3 |wi(z+1) — w;(7)].
1

A more general variant includes a power «, such that
M =", ;lwiz+ 1) — wi(2) |*. For instance, in the limit «
— 0, it counts the number of synaptic updates, irre-
spective of size [21,22]. Note that the model ignores
any synergistic or competitive interactions across syn-
apses or across time. These likely exist, but have not
been quantified.

While energy efficiency likely pervades many forms of
learning, to examine efficiency we focus here on an
artificial task, the MNIST digit classification task,
trained with the well-known ‘back propagation of error
algorithm. While this task is somewhat artificial, it is a
staple machine-learning benchmark and one can draw
on an extensive literature that has explored this task,
albeit in the absence of energy considerations.

Briefly, in the MNIST task, one is provided with a set of
60,000 images of handwritten digits (0.9), as well as the
digit that each image is supposed to represent, i.e. the
class label. The network has ten output units. The
desired goal of the network is that each input image

activates its corresponding output unit, while the other
output units remain silent (one-hot encoding).

When training the network, samples are provided one by
one (for biological realism we do not consider batching),
and the output of the network is calculated. This output
is compared to the desired output using a (surrogate)
loss function such as a mean squared error loss or a cross-
entropy loss, Figure 1 top. The loss function and its
derivatives with respect to each synaptic weight are
calculated. Each weight is then updated with an amount
proportional to the derivative, a procedure known as
gradient descent. Performance is periodically evaluated
during training by testing the accuracy of a subset of the
data that was kept aside. The presentation of samples
and updating of the weights is repeated until a desired
accuracy is reached.

Using this setup we explored various strategies to save
energy. That is, can we reach the same accuracy on the
task using less energy? We describe three methods to
save energy that we recently developed. The first two
sparsify plasticity [23,21], while the third one relies on
switching between different forms of plasticity [22].

Saving method I: skip over correct samples

As soon as a training sample activates the target output
unit more than the other output units, the sample is
classified correctly. However, because the standard
neural network training scheme minimizes the loss
function described above and not the number of errors,
correctly classified samples will still cause synaptic up-
dates in the network. While updating the weights for
correctly classified samples leads to robust decision
boundaries, it is energetically inefficient. From the ma-
chine learning literature, it is known that is not neces-
sary to modify the synaptic weights on every sample,
although knowing which samples to skip is not triv-
ial [24,25].

In line with this, people tend to pay particular attention
to errors when learning. Performance improves when
feedback is provided following an error. Error feedback
elicits a large negative deflection in the voltage in the
electroencephalogram signal (EEG). The larger the
EEG signal, the more that memory item improves
[26,27]. Meanwhile, feedback on correct responses has
little effect on learning [28]. We hypothesized that
blocking plasticity on correct examples could save
energy and maintain performance.

The first saving method [23] only learns when the
sample is misclassified and skips over samples that are
correctly classified, Figure 1bottom row, left. This by
itself leads to good training performance, but general-
ization performance is poor and fragile, because it finds
decision boundaries that run close to the data points
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Ways to reduce energy requirements of synaptic plasticity. Top: Traditional neural network training on a classification task. Input images are provided and
all synapses (circles) are modified on every sample until the output closely matches the target output.

Bottom row: Three methods to save plasticity energy. Left: by blocking plasticity for correctly classified inputs. Middle: by restricting plasticity to a subset of
synapses. Right: by combining metabolically inexpensive transient plasticity with expensive persistent plasticity. For conciseness, the input layer neurons

and synapses are not shown on the bottom row.

from the training set. With a tweak, better generaliza-
tion is achieved at only little extra energetic cost,
namely by not only training on the samples that are
currently incorrect but also those that were ever incor-
rectly classified in the past. In line with this, it was
shown that currently correct but previously incorrect
memory items evoke a larger EEG response than always-
correct items, and similar to incorrect items [27].

How much energy can be saved with this method, de-
pends on the size of the data set relative to the task
complexity. For standard MNIST, this method used

2.2 x less energy (as defined above) than an equivalent
backprop network, irrespective of the network size [23].
But when the data set is large, for instance, because data
augmentation was used, one can skip over many more
samples. For instance, for the EMNIST dataset
(equivalent to MNIST but with 4 times more data [29])
savings increased to 8.4 x . The reason for using large
data sets is that they lead to better performance.
Interestingly, because the algorithm automatically
cherry picks the data it learns from, the benefit of using
larger data sets is preserved under this method, despite
ignoring many samples.
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How might such an algorithm be implemented in the
brain? We suggest that plasticity is gated by error signals,
so that little or no learning takes place when the
response of the animal is correct. We suggest that the
hippocampus could play a key role. The hippocampus is
a medium-term storage buffer that allows for off-line
learning, for instance during sleep replay. We propose
that it preferentially stores data that is in conflict with
the current knowledge framework, guided by conflict
monitoring in the prefrontal cortex [30].

As an aside, the method is also of use for machine
learning practitioners. While skipping over correct
samples increases the number of cycles over the data set
required to reach criterion performance, feed-forward
passes through the network are very quick. As a result,
the increase in cycles is outweighed by the reduction in
required synaptic updates. The net effect is a speed-up
of network training in computers: 1.2 x faster for
MNIST, and 7.6 x faster for EMNIST.

Saving method II: restrict plasticity to some synapses
The second method sparsifies plasticity on a single trial
[21]. The backprop algorithm in principle prescribes
updates to all synapses in the network. (It can happen
that the update is actually zero, for instance when the
gradient is zero, but it is not systematically controlled). A
more energy-efficient method is to limit plasticity to a
few synapses, Figure 1 bottom row, middle. As above,
such sparsification of plasticity reduces the number of
updates and can save energy. While it is possible to
designate some synapses as static and others as plastic
from the outset, a more efficient method is to competi-
tively update only the synapses with the largest changes.
Specifically, on each input sample, the proposed weight
changes are calculated, but only the ones with largest
magnitude are actually implemented. The larger the
network, the more synapses can remain the same. On
different samples, different synapses will be updated.
Hence plasticity remains distributed across the synapses
and the benefit of using large networks remains [21]. In
very large networks, further savings were found when
plasticity is restricted to sub-nets so that the input and
output plasticity of neurons are coordinated.

The saving achieved with this method depends on the
number of synapses in the network. If the network has
just enough synapses for the task complexity, not much
efficiency can be gained, but the more synapses, the
larger the saving. This makes this strategy particularly
relevant for mammalian brains with their large number
of neurons and synapses. For instance, macaqgue V1 has
some 150 million neurons and some 300 x 10” synapses
[31]. Suppose one learns to recognize, say, a new car
model. If one were to model this with a standard neural
network with standard backprop rule [32], @/ synapses

in the visual cortex are a little bit updated on every
exposure. Such excessive updating is wasteful and
unbiological. For MNIST, by restricting plasticity,
energy requirements can be reduced by 3 orders of
magnitude for a Vl1-sized network [21]. As an added
benefit, restricting synaptic updates can help to prevent
catastrophic forgetting, e.g. Ref. [33].

Experimentally, synaptic plasticity is indeed constrained
in space and time. For instance, during motor learning
plasticity appears to be restricted to certain dendritic
branches [34], but see Ref. [35]. Moreover, it is not
possible to induce late-phase TP twice in rapid suc-
cession [36,37]. A prediction of a competitive mecha-
nism is that if plasticity were blocked at one synapse,
another one would take over. Some indications of such
competition exist, but the mechanism and general rules
are currently unknown [38—40].

Saving method llI: synaptic caching

The above saving methods sparsify plasticity. The third
method [22] exploits that both in insects and mammals
there are multiple forms of plasticity with distinct mo-
lecular pathways and different temporal persistence
[41—43]. In the fly, persistent Longlerm Memory
(LTM) is metabolically more expensive than transient
Anaesthesia Resistant Memory (ARM) memory [12,14].
In mammals, one distinguishes between early-phase
LTP and late-phase LTP and similar evidence for a
difference in metabolic cost is arising [44,43]. This cost
difference opens up the possibility to save energy by
combining different forms of plasticity, Figure 1 bottom
row, right. In particular, one can initially ‘cache’ infor-
mation in transient forms of plasticity and only inter-
mittently consolidate into expensive persistent forms,
so-called synaptic caching [22]. There is a trade-off
between consolidating too often, which is costly, and
too rarely so that information will have been lost. The
maximum saving for the MNIST task is achieved when
all updates can be accumulated in the transient memory
at no cost and only are consolidated at the end of
learning. In that case, the energy required to train the
network to the same accuracy is 1—2 orders of magni-
tude smaller than a network that uses only persistent
plasticity [22].

Outlook

In summary, we have described a number of ways to
increase the energy efficiency of network learning. Each
saving algorithm addresses a different inefficiency:
Skipping saves most when training on large data sets;
competitive updating saves most when networks are
over-dimensioned relative to the task; and synaptic
caching works best when updates can be temporarily
stored. This complementarity also opens the possibility
to combine the different saving algorithms.
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Incorporating metabolic demands of learning leads to
modifications of learning rules that are in line with
experimental data. As with the metabolic cost of activity,
alternative explanations could be raised. For instance,
we argued above that hippocampus should preferentially
store wrong outcomes to save energy. But alternatively,
the capacity of the hippocampus might be limited, or,
plasticity might be sparse to prevent overwriting. Such
explanations need not be mutually exclusive; however,
the metabolic argument is attractive because of its
ability to unify explanations.

While we have concentrated on supervised learning of
classification tasks, we expect that efficiency concerns
run like a red thread across learning paradigms. For
instance, the insect experiments discussed use a rein-
forcement learning setup, while the synaptic caching
algorithm has also been applied to perceptron and
STDP learning [22]. Similarly, saving strategies likely
run from the biophysical level, e.g. intracellular receptor
transport, to the synaptic plasticity rules and all the way
up to the algorithmic level, e.g. deciding if novel infor-
mation is worth replay. Energy-efficient learning could
also suggest specific network architectures that allow for
efficient learning.

When it comes to the energy needed for synaptic
transmission and spike generation, precise models exist
[7]. In contrast, there is no accurate model of the energy
consumed by learning. We have used a cost model that is
proportional to the number and size of synaptic updates,
but this is likely an oversimplification. We also ignored
other memory-related cost, such as might come from
replay. As more detailed insight is gained into the en-
ergetics of learning, the saving strategies can be
re-evaluated.

Memory storage in traditional and neuromorphic com-
puter hardware is expensive as well [45], so that our
insight gained from biological learning might be adopted
there. Modern hardware is highly optimized for tradi-
tional backprop learning; however, biological inspiration
can still improve efficiency. For instance, the first
strategy (skipping over correct samples) is easy to
implement and, as we saw, can substantially reduce
network training time.

We have only considered fixed efficiency strategies. But
learning and plasticity are adaptive, so that they are
reduced in periods of energy scarcity. The difference in
energy cost of different plasticity pathways means that
any efficiency mechanism mainly acts on expensive long-
lasting persistent plasticity. For example, in flies, aversive
L'TM is halted under low energy conditions [14]. Such
adaptive regulation is also found in mammals where late-
phase LT'P is halted under low energy conditions, while
early-phase L'TP is not [44]. Dopamine seems to play a
key role to promote long-lasting storage in both systems.

Optimal adaptive strategies and their biological corre-
lates are an obvious candidate for future investigation.
Such adaptive strategies could again extend to the
network level [46], for example, changing metabolic
demands by modifying coding sparsity, or adjusting
replay processes, are some of the intriguing possibilities.
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