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A B S T R A C T

In response to mass casualty incidents, medical aid must be provided to numerous victims synchronously under
challenging circumstances including uncertainty about the condition of victims. Therefore, it is essential to have
decision support tools which can generate fast solutions under uncertainty and utilise the available medical
resources efficiently to provide victims with the needed treatments. We introduce an online optimisation
problem for routing and scheduling of the ambulances under uncertainty about the triage levels and required
treatment times of the victims in mass casualty incidents. Due to the lack of information in the initial
emergency response phase, we assume that the triage level and treatment time of each victim can be disclosed
online only once the condition of a victim is closely assessed by the medical team on one of the ambulances
at the casualty location. We investigate this problem under two different scenarios with partial and no
information about the conditions of victims. We follow the theoretical competitive analysis framework for
online optimisation and prove the lower bounds on the competitive ratio of deterministic and randomised
online solutions for both cases of partial and no prior information. Next, we introduce three novel online
heuristics to solve this problem. We verify the quality of our online solutions against the offline optimal
solutions that are provided under complete information on a comprehensive set of 1296 instances from the
literature. Finally, we draw our conclusions in regard to the suitability of each of our solutions in various
scenarios of information availability with different numbers of victims.
1. Introduction

The number of mass casualty incidents either caused by natural
(e.g., earthquakes) or human-made disasters (e.g., terrorist attacks)
has been increased significantly worldwide in recent years (CRED &
UNDRR, 2020). These incidents require urgent response from medical
personnel to provide medical aid to several victims on the field under
extremely challenging scenarios including uncertainty about the con-
dition of victims needing help (Farahani et al., 2020; Tippong et al.,
2022). Hence, it is crucial to have a decision-support tool which effi-
ciently utilises the medical resources in such incidents. In this work, we
focus on transportation of paramedics by ambulances in the immediate
aftermath of mass casualty incidents. In such chaotic scenarios with
numerous victims and limited resources, although the road conditions
(e.g., information about damaged transportation links) and the location
of victims can be learned by means of technologies such as satellites
or drones or reports by rescuers who are at victim locations (Moreno
et al., 2019; Kasaei and Salman, 2016), the triage (i.e., degree of severity
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of injury) of the victims cannot be classified remotely and must be
determined by paramedics after medical examination of the victims on
the field.

We add the uncertainty about the triage of victims to modelling
and decision-making procedure for the Ambulance Routing Problem in
disaster response (ARP-DS) which was first introduced by Talarico et al.
(2015). Since each mass casualty incident is unique and unpredictable,
past data is not relevant for this type of incidents in the majority of
scenarios (Akbari and Shiri, 2022). Accordingly, the incomplete infor-
mation cannot be modelled or approximated in a probabilistic way. In
the context of the ARP-DS, applying a stochastic optimisation approach
can lead to inaccurate or even infeasible solutions due to absence or in-
accuracy of relevant past data (Jaillet and Wagner, 2008; Epstein, 2009;
Xu and Gautam, 2020; Dwibedy and Mohanty, 2022). Similarly, robust
optimisation approaches which are based on the worst-case perspective
are not efficient due to lack of sufficient historical information (Jaillet
and Stafford, 2001; Jaillet and Wagner, 2008). Therefore, the need for
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online optimisation algorithms that can learn the uncertain information
piece-by-piece and update their decisions dynamically to effectively
utilise the revealed information and to efficiently dispatch ambulances
in real-time is highly significant.

While the ARP-DS is a well-studied problem in the literature (Ta-
larico et al., 2015; Tlili et al., 2017; Talebi et al., 2021; Aringhieri et al.,
2022), to the best of our knowledge, none of the previous works have
yet analysed this problem in the online optimisation framework. We
extend the ARP-DS, to an online variation where the triage of all or
some of the victims are not known to the paramedics (ambulances) a
priori. Instead, for a victim whose triage is not known, the triage is
determined online once that victim is examined by the paramedics at
the victim location. We refer to this problem as the Ambulance Routing
Problem in disaster response with online triage (ARP-DSOT) hereafter.
Note that in the ARP-DSOT, once the triage of a victim is learned, the
service time for treatment of that victim is also determined online as
the victim conditions are examined by the paramedics.

We tackle the ARP-DSOT from both theoretical and practical view-
points. We first follow the theoretical competitive analysis approach
to formally analyse the problem from a worst-case perspective. For
that, we prove a lower bound on the competitive performance of
deterministic online algorithms for the case with no information. We
then apply the notion of randomisation (Ben-David et al., 1994; Borodin
and El-Yaniv, 2005; Hertz et al., 2018; Ashlagi et al., 2022) to further
investigate the problem theoretically from a worst-case perspective by
proving a lower bound on the expected competitive ratio of randomised
solutions for the case with no information. Furthermore, we analyse the
case with partial information and propose two lower bounds on the
competitive ratio and the expected competitive ratio of deterministic
and randomised algorithms, respectively. We will show that these lower
bounds are functions of the ratio of partial known information. We also
show that all of our lower bounds (for both cases of partial and no
information) are increasing in the same order as the number of victims.
This result implies the complexity of the online problem and confirms
that under a worst-case scenario, no online algorithm can produce high
quality solutions for the ARP-DSOT against an offline optimal solution.

Next, we apply various heuristic rules and design three novel online
algorithms to tackle the ARP-DSOT from a computational perspective.
One of our algorithms is a hybrid approach based on a combination of
solving a mathematical formulation associated with the offline problem
and a number of heuristic policies. While the CPU run time of this
optimisation-based heuristic grows significantly with increasing the
number of victims, our other two algorithms are purely based on
heuristic policies and hence their computational running times are low,
i.e., less than 1 s even for the largest benchmark instances provided
in Talarico et al. (2015). Moreover, in our computational experiments,
we show that the optimisation-based algorithm does not necessarily
yield better solutions compared to the other two. Hence, these two
algorithms are perfectly suitable to be applied in real-life post-disaster
situations as they can produce and update solutions with respect to
the new information in a very short time. We verify the quality of our
three algorithms against the exact offline solutions which are optimally
solved with access to prior information about the triage of all victims
on an extensive set of instances from the literature.

The remainder of this article is organised as follows. We review the
related literature in Section 2. We provide the detailed explanations of
the ARP-DS and the ARP-DSOT in Section 3. In Section 4, we first give
preliminary definitions and specify formal measure of performance for
online optimisation and then we conduct a comprehensive theoretical
worst-case competitive analysis on the ARP-DSOT. We introduce our
online heuristic algorithms to solve the ARP-DSOT in Section 5. Our
computational experiments which verify the quality of our online al-
gorithms are presented in Section 6. Lastly, concluding remarks and
future research directions are given in Section 7.
2

2. Literature review and scientific contributions

In this section, we first provide the related offline optimisation
studies that address ambulance routing problem with access to full
information and then review the related online optimisation literature.

2.1. Related offline problems

Among the articles which study the offline vehicle routing problems
in a post-disaster situation, we present the related literature with a
particular focus on fleet management for the ambulances. That is, we
present the review of articles which consider ambulance routing while
incorporating hospital capacities and victim groups in mass-casualty
incidents. The offline version of our problem (i.e., the ARP-DS) is
studied first in Talarico et al. (2015), where the problem of identifying
routes of ambulances for serving a given set of red and green code
victims is investigated under the assumption of having complete input
information. In their problem, the objective is to minimise a weighted
summation of the latest completion times of red and green victims. Ta-
larico et al. (2015) presented two exact mathematical formulations to
solve the ARP-DS. They also proposed an efficient large neighbour-
hood search (LNS) heuristic procedure to solve larger instances of this
problem. Moreover, they introduced a comprehensive set of 1296 ARP-
DS instances and tested their mathematical formulations and heuristic
procedure on them.

Tlili et al. (2017) modelled the offline ARP-DS as an open vehicle
routing problem where the objective is to minimise the total travel
distance. They presented a cluster-first route-second solution based on
the Petal algorithm and the particle swarm optimisation approach. Tlili
et al. (2018) further investigated the ARP-DS by providing an efficient
genetic based algorithm and testing it on small case studies. In a recent
study, Aringhieri et al. (2022) investigated a variant of the ARP-DS by
considering fairness and equity to provide services to victims. They
modelled the problem as a new variation of the team orienteering
problem and proposed a novel hybrid solution which is based on
a machine learning and neighbourhood search. Talebi et al. (2021)
applied the Multi-Objective Bees algorithm to tackle a variation of the
ARP-DS where two groups of red and green victims are considered
and the objective is to minimise the total travel distance and the latest
service completion time simultaneously.

Other variations of the ambulance routing problem have also been
addressed in the literature in recent years. Salman and Gül (2014)
omitted triage and proposed a mixed integer programming model that
simultaneously optimises capacity allocation and casualty transporta-
tion decisions. Their model minimised a weighted sum of the total
travel and waiting time of casualties over the search-and-rescue period
as well as the total cost of establishing new facilities. Zidi et al.
(2019) also studied a version of the ambulance routing problem by
ignoring triage where the objective is to minimise the total travel time.
They proposed a new approach which is based on the hybridisation
of Simulated Annealing and Tabu Search by applying the cluster-first
route-second method. Tikani and Setak (2019) tackled the problem
under the assumption of having complete prior information about
triage and survival function of victims. They presented a mathematical
model to obtain route plans where the objective is minimising the
latest service completion time among the victims. They also provided
two meta-heuristic procedures based on genetic algorithm and tabu
search to provide solutions for larger instances of the problem. In
another study, Rabbani et al. (2021) tackled a variant of the problem
in Tikani and Setak (2019) by providing a mixed integer programming
formulation as well as a Non-dominated Sorting Genetic Algorithm.

A remotely related stream of research to the offline ARP-DS is
disaster relief routing, which includes a vast amount of articles. We
refer the reader to surveys by De la Torre et al. (2012), Aringhieri et al.
(2017) and Anuar et al. (2021) for this vein of work. All the articles
discussed in this section differ from our study since they operate under
complete input information. In our article, we address the ambulance
routing problem by incorporating online uncertainty about the triage

and treatment times of victims.
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2.2. Related stochastic and online problems

We note that there is a stream of articles related to dynamic vehicle
routing problem which are not defined within the context of ambulance
routing, e.g., see the review articles of Ghiani et al. (2003), Pillac
et al. (2013), Ojeda Rios et al. (2021) and Soeffker et al. (2022).
These works differ from our problem since they do not involve all or
some of the key features of the ARP-DSOT such as triage, transferring
victims to hospitals, as well as hospital capacities. Since we study the
transportation of ambulances while incorporating uncertainty about
triage, the main focus of the literature review in this section is on
routing of the ambulances in post-disaster situations while considering
different forms of uncertainty.

A dynamic stochastic ambulance routing problem which does not
involve triage is studied in Schilde et al. (2011) where victims must
be transferred from their locations to the hospitals or back to their
locations from the hospitals. In this problem, some of the requests are
known a priori, while some of the requests are dynamic or associated
with probability distributions. They modelled the problem as a dynamic
stochastic Dial-a-Ride problem with expected return transports and pro-
posed four different modifications of a meta-heuristic algorithm. Oksuz
and Satoglu (2020) relied on known prior probabilistic information and
developed a two-stage stochastic programming model to plan casualty
transportation, accounting for triage, along with locating temporary
medical centres and applied it on a case study. Yoon and Albert (2020)
investigated the problem of dynamic ambulance routing problem under
the uncertainty about the victim conditions by assuming prior prob-
abilistic knowledge about the uncertain information. In their study,
once the location of a victim is identified, the decision maker should
decide which type of ambulance should be sent to the location. They
analysed the problem by assuming that the condition of each victim fol-
lows a known probability distribution and provided a Markov decision
process formulation that dynamically determines which to dispatch
which vehicles to which victims. Recently, Lee et al. (2022) analysed
the problem of relocation and routing of ambulances by assuming a
known probability distribution for demand where the objective is to
minimise the total time to deliver victims to hospitals. They applied
a truncated Poisson distribution for forecasting future demands and
adapted a branch-and-bound based Lagrangian dual decomposition to
solve the problem.

Here, we note that the used methodologies in all the aforementioned
articles significantly rely on the assumed probability distributions and
hence differ from our online optimisation approach which is suitable for
post-disaster scenarios where collecting probability distributions is not
feasible. In our work, we investigate the ambulance routing problem
under uncertainty within the framework of competitive analysis and
online optimisation. In this approach, we do not consider any prior
probabilistic knowledge associated with the uncertain information.

In recent years, vehicle routing problems with online uncertainty
have been extensively investigated in the literature, e.g., Jaillet and Lu
(2014), Büttner and Krumke (2016), Shiri and Salman (2020), Akbari
and Shiri (2021) and Zhang et al. (2022). In the online vehicle routing
problem literature, a remotely relevant problem to our study is the on-
line multi-server Dial-a-Ride problem in which requests are not known
a priori and are disclosed over time (Bonifaci et al., 2006; Luo and
Schonfeld, 2011). However, this problem differs from the ARP-DSOT as
it does not involve triage, hospital capacities, and ambulance routing.
To the best of our knowledge, none of the articles in the literature
of online optimisation have investigated the routing and scheduling
of ambulances so far. Our work is a first attempt to model triage in
the form of online uncertainty for this problem in the context of mass
3

casualty incidents. p
3. Offline and online problem definitions

In this section, we first give the formal description of the offline
problem (i.e., ARP-DS) that was introduced in Talarico et al. (2015) in
which all the input parameters are known in advance. We then give the
detailed description of the online version (ARP-DSOT) together with the
online parameters and specify how their exact values can be obtained.

3.1. The offline problem

Since the aim of our study is to incorporate the online triage
uncertainty to the problem (i.e., we do not intend to provide policies for
the offline version), we respect the conventional and standard problem
definition of the offline problem given in the literature. The existing
standard literature of post-disaster ambulance routing problems (Ta-
larico et al., 2015; Tlili et al., 2017; Aringhieri et al., 2022) considers
two triage levels for the victims in the context of the ARP-DS; red code:
a seriously injured person who must be transferred to a hospital by
an ambulance, and green code: a slightly injured person who can be
treated directly in the field by the paramedics on the ambulances. We
refer the reader to Talarico et al. (2015) for detailed motivations of us-
ing two groups of green and red victims to distinguish the fundamental
operations of ambulances in disaster response scenarios.

As discussed, the ARP-DS is introduced under the assumption of
having complete information regarding the triage and the required
treatment time of each victim. That is, the ambulances have complete
information about the red and green code victims before they start
their routes in the offline problem. In the ARP-DS, each ambulance
can carry one red code victim at a time and each red code victim
is immediately delivered to a hospital after being picked up. Because
green code victims can be treated at their locations, an ambulance
can go directly to another victim location after servicing a green code
victim. Hence, an ambulance can service multiple victims on its route
before returning to a hospital. Here, for clarity, a route is referred to as
a tour that starts at a hospital, visits one or more victims, and ends at
a hospital. Therefore, in a solution of the ARP-DS, an ambulance may
perform multiple routes.

Here, we can formally present the definition of the offline ARP-DS
as follows. We represent the set of victims 𝑉 = 𝑅 ∪ 𝐺, where 𝑅 and 𝐺
are sets of red and green code victims, respectively. We let 𝐻 represent
the set of hospitals and 𝐶ℎ is the capacity of hospital ℎ ∈ 𝐻 such that
∑

ℎ∈𝐻 𝐶ℎ ≥ |𝑅|, so that each red victim can be allocated to a hospital.
We denote the set of ambulances by 𝐴 (such that |𝐴| ≤ |𝑉 |) and the
nitial location of ambulance 𝑎 ∈ 𝐴 by 𝑑𝑎 ∈ 𝐻 . Therefore, we define
he set of nodes by 𝑁 = 𝑅 ∪ 𝐺 ∪𝐻 = 𝑉 ∪𝐻 and the set of directed
inks by 𝐸 = {𝑉 ×𝑉 }∪{𝑉 ×𝐻}∪{𝐻 ×𝑉 }. We denote the travel time of
ink (𝑖, 𝑗) ∈ 𝐸 by 𝑡𝑖𝑗 . Each victim 𝑣 ∈ 𝑉 is associated with a treatment
ime 𝑆𝑣 and each hospital ℎ ∈ 𝐻 is associated with a service time 𝑆ℎ
o drop off a red code victim at hospital ℎ.

In the ARP-DS, weights 𝑊𝑅 and 𝑊𝐺 are associated with red and
reen code victims, respectively. These weights reflect real-world triage
evels for a mass-casualty incident in order to assign a higher priority
o victims whose treatments are more urgent. Accordingly, the offline
RP-DS is to identify the routes of the ambulances for servicing red
nd green code victims such that the weighted summation of the latest
ervice completion time among the red code victims and the latest
ervice completion time among the green code victims is minimised.
hat is, the objective function minimises the weighted summation of
he longest waiting time over all of the victims in each of the triage
evels. The used notation in the problem definition of the ARP-DS is

resented in Table 1.
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Table 1
Table of notation for the ARP-DS and the ARP-DSOT.
Notation Description

𝑅1 Set of known red code victims
𝐺1 Set of known green code victims
𝑅2 Set of unknown red code victims (unknown in the ARP-DSOT)
𝐺2 Set of unknown green code victims (unknown in the ARP-DSOT)
𝑅 = 𝑅1 ∪ 𝑅2 Set of all red code victims (unknown in the ARP-DSOT)
𝐺 = 𝐺1 ∪ 𝐺2 Set of all green code victims (unknown in the ARP-DSOT)
𝑉 = 𝑅 ∪ 𝐺 Set of victims
𝐻 Set of hospitals
𝐶ℎ Capacity of hospital ℎ ∈ 𝐻
𝐴 such that (|𝐴| ≤ |𝑉 |) Set of ambulances
𝐴ℎ Set of ambulances that are initially located at hospital ℎ ∈ 𝐻
𝑓 𝑎
ℎ Equals 1 if ambulance 𝑎 is initially located in hospital ℎ, 0 o/w.

𝑑𝑎 ⊂ 𝐻 Initial location of ambulance 𝑎 ∈ 𝐴
𝐸 = {𝑉 × 𝑉 } ∪ {𝑉 ×𝐻} ∪ {𝐻 × 𝑉 } Set of directed links
𝑡𝑖𝑗 Travel time of link (𝑖, 𝑗) ∈ 𝐸
𝑆𝑣 Treatment time of victim 𝑣 ∈ 𝑉 (unknown in the ARP-DSOT)
𝑆ℎ Service time to drop off a red code victim at hospital ℎ ∈ 𝐻
𝑊𝑅 Weight of red code victims
𝑊𝐺 Weight of green code victims
Table 2
Decision variables used in the mathematical models.
Notation Type Description

𝑥𝑖𝑗 {0, 1} Equals 1 if an ambulance serves victim 𝑖 directly before victim 𝑗.
𝑢𝑣ℎ {0, 1} Equals 1 if victim 𝑣 ∈ 𝑉 is brought to hospital ℎ ∈ 𝐻 .
𝑏𝑣 ≥0 Visiting time of victim 𝑣
𝑒𝑅 ≥0 Last service completion time among red victims.
𝑒𝐺 ≥0 Last service completion time among green victims.
c

3.1.1. Mathematical formulation for the offline problem
The offline problem described above was studied first in Talarico

et al. (2015) where the case with full information about the treatment
times and triage levels was analysed and an exact mathematical model
to tackle this problem was developed. We utilise the exact formulation
of the offline problem for devising our hybrid online algorithm as well
as computing the experimental competitive ratios of our algorithms. In
the following, we first give the decision variables in Table 2 and then
present the formulation.

min 𝑊𝑅 ⋅ 𝑒𝑅 +𝑊𝐺 ⋅ 𝑒𝐺 (1)
∑

𝑗∈𝑉 ∪𝐻
𝑥ℎ𝑗 ≤ |

|

𝐴ℎ
|

|

∀ℎ ∈ 𝐻 (2)

∑

𝑗∈𝑉 ∪𝐻
𝑥𝑗𝑖 =

∑

𝑗∈𝑉 ∪𝐻
𝑥𝑖𝑗 = 1 ∀𝑖 ∈ 𝑉 (3)

𝑣 + 𝑆𝑣 + 𝑡𝑣𝑗 ≤ 𝑏𝑗 +
(

1 − 𝑥𝑣𝑗
)

⋅𝑀 ∀𝑣 ∈ 𝐺 ∪𝐻 ; ∀𝑗 ∈ 𝑉 (4)

𝑣 + 𝑆𝑣 + 𝑡𝑣ℎ + 𝑆ℎ + 𝑡ℎ𝑗 ≤ 𝑏𝑗 +
(

2 − 𝑥𝑣𝑗 − 𝑢𝑣ℎ
)

⋅𝑀 ∀𝑣 ∈ 𝑅; 𝑗 ∈ 𝑉 ;ℎ ∈ 𝐻

(5)

𝑥𝑖𝑗 ∈ {0, 1} ∀(𝑖, 𝑗) ∈ 𝐸 (6)
∑

ℎ∈𝐻
𝑢𝑣ℎ = 1 ∀𝑣 ∈ 𝑅 (7)

∑

𝑣∈𝑅
𝑢𝑣ℎ ≤ 𝐶ℎ ∀ℎ ∈ 𝐻 (8)

𝑒𝐺 ≥ 𝑏𝑣 + 𝑆𝑣 ∀𝑣 ∈ 𝐺 (9)

𝑒𝑅 ≥ 𝑏𝑣 + 𝑆𝑣 + 𝑢𝑣ℎ ⋅
(

𝑡𝑣ℎ + 𝑆ℎ
)

∀𝑣 ∈ 𝑅;ℎ ∈ 𝐻 (10)

𝑏𝑣 ≥ 0 ∀𝑣 ∈ 𝑉 ∪𝐻 (11)

𝑢𝑣ℎ ∈ {0, 1} ∀𝑣 ∈ 𝑅;ℎ ∈ 𝐻 (12)

Here (1) defines the objective function. Constraints (2), restricts the
number of ambulances that start from each hospital. Constraint set (3)
is to ensure the flow balance and connectivity of the ambulance routes.
Constraints (4) and (5) calculate the time progression of green and red
victims. By constraints (4), if a green or red victim 𝑗 ∈ 𝑉 is immediately
4

visited after a green victim 𝑣 ∈ 𝐺 by the same ambulance, the time at
which the ambulance reaches to victim 𝑗 is equal to the time when the
ambulance reaches to the green victim 𝑣 (𝑏𝑣), plus the time the medical
personnel provided the service to this victim (𝑆𝑣) and the time that the
ambulance travelled the distance from the location of victim 𝑣 to the
location of victim 𝑗 (𝑡𝑣𝑗 ). Constraints (5) follow a similar procedure to
alculate the visiting time of a red or green victim 𝑗 ∈ 𝑉 (𝑏𝑣) who is

visited immediately after a red victim 𝑣 ∈ 𝑅 by the same ambulance. In
this case, the visiting time of victim 𝑣 ∈ 𝑅 (𝑏𝑣), service time of victim
𝑣 at their location (𝑆𝑣), the time to take victim 𝑣 to a hospital (𝑡𝑣ℎ),
the service time at the hospital (𝑆ℎ) and the time to travel from the
hospital to the location of victim 𝑗 (𝑡ℎ𝑗 ) should be considered in the
time calculations. In this case however, the time to travel from victim
location 𝑣 ∈ 𝑅 to victim location 𝑗 ∈ 𝑉 should not be considered as
the ambulance does not travel directly from location of victim 𝑣 to 𝑗.
In both of these constraints, selecting any 𝑀 such that:

𝑀 ≥
∑

𝑣∈𝑉
𝑆𝑣 + |𝑅|max

ℎ∈𝐻
𝑆ℎ +

∑

𝑔∈𝐺
max
𝑗∈𝑉 ≠𝑔

𝑡𝑔𝑗 +
∑

𝑟∈𝑅
max
ℎ∈𝐻

𝑡𝑟ℎ +
∑

ℎ∈𝐻
|𝐴ℎ|max

𝑣∈𝑉
𝑡ℎ𝑣

guarantees a sufficiently large value for 𝑀 . This term includes serving
time of all victims, highest service time at hospitals considered for all
red victims, highest possible travelling time from each green victim
to other victim locations, highest possible travelling time from each
red victim to a hospital and highest possible travelling time from
each hospital to a victim location for the ambulances that are initially
positioned in those hospitals. Constraints (6) define the 2-index 𝑥𝑖𝑗
variables. Constraints (7) ensure that all the victims with a red triage
level are transferred to a hospital. Constraints (8) enforce the capacity
restrictions in the hospitals. Constraints (9) and (10) calculate the last
time a green and a red victim are served, respectively. The rest of the
constraints are to set the variable domains.

3.2. The online problem

In this section, we present the online problem (i.e., ARP-DSOT)
and state the differences between the parameters of this problem and
the offline version. While in the ARP-DSOT, some of the parameters
are not known in advance, the road conditions (i.e., 𝐸 and 𝑡 for
𝑖𝑗
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Fig. 1. An illustration of the problem under various scenarios for information availability.
(𝑖, 𝑗) ∈ 𝐸), set of victims (i.e., 𝑉 ), and their locations are known to the
ambulances. This is because this information can be obtained by means
of technologies (e.g., drones and satellites) or transmitted reports by
people or the rescue teams (Talarico et al., 2015; Kasaei and Salman,
2016; Akbari et al., 2021).

However, the triage levels (sets 𝑅 and 𝐺) and the required treatment
times (𝑆𝑣 for 𝑣 ∈ 𝑉 ) are not known before the paramedics assess
the condition of the victims on the scene. With regards to the online
optimisation literature (Jaillet and Wagner, 2006; Chen and Nie, 2015),
we distinguish between three cases of information availability to model
different real-world scenarios; full information: the ambulances have
complete information about triage and treatment times of all victims,
partial information: the ambulances have complete information about
triage and treatment times for only a subset of victims and have no
information about triage and treatment times of the other victims, and
no information: the ambulances have no information about triage
and treatment times of any victims. Fig. 1 illustrates the problem
under different scenarios of information availability. In this figure, a
victim coloured by red, represents a red victim whose triage is known.
Similarly, a victim coloured by green, denotes a green victim with a
known tirage. However, a victim coloured by dark grey, corresponds
to a victim whose triage is unknown and can only be revealed after
the victim is examined by the paramedics in one of the ambulances
on the scene. While the primary focus of our study is to address the
case with no information, we present our problem definition and online
algorithms such that they cover the case with partial information as
well. This enables us to conduct a comprehensive sensitivity analysis
by considering scenarios with available partial information in our
computational experiments.

To cover all the three cases mentioned above, we assume that the
triage and treatment times for a subset of victims (i.e., set 𝑅1 ∪𝐺1) can
be specified a priori (e.g., by the rescue teams who are on the field),
whereas the triage and treatment times for the remaining subset of
victims (i.e., set 𝑅2 ∪𝐺2) are not known to the ambulances beforehand
(e.g., the locations of these victims are reported by inexpert people or
technological tools such as drones with limited access to the victims)
and can only be revealed online once these victims are closely examined
at their locations. We remark that when 𝑉 = 𝑅1 ∪𝐺1 and 𝑉 = 𝑅2 ∪𝐺2

the problem corresponds to the cases with full and no information,
respectively. Also, when both 𝑅1 ∪𝐺1 and 𝑅2 ∪𝐺2 are non-empty, the
problem corresponds to the case with partial information.

We note that when 𝑅2 ∪ 𝐺2 ≠ ∅ (i.e., the cases with partial or no
information), it is not possible to provide a static routing plan for the
ambulances and the routing decisions should be updated dynamically
as new information reveals about the victims in 𝑅2∪𝐺2. Formally, for a
victim 𝑣 ∈ 𝑅2∪𝐺2, the triage level (i.e., if 𝑣 ∈ 𝐺 or 𝑣 ∈ 𝑅) and the treat-
ment time (i.e., 𝑆𝑣) are learned online when that victim is examined
by the paramedics on one of the ambulances. Once this information is
revealed, it is immediately shared with the other paramedics in rest of
the ambulances. We assume that the categorisation time for identifying
5

the triage level of the victims is negligible compared to the travel and
treatment times.

Other parameters of the ARP-DSOT are known and exactly the same
as those of the ARP-DS. The notations for the pieces of information
that are not known in the ARP-DSOT are denoted in Table 1. These
information highlight the differences in the problem inputs of the
ARP-DS and the ARP-DSOT. To be consistent with the literature of
the ARP-DS and to be able to compare our online solutions with the
solutions of the same instances in the offline version, in the ARP-DSOT
we utilise the same objective function as was presented for the ARP-DS.
In the ARP-DSOT, decisions regarding prioritisation of the victims to be
treated should be made online each time a new piece of information
is revealed. For example, if an ambulance identifies a green victim,
it should be decided whether the ambulance should service the green
code victim immediately or the ambulance should pass the green victim
without providing service in order to prioritise servicing potential red
code victims. In addition, decisions regarding choosing the hospital to
which a red victim should be taken must be made online with respect to
the capacity of the hospitals at the moment the red victim is identified.

4. Worst-case competitive analysis of the ARP-DSOT

Online optimisation problems are analysed within the theoreti-
cal framework of the so called competitive analysis in the literature
(see Jaillet and Wagner, 2008; Xu and Gautam, 2020; Wang et al.,
2022; He et al., 2022; Hertrich et al., 2022 for examples). In this
framework, the performance of the solution obtained under incomplete
information, online solution, is compared with the performance of the
optimal solution obtained in presence of complete information, offline
solution. The competitive analysis approach which was first introduced
by Sleator and Tarjan (1985) is based on identifying the worst-case
performance of online solutions and hence no probabilistic information
is required in this approach. The goal in online optimisation is to
generate online solutions which guarantee a performance as close as
possible to the offline optimal solutions. The competitive ratio analyses
the proximity of an online solution to the optimal offline solution (Liu
et al., 2005; Jaillet and Wagner, 2006; Zhang et al., 2016; Chen et al.,
2020). Formally, the competitive ratio of a deterministic online solution
(𝐴𝐿𝐺𝐷) applied to an online minimisation problem is the supremum
of the ratio of the objective function value of the online solution to the
objective function value of the offline optimal solution (𝑂𝑃𝑇 ) over all
instances () of the problem, i.e.,

sup
𝛿∈

𝑜𝑏𝑗(𝐴𝐿𝐺𝐷(𝛿))
𝑜𝑏𝑗(𝑂𝑃𝑇 (𝛿))

.

With the aim of improving the expected competitive performance of
online algorithms, the notion of randomisation has been also utilised in
the literature (Ben-David et al., 1994; Azar and Epstein, 1998; Borodin
and El-Yaniv, 2005; Ashlagi et al., 2022; Shiri and Tozan, 2022). In
this approach, an online algorithm relies on random choices based on
probability distributions to make decisions, i.e., a randomised online
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solution may output a different solution every time that it is applied to
the same problem instance. For a randomised online solution (𝐴𝐿𝐺𝑅)
nd a minimisation problem, the expected competitive ratio is defined
nd can be computed by finding the supremum of the ratio of the
xpected objective function value of the online solution to the objective
unction value of the offline optimal solution (𝑂𝑃𝑇 ) over all problem
nstances (), i.e.,

up
𝛿∈

E[𝑜𝑏𝑗(𝐴𝐿𝐺𝑅(𝛿))]
𝑜𝑏𝑗(𝑂𝑃𝑇 (𝛿))

.

Here, we remark that while randomisation can result in improved
heoretical expected competitive ratios, in practise, developing ran-
omised solutions might result in very poor solutions and hence taking
andom actions upon discovery of new information is flawed. As a
esult of this, to provide a more detailed theoretical analysis of the
roblem, we only investigate randomised solutions theoretically and
o not incorporate randomisation in our practical solution algorithms.

Recently, to compare the performance of online algorithms on real-
orld instances, the notion of experimental competitive ratio have been

used extensively (Legrain and Jaillet, 2016; Akbari et al., 2021; Wang
et al., 2022; Zhang et al., 2022). Formally, for a given set of instances 𝛥,
the experimental competitive ratio of an online algorithm (𝐴𝐿𝐺) is the
average ratio of the objective function value of the online algorithm
over the objective function value of the offline optimum (𝑂𝑃𝑇 ) on
those instances, i.e.,
∑

𝛿∈𝛥 𝑜𝑏𝑗(𝐴𝐿𝐺(𝛿))
∑

𝛿∈𝛥 𝑜𝑏𝑗(𝑂𝑃𝑇 (𝛿))
.

4.1. Lower bounds for the case with no information

We first prove that increasing the number of ambulances does not
improve the competitive ratio in a worst-case instance of the problem.

Lemma 4.1. The competitive ratio of an optimal online algorithm for the
ARP-DSOT is non-decreasing in |𝐴|.

Proof. Consider an instance where there is an ambulance 𝑎1 ∈ 𝐴
positioned at hospital ℎ1 ∈ 𝐻 (whose capacity is 𝐶ℎ1 = |𝑉 |) and other
ambulances in 𝐴⧵ {𝑎1} are positioned at hospitals in 𝐻 ⧵ {ℎ1}. Suppose
that 𝑀 is a sufficiently large positive number. We set 𝑡𝑖𝑗 = 𝑀 such
that the link (𝑖, 𝑗) is blocked and untraversable for the cases where: (1)
both 𝑖 ∈ 𝑉 and 𝑗 ∈ 𝑉 are victim nodes, (2) both 𝑖 ∈ 𝐻 and 𝑗 ∈ 𝐻 are
hospital nodes, (3) 𝑖 ∈ 𝐻⧵{ℎ1} and 𝑗 ∈ 𝑉 , (4) or 𝑖 ∈ 𝑉 and 𝑗 ∈ 𝐻⧵{ℎ1},
i.e., these blocked links can be justified as damaged transportation
roads by disaster in an artificial worst-case scenario (Shiri et al., 2020;
Sayarshad et al., 2020). Therefore, a worst-case problem instance for
the case where |𝐴| = 1 can be simulated based on the above setting for
any |𝐴| > 1. □

In the following, we derive a lower bound of |𝑉 | on the competitive
ratio of deterministic online solutions for the ARP-DSOT where |𝑉 |

denotes the number of victims. This lower bound means that the
objective function value of an optimal deterministic online solution
would be at least |𝑉 | times of the objective function value of the offline
optimal solution in a worst-case problem instance. For proving the
lower bound, we specify the characteristics of an ARP-DSOT instance
which imposes the competitive ratio of |𝑉 | on any deterministic online
solution.

Lemma 4.2. No deterministic online algorithm achieves a competitive ratio
less than |𝑉 | for the ARP-DSOT.

Proof. According to Lemma 4.1, we analyse an instance with one
hospital ℎ1 ∈ 𝐻 with capacity 𝐶ℎ1 = |𝑉 | = 𝑛 and one ambulance 𝑎1 ∈ 𝐴.
Since we consider the case with no information, we set 𝑅1∪𝐺1 = ∅ and
𝑉 = 𝑅2 ∪ 𝐺2 = {𝑣 , 𝑣 ,… , 𝑣 } (i.e., |𝑉 | = 𝑛). Suppose that 𝑀 and 𝜖 are
6

1 2 𝑛
Fig. 2. The used instance for the proof of Lemma 4.2.

sufficiently large and small positive numbers, respectively, such that
𝑀 × 𝜖 approaches 0. We set 𝑡𝑖𝑗 = 1 for the case where 𝑖 or 𝑗 is a victim
node and the other one is hospital ℎ1. We also set 𝑆𝑣 = 𝜖 for 𝑣 ∈ 𝑉 ,
𝑆ℎ1 = 𝜖 for ℎ1, 𝑊𝑅 = 𝑀 , 𝑊𝐺 = 𝜖. The topology of this worst-case
instance has been depicted in Fig. 2. This graph is a star tree with node
set {ℎ1, 𝑣1, 𝑣2,… , 𝑣𝑛−1, 𝑣𝑛} where ℎ1 is the root node and the travel time
between hospital ℎ1 and victim nodes ({{ℎ1} × 𝑉 } ∪ {𝑉 × {ℎ1}}) is 1.

In the offline optimal solution of the instance described above, the
information about the red and green victims and their treatment times
are known a priori. Suppose that the only red victim is at 𝑣∗ ∈ 𝑉 .
Since 𝑊𝑅 ≫ 𝑊𝐺 (i.e., 𝑀 ≫ 𝜖), the ambulance 𝑎1 first traverses the
arc (ℎ1, 𝑣∗) and services the only red victim 𝑣∗ ∈ 𝑅 by incurring a time
of 𝑡ℎ1𝑣∗ + 𝑆𝑣∗ = 1 + 𝜖. Then, 𝑎1 returns to ℎ1 by incurring a time of
𝑡𝑣∗ℎ1 + 𝑆ℎ1 = 1 + 𝜖 to deliver 𝑣∗ to the hospital. Thus, a total time of
2+2𝜖 is incurred for treating 𝑣∗ ∈ 𝑅. Hence, the weighted latest service
completion time of victims in 𝑅 would be

𝑊𝑅 × (2 + 2𝜖) = 𝑀 × (2 + 2𝜖).

Similarly, a time of

𝑡ℎ1𝑣𝑖 + 𝑆𝑣𝑖 + 𝑡𝑣𝑖ℎ1 = 1 + 𝜖 + 1 = 2 + 𝜖

must be incurred for treating each of the victims in 𝐺 = {𝑣1, 𝑣2,… , 𝑣𝑛}⧵
{𝑣∗} and returning to ℎ1 (𝑎1 must return to ℎ1 to be able to visit other
nodes due to the topology of the graph in Fig. 2 unless the victim is
the last green victim). Also, the required time for visiting and treating
the last green victim is 1 + 𝜖. Note that the route of the ambulance in
the offline optimum terminates at the node of the last green victim.
Therefore, the weighted latest service completion time of victims in 𝐺
would be

𝑊𝐺×
(

(2+2𝜖)+(𝑛−2)×(2+𝜖)+(1+𝜖)
)

= 𝜖×
(

(2+2𝜖)+(𝑛−2)×(2+𝜖)+(1+𝜖)
)

,

nd hence the objective function of the offline optimal solution would
e

× (2 + 2𝜖) + 𝜖 ×
(

(2 + 2𝜖) + (𝑛 − 2) × (2 + 𝜖) + (1 + 𝜖)
)

.

We note that any deterministic online solution in which the infor-
ation about red and green victims is not known, corresponds to an

rder of |𝑉 | = 𝑛 iterations such that at each iteration 𝑎1 traverses an
arc (ℎ1, 𝑣𝑖) to reach the victim at 𝑣𝑖 ∈ 𝑉 , then services this victim before
returning to ℎ1 by traversing the arc (𝑣𝑖, ℎ1) (i.e., at each iteration
𝑎1 must return to ℎ1 due to the topology of graph in Fig. 2). For
any deterministic online solution, we consider the instance in which
𝑣∗ is treated at the last (𝑛th) iteration. Therefore, the latest service
completion time of victims in 𝐺 would be at least

( ) ( )
𝑊𝐺 × (𝑛 − 2) × (2 + 𝜖) + (1 + 𝜖) = 𝜖 × (𝑛 − 2) × (2 + 𝜖) + (1 + 𝜖) ,
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and the latest service completion time of victims in 𝑅 would be at least

𝑊𝑅 ×
(

(𝑛 − 1) × (2 + 𝜖) + (2 + 2𝜖)
)

= 𝑀 ×
(

(𝑛 − 1) × (2 + 𝜖) + (2 + 2𝜖)
)

,

and thus the objective function of any deterministic online solution
applied to the instance described above would be at least

𝜖 ×
(

(𝑛 − 2) × (2 + 𝜖) + (1 + 𝜖)
)

+𝑀 ×
(

(𝑛 − 1) × (2 + 𝜖) + (2 + 2𝜖)
)

.

We assumed that 𝑀 and 𝜖 are sufficiently large and small positive
numbers, respectively, such that 𝑀 × 𝜖 approaches 0. The lower bound
of |𝑉 | = 𝑛 follows on the competitive ratio of any deterministic online
solution based on the obtained objective function values for the online
and offline optimum solutions. □

In the following we investigate the effect of randomisation on the
expected worst-case performance of online algorithms by utilising Yao’s
Principle (Yao, 1977), e.g., see Caragiannis et al. (2008) and Shiri and
Salman (2019) for proofs deriving bounds on the expected competitive
ratio using Yao’s principle.

Lemma 4.3. No randomised online algorithm achieves an expected
competitive ratio less than |𝑉 |+1

2 .

roof. We consider the analysed instance in the proof of Lemma 4.2.
e choose one of the victim nodes 𝑣∗ uniformly at random and assume

hat the red victim is at 𝑣∗. As discussed in the proof of Lemma 4.2, any
eterministic online algorithm corresponds to |𝑉 | iterations such that at
ach iteration the ambulance 𝑎1 visits one of the nodes and comes back
o the hospital ℎ1. With respect to the probability distribution described
bove, the red victim is found with probability 1

|𝑉 |

at iteration 𝑖 for
= 1, 2,… , |𝑉 |.

If the red victim is found at iteration 𝑖, the objective function value
of a deterministic online algorithm would be at least 𝑊𝑅 ×

(

(𝑖−1)× (2+
𝜖) + (2 + 2𝜖)

)

= 𝑀 ×
(

(𝑖− 1) × (2 + 𝜖) + (2 + 2𝜖)
)

. Therefore, the expected
objective function value of any deterministic online algorithm would
be at least

1
|𝑉 |

|𝑉 |

∑

𝑖=1
𝑀 × ((𝑖 − 1) × (2 + 𝜖) + (2 + 2𝜖)),

which approaches to

2𝑀
|𝑉 |

|𝑉 |

∑

𝑖=1
𝑖 = 𝑀 × (|𝑉 | + 1).

Note that the objective function value of the offline optimum is
𝑀 × (2 + 2𝜖) + 𝜖 ×

(

(2 + 2𝜖) + (𝑛 − 2) × (2 + 𝜖) + (1 + 𝜖)
)

, i.e., the same
as the objective function value of the offline optimum in the proof of
Lemma 4.2. The proof is complete by Yao’s principle (Yao, 1977). □

4.2. Lower bounds for the case with partial information

We first prove updated bounds with respect to the assumption of
having partial information. We then analyse the effect of increasing
the percentage of partial information on the worst-case competitive
ratio. We represent 𝛼 = |𝑅1∪𝐺1

|

|𝑉 |

= 1 − |𝑅2∪𝐺2
|

|𝑉 |

as the percentage of

nown partial information. We remark that when 𝛼 = 0, the problem
orresponds to the case with no information and the lower bounds
roved in Lemmas 4.2 and 4.3 must be considered.

emma 4.4. Suppose that 𝑉 ≠ |𝑅2 ∪ 𝐺2
| and 𝛼 = 1 − |𝑅2∪𝐺2

|

|𝑉 |

. The
ompetitive ratio of no deterministic online algorithm is less than (1−𝛼)×|𝑉 |

nd the expected competitive ratio of no randomised online algorithm is less
han (1−𝛼)×|𝑉 |

2 + 1
2 .

roof. Note that Lemma 4.1 is valid for the case with partial informa-
ion as well. Hence, we consider the same instance as presented in the

1 1
7

roof of Lemma 4.2 with only one difference such that 𝑅 ∪𝐺 ≠ ∅ and i
𝑅2∪𝐺2 = 𝑉 ⧵(𝑅1∪𝐺1). To construct a worst-case instance, we set 𝑅1 = ∅,
i.e., the only red victim 𝑣∗ ∉ 𝑅1. Note that 𝑊𝑅 = 𝑀 and 𝑊𝐺 = 𝜖. In
he offline optimum, the victims in 𝐺1 are serviced after 𝑣∗ and hence
he latest service completion time of red victim 𝑣∗ is 𝑀 × (2 + 2𝜖).

Similar to the proofs of Lemmas 4.2 and 4.3, the latest service
ompletion time of red victim 𝑣∗ is not less than 𝑀 ×

(

(|𝑅2 ∪ 𝐺2
| −

) × (2 + 𝜖) + (2 + 2𝜖)
)

and the (expected) latest service completion time
f 𝑣∗ is not less than 𝑀 × (|𝑅2 ∪ 𝐺2

| + 1). Given that 𝑀 × 𝜖 → 0, the
ffect of latest service completion time of green victims can be omitted
rom calculations of competitive ratio for the sake of simplicity, i.e., this
s a valid statement by definitions of competitive ratio and expected
ompetitive ratio. The proof is complete. □

.3. Analysis of the lower bounds

All the lower bounds proved in Sections 4.1 and 4.2 increase in
rder of the number of victims, |𝑉 |. As it can be interpreted, the
ower bounds grow significantly when the number of victims increases
ven when the percentage of known partial information is high. For
xample, for the case with 60% of known partial information and 50
ictims, the lower bounds on the competitive ratios are 20 and 10.5 for
eterministic and randomised algorithms, respectively. We will discuss
n the next sections that the worst-case competitive ratio which is
utputted by our online algorithms on benchmark instances with 50
ictims without having access to partial information is 3.16.

This trend worsens as the number of victims increases. This means
or scenarios with higher number of victims, even with a high 𝛼
i.e., percentage of known partial information), an optimal online
lgorithm that meets these bounds performs poorly against the offline
ptimum from a worst-case perspective. That being the case, although
hese bounds are tight theoretical results, they are not informative
nd insightful for real-world mass casualty scenarios. One reason for
his limitation is that the worst-case instance which imposes the high
ompetitive ratio is an artificial instance which is unlikely to occur
n real-world. Accordingly, the optimal online algorithm which meets
hese bounds must be designed to be robust against such artificial
orst-case instances rather than real-world scenarios. An approach
hich is popularly applied in recent years (Zhang et al., 2019; Akbari
nd Shiri, 2021; Wang et al., 2022; Zhang et al., 2022) to remedy
his limitation is to design online algorithms that achieve good exper-
mental competitive ratios. This approach leads to online algorithms
hich are suitable to be utilised on problem instances with real-world

haracteristics.

. Online algorithms

In this section, we propose three deterministic online algorithms
o tackle the ARP-DSOT. We refer to our solution procedures as the
ptimisation-based, clustering, and utility-based algorithms and describe
hem in detail in the following three subsections.

.1. Optimisation-based algorithm

The optimisation-based algorithm is a hybrid two-phase approach
hich is based on a combination of solving the exact mathematical

ormulation presented in Section 3.1.1 and some heuristic rules. In the
irst phase, we utilise the available partial information and solve the
athematical formulation on a transformation of the problem instance

o obtain an assignment of victims to each ambulance as well as the
rder of servicing the assigned victims by the ambulances. For that,
e use the available triage and service times for victims in 𝑅1 ∪ 𝐺1.
owever, since we have no information about the triage and treatment

imes of victims in 𝑅2 ∪ 𝐺2 = 𝑉 ⧵ (𝑅1 ∪ 𝐺1), we give them a higher
riority than the already known green victims (i.e., 𝐺1) and a lower
riority than the known red victims (i.e., 𝑅1). To achieve this, we

1 1
nitially set the triage of victims in 𝑉 ⧵ (𝑅 ∪ 𝐺 ) to green, i.e., this
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enforces lower priorities to victims in 𝑉 ⧵ (𝑅1∪𝐺1) compared to victims
in 𝑅1 since 𝑊𝐺 ≤ 𝑊𝑅. We also set the treatment time of these victims
to 0, i.e., this gives relatively higher service priorities to victims in
𝑉 ⧵ (𝑅1 ∪ 𝐺1) compared to victims in 𝐺1 due to the latency objective
function (Ajam et al., 2022). We remark that these initial values will
be revealed dynamically by the ambulances on the field and decisions
will be updated accordingly by our heuristic rules in an online manner
in the second phase.

The second phase commences once the optimisation model is solved
on the transformed instance of the problem and the assignment of
victims to the ambulances as well as the order of visits are specified.
We denote this assignment and order for ambulance 𝑎𝜆 by 𝐿𝜆 and 𝑂𝜆,
respectively. Our objective in the second phase of the optimisation-
based algorithm is to schedule the routes of the ambulances in a
way that they follow the order of victim visits obtained from the
optimisation step. We need to note that, when producing the routes
for the ambulances, some victims with unknown triage, 𝑉 ⧵ (𝑅1 ∪ 𝐺1),
which are initially assumed as green victims in the first phase, may be
classified as red victims by the paramedics when they are examined
at their locations in the second phase. To address this, whenever an
ambulance encounters a red victim whose triage was assumed to be
green initially, the route of the ambulance is modified such that the red
victim is transferred to a hospital with available capacity for which the
summation of (1) the travel time between the location of the current red
victim and that hospital, and (2) the travel time between that hospital
and the next victim to be visited by the ambulance, is minimised. In
this way, we adhere with the plan produced by the optimisation model
while ensuring the feasibility of our online solution.

As a further improvement to the solution obtained by the optimi-
sation model, we let the ambulances which have completed servicing
all the victims that are assigned to them by the optimisation model
(i.e., the victims in 𝐿𝜆), to service the remaining victims (i.e., the
victims that are not serviced yet by the other ambulances) in a greedy
manner (i.e., by servicing the closest unserviced victim to the location
of the ambulance) until all the victims are serviced. In this way, we
avoid having idle ambulances before all the victims are served and
hence we improve the quality of our solution. A high-level pseudo-code
of the optimisation-based algorithm, only addressing the major aspects
of the algorithm, is presented in Algorithm 1.

5.2. Clustering algorithm

Not only solving the mathematical formulation in Section 3.1.1 re-
quires access to an optimisation solver, it can be time consuming when
the size of the problem instance increases. Therefore, the optimisation-
based algorithm may fail to produce timely solutions for the emergency
mass casualty incident scenarios. Hence the need for online algorithms
that are able to provide solutions in a short time is extremely important
to handle these scenarios. With that motivation, we design and develop
the clustering algorithm which is an alternative two-phase solution to
the optimisation-based algorithm with a considerably lower running
time.

Similar to the optimisation-based algorithm, to give higher priorities
to victims with unknown triage compared to the known green victims,
we initially set the triage of victims in 𝑉 ⧵ (𝑅1 ∪ 𝐺1) to green and
set the treatment time of these victims to 0. Given the nature of the
latency objective and with a service time of 0, we prioritise victims
with unknown triage to the known green victims. In the first phase of
the clustering algorithm, the victims are assigned to the ambulances
iteratively based on the travel times between locations as well as the
initial values for treatment times as follows. First, the known red
victims in 𝑅1 are uniformly assigned to the ambulances. Next, the
victims with unknown triage, 𝑉 ⧵ (𝑅1 ∪ 𝐺1), are uniformly assigned to
the ambulances. Finally, the known green victims in 𝐺1 are uniformly
8

assigned to the ambulances. As a result of this assignment, a cluster o
Algorithm 1 Optimisation-based algorithm
1: Input: an instance of the problem ⊳ see Table 1
2: Step 1:

a: set 𝑅 = 𝑅1

b: set 𝐺 = 𝑉 ⧵ 𝑅1

c: set 𝑆𝑣 = 0 for all 𝑣 ∈ 𝑉 ⧵ (𝑅1 ∪ 𝐺1)
d: solve the model in Section 3.1.1
e: find 𝐿𝜆 and 𝑂𝜆 for all 𝑎𝜆 ∈ 𝐴

3: Step 2:
a: set 𝑉 ′ = 𝑉 ⊳ define 𝑉 ′ to keep track of victims who are not
serviced yet
b: dispatch ambulance 𝑎𝜆 to service victims with respect to 𝑂𝜆
c: if ambulance 𝑎𝜆 encounters a green victim 𝑣𝑔 , then: ⊳ case 1
d: service the green victim 𝑣𝑔
e: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑔}
f: end if
g: if ambulance 𝑎𝜆 encounters a red victim 𝑣𝑟, then: ⊳ case 2
h: 𝑣∗ = the next victim in 𝐿𝜆 to be serviced by 𝑎𝜆 after servicing
𝑣𝑟
i: ℎ∗ = argminℎ∈𝐻 𝑡𝑣𝑟ℎ + 𝑆ℎ + 𝑡ℎ𝑣∗
j: deliver 𝑣𝑟 to ℎ∗
k: update 𝐶ℎ∗ = 𝐶ℎ∗ − 1
l: set 𝐻 = 𝐻 ⧵ {ℎ∗} if 𝐶ℎ∗ = 0
m: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑟}
n: end if

4: Step 3:
a: if ambulance 𝑎𝜆 completes servicing all victims in 𝐿𝜆, then:
b: 𝑣∗ = the closest victim to 𝑎𝜆 in 𝑉 ′

c: dispatch 𝑎𝜆 to 𝑣∗ and service it based on one of the two cases
in step 2
d: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣∗}
e: end if
f: if 𝑉 ′ = ∅, then: ⊳ if all victims are serviced
g: terminate ⊳ termination point
h: end if

of victims is assigned to each ambulance such that not only the geo-
graphical conditions of the victims, but also their triage is incorporated
in the clustering procedure. A detailed pseudo-code of this clustering
procedure is presented in Appendix. For an ambulance 𝑎𝜆 ∈ 𝐴, we
represent this cluster by 𝐿𝜆. Once the clusters are determined, the
second phase of the algorithm begins.

Contrary to the optimisation-based algorithm where the mathemat-
ical formulation specifies the order in which the victims should be
visited by the ambulances, in the clustering algorithm, we must apply
heuristic rules to specify the order of servicing the victims. For that, at
each discrete time point during the implementation of the algorithm,
we compute a victim utility score (VUS) for each victim in the cluster of
each ambulance. Formally, the utility score of a victim 𝑣 ∈ 𝐿𝜆 for an
ambulance 𝑎𝜆 which is positioned at node 𝑙 is the ratio of the weight of
victim 𝑣 (𝑊𝑅 or 𝑊𝐺) divided by the summation of travel time between
nodes 𝑙 and 𝑣 (𝑡𝑙𝑣) and the treatment time of victim 𝑣 (𝑆𝑣). That is,

𝑈𝑆𝑎𝜆
𝑙𝑣 =

⎧

⎪

⎨

⎪

⎩

𝑊𝑅
𝑡𝑙𝑣 + 𝑆𝑣

𝑣 ∈ 𝑅

𝑊𝐺
𝑡𝑙𝑣 + 𝑆𝑣

𝑣 ∈ 𝐺.
(13)

sing the above utility score, we iteratively dispatch each ambulance to
victim in its cluster with the highest VUS. In this way, we give higher
riorities to red victims as well as the victims whose servicing them can
e achieved in a shorter time (i.e., this rule reduces the weighted latest
ervice completion times). We remark that the VUS for each victim and
mbulance is updated dynamically over time depending on the location
f that ambulance.
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Once an ambulance 𝑎𝜆 reaches a victim, it checks whether the victim
s red or green. If the victim is green, the ambulance 𝑎𝜆 treats the
ictim, removes the victim from its cluster 𝐿𝜆, and moves to the victim
n 𝐿𝜆 with the highest VUS. If the victim is red, the ambulance 𝑎𝜆
ervices the victim, then chooses a hospital with respect to a hospital
tility score (HUS) as follows. To compute the utility of each hospital
ℎ ∈ 𝐻) with remaining capacity, and for each ambulance 𝑎𝜆 that
s positioned at the node of a red victim 𝑣𝑟, we incorporate (1) the
ravel time from the location of the victim to hospital ℎ (𝑡𝑣𝑟ℎ), (2) the
ervice time to drop off the red victim to that hospital (𝑆ℎ), and (3) the
emaining capacity of that hospital (𝐶 ′

ℎ) to compute the value of HUS
s given in (14).

𝑈𝑆𝑎𝜆
𝑣𝑟ℎ

=
𝐶 ′
ℎ

𝐶ℎ × (𝑡𝑣𝑟ℎ + 𝑆ℎ)
. (14)

In the clustering algorithm, when a red victim is observed, once
the values of HUS are identified, we send that ambulance with the
red victim to the hospital with highest HUS for that ambulance. We
note that in the design of the HUS, we consider both time (travel and
service) as well as the remaining capacity of the available hospitals. In
this way, we provide a fast service to the red victims while trying to
keep the hospitals with low residual capacities available for servicing
potential red victims that might be visited later and are potentially
closer to those hospitals. We need to remark that although the HUS is
inversely correlated with 𝐶ℎ on the one hand, it is directly correlated
with 𝐶 ′

ℎ on the other hand, i.e., the HUS is correlated with 𝐶′
ℎ

𝐶ℎ
. Given

hat 𝐶 ′
ℎ = 𝐶ℎ for all ℎ ∈ 𝐻 initially, the hospital capacities and

he size of the hospitals have no effect on the HUS at the beginning
f the operations. Once the transport of a red victim to a hospital is
imulated, the available capacity of the destination hospital will be
pdated. After this, the delivered red victim will be removed from the
luster of its ambulance and then the ambulance moves to the node of
he victim on 𝐿𝜆 with the highest VUS. This procedure is repeated for
ach ambulance until all victims in the cluster of that ambulance are
erviced.

Similar to the optimisation-based algorithm, we let the ambulances
hich have completed servicing all the victims in their clusters, to

ervice the remaining victims (i.e., the victims that are not serviced
et by the other ambulances) in a greedy manner with respect to VUS.
hus, we avoid having idle ambulances before all the victims are served
nd hence we improve the quality of our solution. A high-level pseudo-
ode of the clustering algorithm pointing out to only its major elements
s presented in Algorithm 2.

.3. Utility-based algorithm

In the utility-based algorithm, we assign the victims to the ambu-
ances dynamically as new information reveals. With the motivation of
rioritising the treatment of potential red victims (i.e., seriously injured
ictims who are not found yet by the ambulances), we include a feature
n the utility-based algorithm which allows the ambulances to bypass
reen victims without servicing them in certain circumstances. This
eature which can result in faster service completion times for more
everely injured victims, can be a significant addition to the online
lgorithm in the context of mass casualty incidents where the locations
f several victims are close to each other. We first describe this feature
n detail and then explain the procedure of the utility-based algorithm.

.3.1. Bypassing a green victim without providing service
To equip the utility-based algorithm with the feature mentioned

bove, once an ambulance reaches a green victim, we compute a
ervice utility score (SUS) to decide whether to treat the green victim
mmediately or delay the treatment of the green victim to later visits.
n here, we point out that a green victim that is not treated by the
aramedics of an ambulance, will be added to a list called the observed
nd untreated green victims (𝑂𝑈𝐺) list and will be serviced by the
9

t

Algorithm 2 Clustering algorithm
1: Input: an instance of the problem ⊳ see Table 1
2: Step 1:

a: set 𝑅 = 𝑅1

b: set 𝐺 = 𝑉 ⧵ 𝑅1

c: set 𝑆𝑣 = 0 for all 𝑣 ∈ 𝑉 ⧵ 𝑅1 ∪ 𝐺1

d: find cluster 𝐿𝜆 for all 𝑎𝜆 ∈ 𝐴 ⊳ see Appendix and Section 5.2
3: Step 2:

a: set 𝑉 ′ = 𝑉 ⊳ define 𝑉 ′ to keep track of victims who are not
serviced yet
b: dispatch ambulance 𝑎𝜆 to service victims in 𝐿𝜆 with respect to
VUS ⊳ see equation (13)
c: if ambulance 𝑎𝜆 encounters a green victim 𝑣𝑔 , then: ⊳ case 1
d: service the green victim 𝑣𝑔
e: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑔}
f: end if
g: if ambulance 𝑎𝜆 encounters a red victim 𝑣𝑟, then: ⊳ case 2
h: choose ℎ∗ with respect to HUS ⊳ see equation (14)
i: deliver 𝑣𝑟 to ℎ∗
j: update 𝐶ℎ∗ = 𝐶ℎ∗ − 1
k: set 𝐻 = 𝐻 ⧵ {ℎ∗} if 𝐶ℎ∗ = 0
l: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑟}
m: end if

4: Step 3:
a: if ambulance 𝑎𝜆 completes servicing all victims in 𝐿𝜆, then:
b: choose 𝑣∗ for 𝑎𝜆 among the victims in 𝑉 ′ with respect to VUS
⊳ see equation (13)
c: dispatch 𝑎𝜆 to 𝑣∗ and service it based on one of the two cases
in step 2
d: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣∗}
e: end if
f: if 𝑉 ′ = ∅, then: ⊳ if all victims are serviced
g: terminate ⊳ termination point
h: end if

same or other ambulances later, e.g., when all potential red victims
are treated. For an ambulance 𝑎𝜆 that is positioned at the node of a
newly found green victim 𝑣𝑔 ∈ 𝐺, the SUS is computed (online) with
respect to (1) the proportion of known red victims to all victims with
known triage (at the moment of decision making) denoted by 𝛱𝑅,

where 𝛱𝑅 =
|𝑅1

|

|𝑅1 ∪ 𝐺1
|

at time 0, (2) the travel time (𝑡𝑣𝑔𝑣∗ ) between

the current location of 𝑎𝜆 (𝑣𝑔) and a node 𝑣∗ with the highest 𝑉 𝑈𝑆𝑎𝜆
𝑣𝑔𝑣∗

see Eq. (13)), (3) the revealed treatment time of the green victim 𝑆𝑣𝑔 ,
(4) the weight of green victims 𝑊𝐺, and (5) the weight of red victims
𝑊𝑅 such that:

𝑆𝑈𝑆𝑎𝜆
𝑣𝑔 = 1

1 +𝛱𝑅
×

𝑡𝑣𝑔𝑣∗
𝑆𝑣𝑔

×
𝑊𝐺
𝑊𝑅

. (15)

In the utility-based algorithm, if 𝑆𝑈𝑆𝑎𝜆
𝑣𝑔 < 1, the ambulance by-

passes the green victim without providing treatment. Otherwise, the
ambulance services the green victim immediately. In Eq. (15), the term

1
1 +𝛱𝑅

incorporates the real-time proportion of known red victims as

a decision criteria for the algorithm. If 𝛱𝑅 is high, then SUS decreases
and hence the likelihood of bypassing the green victim increases, i.e., if
the ambulances would observe in the course of service operations that
there are many red victims, the algorithm should likely bypass a green
victim whereas if hardly any red victims have been observed in the
process, the algorithm does not allow bypassing the green victims. Also,

the term
𝑡𝑣𝑔𝑣∗
𝑆𝑣𝑔

in Eq. (15) ensures that green victims with relatively

mall treatment times have higher SUS, i.e., if the treatment time of
he green victim (𝑣 ) is relatively higher than the required travel time
𝑔
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to visit another victim (𝑣∗) with unknown triage, then the SUS would be
maller for 𝑣𝑔 . Furthermore, the term

𝑊𝐺
𝑊𝑅

in Eq. (15) incorporates the
relative weights of red and green victims in the decision making pro-
cedure such that the SUS for green victims would decrease where

𝑊𝐺
𝑊𝑅

decreases, i.e., the likelihood of servicing green victims at their first
visits decreases when the weight of red victims is significantly larger
than the weight of green victims. To further elaborate on the bypassing
feature of the utility-based algorithm, and to distinguish the scheduling
procedure of this algorithm with the clustering and the optimisation-
based algorithms, we apply a simple numerical example as follows. In
this example, we consider a scenario during the implementation of the
algorithms with a single ambulance and only two remaining victims
𝑣1 and 𝑣2 whose triages are not given to the ambulance a priori. We
onsider the scenario where the single ambulance 𝑎1 is just arrived at
𝑣1 and has realised that the victim is of green triage (i.e., 𝑣1 ∈ 𝐺)
with a treatment time of 𝑆𝑣1 = 200. In this scenario, we assume that
no red victim is previously found such that 𝛱𝑅 = 0. Furthermore, we
assume 𝑊𝐺 = 1, 𝑊𝑅 = 10, and the travel time between 𝑣1 and 𝑣2
s 400. Since the clustering and optimisation-based algorithms do not
ncorporate the bypassing feature, in these algorithms, the ambulance
irst services 𝑣1 and then moves towards 𝑣2. However, in the utility-
ased algorithm the service utility score is computed as 𝑆𝑈𝑆𝑎1

𝑣1 =
1

1 +𝛱𝑅
×

𝑡𝑣1𝑣2
𝑆𝑣1

×
𝑊𝐺
𝑊𝑅

= 1
1 + 0

× 400
200

× 1
10

= 0.2. In this case, since

𝑆𝑈𝑆𝑎1
𝑣1 = 0.2 < 1, the ambulance bypasses 𝑣1 immediately to service

𝑣2, and adds 𝑣1 to the set of observed but unserviced victims (OUG). In
this way, the algorithm prioritises servicing red victims where there is a
merit for such a prioritisation depending on the real time information,
which leads to a reduced objective function value for this algorithm.
We present the detailed procedure of the utility-based algorithm in the
next subsection.

5.3.2. The procedure for the utility-based algorithm
We remark that the utility-based algorithm utilises various utility

scores, namely, VUS and HUS defined in Section 5.2, and SUS presented
in Section 5.3.1. The algorithm uses a list of unassigned victims denoted
by 𝑉 ′ to keep track of victims who are not assigned to any ambulances
and initialises it by setting it equal to the list of all victims at the be-
ginning. In addition, the algorithm defines and initialises an empty list
to keep track of green victims which are observed but not treated due
to their high treatment times, i.e., the OUG list. At the beginning, each
ambulance is assigned to a victim with the highest VUS (see Eq. (13)).
Then, the ambulances are dispatched to their assigned victims. Once an
ambulance 𝑎𝜆 reaches to its assigned victim, the paramedics examine
and learn the triage and treatment time of the victim and then share
this information with all the other ambulances. In this sense, there is
an important difference between the utility-based algorithm and the
other two online algorithms. In those algorithms, since the victims were
allocated to the ambulances before their conditions were examined,
there was no need for information sharing between the paramedics on
the ambulances as the same ambulance always had to serve the victims
allocated to it. However, in the utility-based algorithm, once the triage
and treatment time of a victim is examined, this information will be
shared amongst the paramedics as some green victims will be bypassed
initially and will be seen later. In the utility-based algorithm, when an
ambulance arrives to a victim location, two cases may arise:

• The victim is green: in this case, we compute 𝑆𝑈𝑆𝑎𝜆
𝑣𝑔 (see Eq.

(15)), the paramedics treat the victim if 𝑆𝑈𝑆𝑎𝜆
𝑣𝑔 > 1. Next, the

victim is removed from the list of unassigned victims and the
ambulance is dispatched to a victim with the highest VUS for
𝑎𝜆 (see Eq. (13)). Otherwise if 𝑆𝑈𝑆𝑎𝜆

𝑣𝑔 < 1, the green victim is
added to the set of observed but untreated victims (𝑂𝑈𝐺), and
10

the ambulance is dispatched to a victim with the highest VUS.
• The victim is red: in this case, the paramedics provide the re-
quired treatment to the victim and the ambulance is dispatched
to a hospital with the highest hospital utility score HUS (see
Eq. (14)). Then, this information is shared with the rest of the am-
bulances and the capacity of the destination hospital is decreased
by one.

Once an ambulance delivers a red victim to a hospital, it will be
ispatched to a victim with the highest VUS for that ambulance. A high-
evel pseudo-code of the utility-based algorithm summarising its main
eatures is presented in Algorithm 3.

Algorithm 3 Utility-based algorithm
1: Input: an instance of the problem ⊳ see Table 1
2: Initiation:

a: 𝑉 ′ = 𝑉 ⊳ set of unassigned victims
b: 𝑂𝑈𝐺 = ∅ ⊳ 𝑂𝑈𝐺 ∶ set of Observed and Untreated Green victims

3: Step 1: while 𝑉 ′ ⧵ 𝑂𝑈𝐺 ≠ ∅:
⊳ give priority to potential unserviced red victims by ignoring

green victims in OUG
a: dispatch each ambulance 𝑎𝜆 ∈ 𝐴 to a victim in 𝑉 ′ ⧵ 𝑂𝑈𝐺 with
respect to VUS ⊳ see equation (13)
b: if an ambulance 𝑎𝜆 ∈ 𝐴 encounters a green victim 𝑣𝑔 , then:
c: update 𝛱𝑅
d: learn 𝑆𝑣𝑔
e: compute 𝑆𝑈𝑆𝑎𝜆

𝑣𝑔 ⊳ see equation (15)
f: if 𝑆𝑈𝑆𝑎𝜆

𝑣𝑔 ≥ 1 , then:
g: service 𝑣𝑔 ⊳ service the green victim
h: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑔}
i: set 𝑂𝑈𝐺 = 𝑂𝑈𝐺 ⧵ {𝑣𝑔} ⊳ if the green victim belongs
to 𝑂𝑈𝐺, remove it from 𝑂𝑈𝐺
j: else: ⊳ if 𝑆𝑈𝑆𝑎𝜆

𝑣𝑔 < 1
k: set 𝑂𝑈𝐺 = 𝑂𝑈𝐺 ∪ {𝑣𝑔} ⊳ share information and
add the green victim to 𝑂𝑈𝐺
l: end if
m: end if
n: if an ambulance 𝑎𝜆 ∈ 𝐴 encounters a red victim 𝑣𝑟, then:
o: update 𝛱𝑅
p: learn 𝑆𝑣𝑟
q: service 𝑣𝑟
r: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑟} ⊳ service the red victim
s: determine ℎ∗ ∈ 𝐻 with respect to HUS ⊳ see equation
(14)
t: dispatch 𝑎𝜆 to deliver 𝑣𝑟 to ℎ∗
u: set 𝐶ℎ∗ = 𝐶ℎ∗ − 1
v: set 𝐻 = 𝐻 ⧵ {ℎ∗} if 𝐶ℎ∗ = 0
w: end if

4: Step 2: while 𝑉 ′ ⧵ 𝑂𝑈𝐺 = ∅ and 𝑂𝑈𝐺 ≠ ∅:
a: dispatch each ambulance 𝑎𝜆 ∈ 𝐴 to a victim in 𝑂𝑈𝐺 with respect
to VUS ⊳ see equation (13)
b: if an ambulance 𝑎𝜆 ∈ 𝐴 arrives at the node of a green victim
𝑣𝑔 ∈ 𝑂𝑈𝐺, then:
c: service 𝑣𝑔
d: set 𝑉 ′ = 𝑉 ′ ⧵ {𝑣𝑔}
e: set 𝑂𝑈𝐺 = 𝑂𝑈𝐺 ⧵ {𝑣𝑔}
f: end if
g: if 𝑉 ⧵ 𝑂𝑈𝐺 = ∅ and 𝑂𝑈𝐺 = ∅, then:
h: terminate ⊳ termination point
i: end if

6. Computational analysis of the algorithms

In this section we investigate the performance of our algorithms
developed in Section 5. The experiments were coded and performed in
Python 3.9 on a device with Intel Core i5 processor, 8 GB of RAM and
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64-bit Windows 10 operating system. The mathematical models were
solved using Gurobi 9 under an academic licence. In the following, we
first give information about the data sets used in our computational
experiments and then present the computational results.

6.1. Description of the data sets

In order to computationally analyse our algorithms, we tested them
on the same instances from Talarico et al. (2015). We recall that their
study addressed the offline version of our problem in which the triage
levels of the victims as well as their treatment times are known in
advance. Different from this offline problem, in our study, we have
the triage and treatment time of only a subset of the victims (partial
information). In the case where no information is considered, we do not
have this information for any of the victims. The definitions of partial
information and no information are also presented in Section 3.2. In
our study, the triage and treatment time of unknown victims are only
revealed after an ambulance arrives at the casualty location and the
paramedics assess the condition of the victim. In Talarico et al. (2015),
324 benchmark instances were introduced with number of hospitals
varying from 1 to 4 and number of ambulances varying from 1 to 35.
In 108 instances, the number of victims was set to 10, in another 108
instances, the number of victims was set to 25 and in the last 108
instances, the number of victims was set to 50. Each of these instances
were then solved four times by changing the ratio of the weight of the
green victims to the weight of the red victims, i.e.,

𝑊𝐺
𝑊𝑅

. In particular,

he cases with
𝑊𝐺
𝑊𝑅

= 1,
𝑊𝐺
𝑊𝑅

= 1
2

,
𝑊𝐺
𝑊𝑅

= 1
5

and
𝑊𝐺
𝑊𝑅

= 1
10

were solved.

ince 𝑊𝐺 was set equal to 1 in these instances, they are equivalent to
ases where 𝑊𝑅 takes a value from 1, 2, 5 or 10. In our computational
xperiments, first we analyse the case with no information over all
he 324 instances with varying values of 𝑊𝑅. We then investigate the

cases where 20%, 40% and 60% of the victim conditions are known in
advance (partial information).

6.2. Analysis of the performance of the algorithms

As it is stated in the previous sections, to test the performance of
an online algorithm, the experimental competitive ratio notion is used.
For an online algorithm on a particular instance, the obtained objective
function value from that algorithm over the optimal objective function
value of the offline problem gives the experimental competitive ratio
of that algorithm for that specific instance. In here, we first present
the results of our online algorithms on the cases where no information
about the condition of the victims is known, and then present the results
for the cases where the triage and required treatment times for some
of the victims are given.

6.2.1. Results of the cases with no information
In this section, we compare the results obtained from our online al-

gorithms with the offline objective function values which are extracted
from Talarico et al. (2015) to report the experimental competitive ratios
of our algorithms on the benchmark instances. We note that the focus
of our study is not on solving the offline version of the problem. The
detailed results for each of the cases with 10, 25 and 50 victims are
given in Figs. 3–5, respectively.

In Fig. 3, the results of all the three algorithms are given over the
first 108 instances with 10 victims, no information about the victim
conditions, and for all the cases of 𝑊𝑅 when it is equal to 1, 2, 5 or 10.
Since in calculation of the experimental competitive ratio (denoted by
ECR in the graphs), the ratio of the solution from the online algorithm
over the optimal objective function value of the offline algorithm is
considered, the value of the experimental competitive ratio for an
online algorithm cannot be lower than 1.
11
As can be observed in Fig. 3, generally, the performance of the
optimisation-based algorithm is slightly better compared to the other
two algorithms, particularly for the first 40 instances. This is such that
the average ECRs over the first 40 instances of the optimisation-based
algorithm are 1.183 and 1.219 for 𝑊𝑅 = 1 and 𝑊𝑅 = 2, respectively.

n the other hand, for 𝑊𝑅 = 1 and 𝑊𝑅 = 2, the average ECRs over
he first 40 instances are 1.389 and 1.384 for the clustering and 1.348
nd 1.406 for the utility-based algorithms. This trend does not follow
or rest of the instances and the difference between the performance of
he algorithms is not significant. Nevertheless, the average performance
f the optimisation-based algorithm remains better than the other two
lgorithms when all the instances are considered as well. For example,
he average ECRs of the algorithms over all the instances with 𝑊𝑅 = 1
re 1.430, 1.389 and 1.332 for the clustering, utility and optimisation-
ased algorithms, respectively. The average ECRs over all the instances
ith 10 nodes and 𝑊𝑅 = 10 are 1.449, 1.415 and 1.380 for the

clustering, utility and optimisation-based algorithm which shows the
initial observation that the optimisation-based algorithm is superior
compared to the other two algorithms with 10 victims and no initial
information.

Another observation can focus on the number of instances where
each algorithm had the best performance among the three. In this
regard, again, the optimisation-based algorithm was superior with 59,
52, 54 and 53 cases out of 108 where this algorithm found better
solutions compared to the other two for varying 𝑊𝑅 values from 1
to 10. While the performance of the optimisation-based is better on
average, its drawback is its reliance on access to an optimisation solver.
Moreover, when looking at the worst case performance (maximum
ECR) of these algorithms over the 108 instances with 10 victims and
no information on victim conditions, except for the case with 𝑊𝑅 = 2,
the utility-based algorithm has shown a better performance compared
to both the optimisation and clustering algorithms.

Fig. 4 gives the same information as in Fig. 3 but for instances
with 25 victims. Different from the instances with 10 victims, in the
cases with 25 victims, when the number of victims increases, the
optimisation-based algorithm does not seem to have a better perfor-
mance compared to the other two algorithms. In fact, in these instances,
the utility-based algorithm is superior in terms of both the average
of the ECR values and the worst case performance identified by the
maximum ECR. For example, the highest ECR value of the utility-based
algorithm is 1.754, 2.171, 2.210 and 2.365 for 𝑊𝑅 = 1, 2, 5 and 10, re-
spectively. This shows that the utility-based algorithm shows a reliable
performance even for the extreme cases when 𝑊𝑅 is set to 10. On the
other hand, the performance of the optimisation-based and clustering
algorithms are not reliable when looking at their maximum ECR values.
The maximum ECR of the optimisation-based and clustering algorithms
are both within the instances with 𝑊𝑅 = 1 where the maximum ECR is
4.620 for the optimisation-based and 3.545 for the clustering algorithm.

From an average performance perspective, the utility-based algo-
rithm is superior within all the tested 𝑊𝑅 values. That is for 𝑊𝑅 = 1,
the average ECR of the utility-based algorithm is 1.754 in comparison
to 1.912 and 2.109 for clustering and optimisation-based algorithms.
When 𝑊𝑅 = 2, a similar comparison is observed and these values are
1.610, 1.761 and 1.912 for the utility, clustering and optimisation-
based algorithms, respectively. For cases with 𝑊𝑅 = 5 and 10, we
also observe a similar pattern where the utility-based algorithm out-
performs both clustering and optimisation-based algorithms. Recalling
that the utility-based algorithm is the only algorithm that shows re-
action to the observed information about the condition of the victims
(e.g., bypassing green victims under certain situations), we point out
that this consideration of new information results in its superior per-
formance. A comparison between clustering and optimisation-based
algorithms shows that, on average, the clustering algorithm has a better
performance compared to the optimisation-based algorithm.

From the best case performance translated into finding the best solu-

tion over each instance, again the utility-based algorithm outperforms
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Fig. 3. Results for instances with 10 victims.

Fig. 4. Results for instances with 25 victims.
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Fig. 5. Results for instances with 50 victims.
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he other two algorithms. For the cases with 𝑊𝑅 = 1, 2, 5 and 10, the
tility-based algorithm finds the best solutions in 66, 57, 66 and 77
nstances out of the 108 tested cases. For the remaining instances where
he clustering or optimisation-based algorithms found better solutions,
lustering algorithm found better solutions in more cases over all the
alues of 𝑊𝑅.

Fig. 5 gives the results of the instances with 50 victims. These are
he largest instances that were tested in Talarico et al. (2015). In these
arger instances, again the utility-based algorithm shows consistently
etter performance. Except for the case with 𝑊𝑅 = 1 where the
lustering algorithm with an average ECR of 1.905 in comparison to
n average ECR of 1.919 achieved from the utility-based algorithm had
better performance, in rest of the cases, the average performance

f the utility-based algorithm was superior compared to the other
wo algorithms. The superiority of the utility-based algorithm is more
vident when the value of 𝑊𝑅 increases. For example, when 𝑊𝑅 = 10,
he average ECR of the utility-based algorithm is 1.454 which is lower
han an average of 1.693 for the clustering algorithm, and 1.723 for
he optimisation-based algorithm. A comparison between the clustering
nd optimisation-based algorithms shows that the clustering algorithm
utperforms the optimisation-based algorithm.

When looking at the worst performance amongst the instances,
gain, the utility-based algorithm outperforms the other two algo-
ithms. For example, with 𝑊𝑅 = 5, the highest ECR obtained from the
tility-based algorithm is 2.396 but the highest ECR of the clustering
nd optimisation-based algorithms are 2.469 and 2.673, respectively.
hen looking at the number of times each of these algorithms found

he best solution in the 108 tested instances, while with lower 𝑊𝑅
alues, the performance of the clustering and utility-based algorithms
re almost similar, when the value of 𝑊𝑅 increases, the performance
f the utility-base algorithm is significantly better than the other two
lgorithms. In instances when 𝑊𝑅 = 5, in 69 instances, and when

= 10, in 83 instances out of 108, the utility-based algorithm
13

𝑅

ound better solutions compared to the other two algorithms. This again
ighlights the impacts of considering revealed information in the design
f this online algorithm and shows the superiority of the utility-based
lgorithm which allows bypassing some of the green victims.

.2.2. Results of the cases with partial information
In order to investigate the impact of having access to partial infor-

ation about the conditions of the victims, we selected a total of 60
nstances from each of the categories with 10, 25 and 50 victims (20
nstances from each category) and tested our algorithms under three
ore scenarios. In these scenarios, we investigated cases where the

riage levels and the treatment times of 20%, 40% and 60% of the
ictims are known in advance. Since for generating these scenarios,
t matters that the partial information is available for which subset
f the victims, for each of the instances, we generated 10 different
amples. For example, for a specific instance with 25 victims where
he conditions of 40% of them is available, we generated 10 samples
n which the information of a different subset of victims is available
n each of them. We note that the situation where no information is
vailable (Section 6.2.1) can be categorised as 0% of information and
oes not require multiple samples. In the following, we analyse the
erformance of the three algorithms on all the selected instances with
0, 25 and 50 victims based on varying 𝑊𝑅 values, i.e., 𝑊𝑅 = 1, 2, 5
nd 10.

Fig. 6 gives the summary of the results over all the selected instances
hen 𝑊𝑅 = 1. As can be observed, in the case when 𝑊𝑅 = 1, with
ore information, the optimisation-based algorithm tends to show a

etter performance. For example, in the case with 25 victims, when
0% of the information is available, the ECR is dropped to 1.63 from
.05 (which is the ECR for the case when no information is available).
n interesting observation is that when only 20% of the information

s available, in none of the cases an improvement of the results is
bserved. This is perhaps because access to limited information cannot
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Fig. 6. Average results when 𝑊𝑅 = 1.
Fig. 7. Average results when 𝑊𝑅 = 2.
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elp the algorithms in achieving better results. Another important
bservation is that when 𝑊𝑅 = 1, access to more information does
ever guarantee a better solution for the clustering algorithm. The
tility-based algorithm however, tends to find better solutions when
ore information is available. This is particularly correct for larger

nstances with 50 or 25 nodes.
Fig. 7 gives the results of the tested instances for the introduced

lgorithms when 𝑊𝑅 = 2. In general, our algorithms show very good
erformances on average. For example, when 𝑊𝑅 = 2, the worst
CR is from the optimisation-based algorithm over instances with 25
ictims and 20% of information which is at only 1.92. In Fig. 7, we
an see that the utility-based algorithm outperforms the clustering and
ptimisation-based algorithms for instances with 25 and 50 victims
ver all categories of information availability. In all the cases of the
tility-based algorithm with different number of victims, access to 20%
f information only worsens the found solutions. However, when more
nformation is available in cases with 40% and 60% of information
vailability, the performance of the utility-based algorithm improves.

Fig. 8 gives the results of testing our algorithms on the same
nstances when 𝑊𝑅 = 5. As can be observed, with these instances,
ll of our algorithms were again able to find good solutions and the
orst case performance is even better than the case with 𝑊𝑅 = 2 with

he lowest ECR being at 1.82. While for the small instances with 10
ictims, the performance of the optimisation-based algorithm is supe-
ior marginally, in the cases with 25 and 50 victims, the utility-based
lgorithm outperforms the other two algorithms significantly. When
𝑅 = 5, for instances with 50 victims, even 20% of information helps

he utility-based algorithm to obtain better solutions. The clustering
lgorithm also outperforms the optimisation-based algorithm over all
he cases of information availability when |𝑉 | = 50.

Fig. 9, presents the results when 𝑊𝑅 = 10. As it is evident in
14

his figure, the utility-based algorithm outperforms the rest of the c
lgorithms in all the cases. In all the cases with 10 and 50 victims, the
tility-based algorithm continues to show a better performance with
vailability of more data. Since in a real-life scenario, the assigned
eight to red victims (𝑊𝑅), should be higher than green victims (𝑊𝐺),
e can see that the utility-based continuously outperforms the other

wo algorithms specially for larger instances. Another advantage of this
lgorithm is its scalability as it can solve the larger instances with 50
ictims in merely 1 s.

As the weight of red victims (𝑊𝑅) increases, the utility-based algo-
ithm outperforms both optimisation-based and clustering algorithms.
he reason behind this is that the utility-based algorithm incorporates
bypassing feature, allowing ambulances to navigate the network and

ocate red victims more efficiently. Consequently, these victims can be
ransported to hospitals more promptly compared to the optimisation-
ased and clustering algorithms. From a theoretical perspective, the
ypassing feature of the utility-based algorithm reduces the latest ser-
ice completion time of the red victims. Consequently, when the weight
f red victims (i.e., 𝑊𝑅) increases, the objective function value of the
tility-based algorithm would be less than the objective function value
f the other two algorithms, i.e., when 𝑊𝑅 increases, the utility-based
lgorithm gradually outperforms the optimisation-based and clustering
lgorithms.

Table 3 gives the summary of the performance of the optimisation-
ased, utility-based and clustering algorithms and their obtained ECR
alues from our computational analysis in this section. This table in-
ludes the mean and variance of the ECR values over different instances
ith 10, 25 and 50 victims and with varying information availability

ncluding 0%, 20%, 40% and 60%. As can be observed, the utility-based
lgorithm outperforms the other two algorithms on average and also
hows a lower variance which confirms its robustness and superiority
ompared to the optimisation-based and clustering algorithms.
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Fig. 8. Average results when 𝑊𝑅 = 5.
Fig. 9. Average results when 𝑊𝑅 = 10.
Table 3
Summary of the results.
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1
10 1.34 0.13 1.36 0.18 1.35 0.18 1.37 0.17 1.47 0.17 1.51 0.18 1.31 0.13 1.53 0.20 1.54 0.18 1.23 0.10 1.57 0.25 1.52 0.20
25 2.05 0.36 1.85 0.26 1.73 0.22 2.07 0.26 1.91 0.22 1.82 0.19 1.77 0.16 1.98 0.22 1.80 0.18 1.63 0.20 1.99 0.24 1.77 0.19
50 1.91 0.42 1.85 0.34 1.91 0.28 1.97 0.33 1.88 0.32 1.93 0.28 1.90 0.26 1.90 0.33 1.87 0.28 1.77 0.24 1.91 0.37 1.79 0.28

2
10 1.28 0.10 1.30 0.13 1.35 0.18 1.28 0.10 1.37 0.15 1.38 0.12 1.28 0.11 1.38 0.19 1.37 0.15 1.22 0.10 1.38 0.23 1.34 0.16
25 1.86 0.32 1.71 0.27 1.58 0.17 1.92 0.22 1.80 0.18 1.64 0.18 1.72 0.20 1.84 0.21 1.60 0.15 1.57 0.23 1.76 0.22 1.58 0.15
50 1.74 0.34 1.70 0.30 1.68 0.24 1.83 0.31 1.74 0.26 1.71 0.28 1.82 0.25 1.74 0.28 1.64 0.24 1.72 0.24 1.71 0.29 1.58 0.22

5
10 1.33 0.17 1.33 0.17 1.38 0.22 1.31 0.14 1.36 0.19 1.36 0.16 1.30 0.13 1.37 0.20 1.34 0.14 1.27 0.11 1.29 0.20 1.30 0.15
25 1.80 0.36 1.66 0.36 1.47 0.25 1.83 0.27 1.81 0.27 1.53 0.26 1.65 0.21 1.77 0.33 1.52 0.26 1.57 0.23 1.64 0.25 1.46 0.22
50 1.68 0.32 1.66 0.33 1.55 0.29 1.80 0.30 1.76 0.37 1.49 0.23 1.79 0.25 1.70 0.30 1.44 0.21 1.70 0.24 1.60 0.28 1.40 0.19

10
10 1.39 0.22 1.39 0.20 1.39 0.24 1.37 0.18 1.39 0.22 1.35 0.18 1.35 0.17 1.38 0.22 1.33 0.16 1.31 0.14 1.29 0.21 1.28 0.17
25 1.76 0.38 1.65 0.42 1.44 0.34 1.78 0.26 1.77 0.31 1.47 0.29 1.67 0.27 1.74 0.36 1.46 0.29 1.58 0.26 1.57 0.28 1.40 0.23
50 1.69 0.33 1.68 0.37 1.49 0.28 1.79 0.30 1.78 0.39 1.43 0.22 1.77 0.27 1.68 0.34 1.39 0.21 1.69 0.27 1.55 0.29 1.33 0.18

Avg 1.65 0.29 1.60 0.28 1.53 0.24 1.69 0.24 1.67 0.25 1.55 0.21 1.61 0.20 1.67 0.27 1.53 0.20 1.52 0.20 1.60 0.26 1.48 0.19
15
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6.3. Computational running time of the algorithms

The computational running time of the clustering and the utility-
based algorithms is less than one second on the largest tested instances.
This is due to the fact that these algorithms are based on simple
heuristic rules and do not rely on the optimisation solvers. As for the
first phase of the optimisation-based algorithm, which relies on solving
the mathematical formulation, the computational running time is set
to one hour, i.e., a threshold by which the optimal solution is found
on smaller instances, and after which the incumbent solution does not
substantially improve on larger instances in our computational experi-
ments. As for the second phase of the optimisation-based algorithm, the
computational running time is less than one second similar to those of
the clustering and utility-based algorithms. The computational running
time for obtaining the offline optimal results can be found in Talarico
et al. (2015).

7. Conclusions and future research directions

In this work, we investigated an online optimisation problem (i.e.,
ARP-DSOT) to find the routes and schedules of the ambulances in
the aftermath of disasters and mass casualty incidents. The online
parameters are considered to model the uncertainty associated with
triage levels and treatment times of the victims. We analysed this
problem from a theoretical worst-case competitive ratio perspective
comprehensively and provided several lower bounds on the competitive
ratio of online algorithms under different scenarios of partial and no
information. Our lower bounds show the worst-case compensation of
solving the problem under incomplete information.

Furthermore, to address real-life instances of the problem, we pro-
posed three novel online algorithms. One of our algorithms (i.e., the
optimisation-based algorithm) is a hybrid heuristic procedure which
makes good use of an exact offline formulation to determine the routes
and schedules of ambulances. As a fast alternative to the optimisation-
based algorithm which does not require access to an optimisation
solver, we also propose another heuristic (i.e., the clustering algorithm)
which mainly relies on dividing the victims into clusters and allocating
the victims in each cluster to an ambulance. Our third algorithm
(i.e., the utility-based algorithm) is based on various novel problem
specific heuristic policies and requires having complete communica-
tion between the ambulances as well as constant information sharing
between the hospitals and ambulances.

We verify the performance of our online algorithms by comparing
their solutions with the offline optimal solutions (which are provided
under complete information) on a wide range of 1296 instances from
the literature. In particular, we focus on two main cases of partial and
no information and conduct an extensive sensitivity analysis to under-
stand the performance of our algorithms under different scenarios. We
discuss in detail the advantages and drawbacks of these algorithms
based on our computational experiments. Based on our observations, on
special scenarios with a low number of victims and a high percentage of
partial information, the optimisation-based algorithm outperforms the
other two approaches and can be utilised in real-world mass casualty
scenarios. However, when the size of the problem grows, the utility-
based algorithm achieves consistently good results against the other
two alternatives. Furthermore, as the utility-based algorithm can be
implemented in very low running times (i.e., less than 1 s), it can be
directly applied in response to real-world mass casualty incidents.

From a theoretical competitive analysis point of view, providing
deterministic and randomised online solutions which can compete with
our provided lower bounds remains as a challenging open research
problem considering the complexity of the problem setting of the
16

ARP-DSOT.
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Appendix. The pseudo-code of the clustering procedure used in
the clustering algorithm

In the following, we present the detailed pseudo-code that was used
to develop the clustering algorithm presented in Section 5.2.

Algorithm 4 The clustering procedure for the clustering algorithm

1: Input: an instance of problem with partial information, i.e., sets 𝑅1

and 𝐺1 ⊳ see Table 1
2: Initiation:

a: 𝐿𝜆 = ∅ ⊳ set of assigned victims to ambulance 𝑎𝜆 ∈ 𝐴
b: 𝐴′ = 𝐴 ⊳ copy of the set of ambulances
c: 𝑇𝐿 = 𝑅1 ⊳ temporary list for assignment of victims to
ambulances

3: if 𝑅1 = ∅ then:
4: 𝑇𝐿 = 𝑉 ⧵ (𝑅1 ∪ 𝐺1)
5: go to 13
6: if 𝑉 ⧵ (𝑅1 ∪ 𝐺1) = ∅ then:
7: 𝑇𝐿 = 𝐺1

8: go to 13
9: end if

10: else:
11: go to 13
12: end if
13: if 𝐴′ = ∅ then: ⊳ if the assignment of victims to the ambulances is

balanced
4: set 𝐴′ = 𝐴
5: go to 19

⊳ add all ambulances to 𝐴′ in order to assign a new victim to
each ambulance

6: else:
7: go to 19
8: end if
9: determine 𝑎∗ ∈ 𝐴′ ⊳ 𝑎∗ is the first indexed ambulance in 𝐴′

0: find 𝑣∗ ∈ 𝑇𝐿 ⊳ 𝑣∗ is the victim with the closest distance to 𝑎∗
1: add 𝑣∗ to 𝐿∗ ⊳ add 𝑣∗ to the list of assigned victims to ambulance

𝑎∗
2: set 𝐴′ = 𝐴′ ⧵ {𝑎∗}
3: set 𝑉 = 𝑉 ⧵ {𝑣∗}
4: if 𝑣∗ ∈ 𝑅1 then: set 𝑅1 = 𝑅1 ⧵ 𝑣∗ end if
5: if 𝑣∗ ∈ 𝑉 ⧵ (𝑅1 ∪𝐺1) then: set 𝑉 ⧵ (𝑅1 ∪𝐺1) = 𝑉 ⧵ (𝑅1 ∪𝐺1 ∪ {𝑣∗})
end if

6: if 𝑣∗ ∈ 𝐺1 then: set 𝐺1 = 𝐺1 ⧵ 𝑣∗ end if
7: if 𝑉 = ∅ then: ⊳ if all the victims are assigned to the ambulances
8: terminate ⊳ end of clustering
9: else:
0: Go to 3
1: end if
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