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Abstract—Implementing control schemes for modular multi-
level converters (M2Cs) involves both a cyber and a physical
level, leading to a cyber-physical system (CPS). At the cyber level,
a communication network enables the data exchange between
sensors, control platforms, and monitoring systems. Meanwhile,
at the physical level, the semiconductor devices that comprise the
M2C are switched ON/OFF by the control system. In this context,
almost all published works in this research area assume that the
CPS always reports correct information. However, this may not
be the case when the M2C is affected by cyber-attacks, such as
the one named false data injection attack (FDIA), where the data
seen by the control system is corrupted through illegitimate data
intrusion into the CPS. To deal with this situation, FDIA detectors
for the M2C are recently starting to be studied, where the goal is
to detect and mitigate the attacks and the attacked sub-modules.
This paper proposes a reinforcement learning (RL)-based method
to uncover the deficiencies of existing FDIAs detectors used for
M2C applications. The proposed method auto-generates complex
attack sequences able to bypass FDIA detectors. Therefore, it
points out the weaknesses of current detectors: This valuable
information can be used later to improve the performance of the
detectors, establishing more reliable cybersecurity solutions for
M2Cs. The RL environment is developed in Matlab/Simulink
augmented by PLECS/blockset, and it is made available to
researchers on a website to motivate future research efforts in this
area. Hardware-in-the-loop (HIL) studies verify the proposal’s
effectiveness.
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Control, False Data Injection Attack, Reinforcement Learning.
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I. INTRODUCTION

MODULAR Multilevel Converters (M2Cs) are a promi-
nent solution for high-voltage direct current (HVDC)

transmission systems that enable electric power transfer over
a long distance [1]. Such converters have been used in several
commercial projects worldwide (e.g Trans Bay Cable [2],
Dolwin2, etc.), and one of its main advantages is that M2Cs
can withstand high voltages by connecting hundred of sub-
modules (SMs) in series. Traditionally, this power converter
has been controlled using a centralised control architecture,
where a central controller is in charge of processing all
the information required for implementing the whole control
system, running the control algorithm, and sending back the
control actions to the semiconductor devices that compose the
M2C submodules (SMs). This control architecture limits the
modularity, flexibility and expandability of the M2C in terms
of software development, especially for the case where the
converter has a considerable number of SMs, i.e., for HVDC
applications. Additionally, the centralised control approach
makes the system prone to a single point of failure. To
overcome some of these issues, distributed control schemes
have been proposed to control the M2C (see [3]–[9]). In this
approach, local controllers (LCs), physically implemented in
each M2C SM, perform low-level control tasks, whereas high-
level control tasks are undertaken by a central controller (CC).
Thereby, the computational burden on the CC is reduced, and
a more reliable and modular system with fewer signal wires
is obtained.

Both centralised and distributed control architectures are
implemented in a cyber-physical system (CPS), composed of
sensors, communication links, etc., where interactions between
the physical elements and computational processes occur [10].
The CPS is vulnerable to malicious cyber-attacks, which
could potentially degrade the converter operation, lead to sub-
optimal or even unstable operation, and induce protection
system tripping in severe cases. Examples of common types of
cyber-attacks are [11]: (i) false data injection attack (FDIA),
(ii) replay attack, and (iii) denial of service (DoS) attack. Note
that cyber-attack issues are intensively investigated in other
electrical systems such as microgrids [11]–[13], smart grids
[14], [15], modern power systems [16], [17], and electric ve-
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hicle charging infrastructure [18], [19]. However, for modular
multilevel converters, this area has been scarcely explored.

In the field of M2C applications, so far only [10], [20] have
addressed cybersecurity issues in M2Cs; in both cases, false
data injection attacks (FDIAs) were considered. In [20], it is
shown, via simulations, that an FDIA in the M2C sensors can
affect the stability of the centralised control system. On the
other hand, in [10], an FDIA detector, based on the Kalman
filter, is proposed with the M2C being controlled using a
distributed control scheme: the proposal [10] is experimentally
validated. In references [10], [20] a simple FDIA is consid-
ered: it is assumed that the attack sequence V a

i (k) in (1) is
performed by introducing a false step variation in the voltage
of the ith module seen by the M2C control system (known
hereon as a step FDIA). However, their protection performance
against more sophisticated FDIAs is not guaranteed; for in-
stance, for the case where the attack sequence V a

i (k) in (1),
is another, more elaborated time-variant attack sequence.

Based on the above discussion, it is essential to have a
methodology that can explore the vulnerabilities of existing
detection methods (as well as those developed in the future),
identifying their weaknesses to improve the robustness of
these detection algorithms. In this context, the vulnerabilities
of FDIA detectors must be understood as those FDIAs able
to deceive the detection algorithm, i.e. those which are not
pinpointed by the detection algorithms. With this information,
the performance of existing detectors can be improved by
incorporating proper modifications to detect FDIAs not per-
ceived initially. To the best of the author’s knowledge, this
has not been previously investigated for applications related
to M2Cs.

To fulfil the identified research gap, this paper proposes a
general reinforcement learning (RL)-based method to obtain
an FDIA attacker (a neural network called the agent) able
to discover the vulnerabilities of FDIA detectors and provide
valuable information about attack sequences able to deceive
the aforementioned FDIA detectors: Fig. 1 shows the general
scheme of the RL-based method presented in this work.
Considering the large number of floating capacitors used by
the converter topology, this paper focuses on FDIAs targeting
the capacitor voltage measurements of M2C. However, the
proposed methods could be modified to study other cyber-
attack targets, for instance, the M2C arm currents. The Twin
Delayed Deep Deterministic Policy Grandient (TD3) variant
of RL is considered in this work for training the agent (FDIA
attacker) which explores FDIAs of continuous values, thus
allowing for precise identification of the potential vulnerable
spots. In this paper, the vulnerable spots correspond to the
FDIAs that deceive the studied FDIA detector and, therefore,
are not detected. In particular, the proposal performance is
evaluated considering the detector recently proposed in [10].
To this end, the proposed RL-scheme is used to generate
an agent able to generate attack sequences [see V a

i (k) in
(1))] which are able to fool the detector of [10], causing
detrimental effects to the operation of an M2C. The proposal’s
performance is validated using hardware in the loop (HIL)
studies. The main contributions of this paper are:

1) This paper proposes a novel RL-based method for au-

tomatically discovering the vulnerabilities of existing
FDIA detectors utilised in applications related to modular
multilevel converters. More precisely, RL is used to train
an agent that, in each discrete time, outputs an FDIA
value that can bypass the analyzed FDIA detector when
applied (see Fig. 1). Notice that the ability of the FDIA
attacker to achieve its goal will depend on the given
training (namely FDIA detectors, operation regimes, etc.).
Thus, the proposal provides valuable information for
effectively revealing the vulnerability of the studied FDIA
detector, thereby potentially contributing to achieving
a more robust and efficient FDIA detector for M2C
applications.

2) The proposed vulnerability discovery and exploitation
scheme is implemented using TD3. This enables a contin-
uous space action for a more fine exploration of the FDIA
to decide on the studied FDIA detector. Notice that, as
discussed in Section IV-A, TD3 is considered the state of
the art on RL methods with continuous action space.
The proposed agent takes as inputs the information that
may be obtained by the attacker in the ith M2C SM and
outputs corrupted voltage measurement of that SM to be
used by LCs. Note that the proposed RL environment fa-
cilitates effective integration into existing FDIA detectors
used for M2Cs.

3) This paper provides the foundation for establishing more
reliable cybersecurity solutions for M2Cs since, so far,
there are few works on this topic, i.e. only [10], [20]
have addressed cybersecurity issues in modular multilevel
topologies. The proposed RL method source code is
available in [21] to promote future research in this area.
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Fig. 1. Graphical representation of the proposal presented in this paper.

The rest of this paper is organised as follows: Section II
presents the definition of the FDIA and its potential impacts
on M2Cs. Section III introduces and discusses the control
system used for managing the M2C. The proposed RL-based
method for generating an FDIA attacker able to deceive FDIA
detectors for M2C is presented in Section IV. In Section V,
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the HIL validation of the proposal is provided. Finally, the
conclusions are presented in Section VI.

II. DEFINITIONS AND POTENTIAL IMPACTS OF FDIA IN
THE M2C

This paper considers that the voltage measurements in the
SM capacitors of the M2C are prone to FDIAs. In this
scenario, an FDIA on the voltage measurement targeting the
ith LC is modelled as (1). The term V f

i (k) is the attacked
voltage seen by the M2C control system, Vi(k) is the real
voltage, and V a

i (k) is the attack sequence. In (1), κ=1 denotes
the presence of an attack sequence V a

i (k) in Vi(k), otherwise
κ=0. It must be pointed out that in (1), it is considered that
the FDIA is affecting the ith SM of the M2C. (For the rest of
the SMs, the model is analogous)

Sensor attack : V f
i (k) = Vi(k) + κV a

i (k) (1)

As stated in [10], the FDIA (1) has an enormous impact
on individual voltage balancing control. In this case, for the
M2C control system, all looks normal; however, the individual
SM capacitor voltages are not adequately regulated, producing
high and/or low voltages [depending on the sign of the attack
sequence V a

i (k) in (1)] in the attacked SMs, and eventually,
tripping of the M2C protection systems. For this reason,
methods for detecting FDIAs and countermeasures to deal with
them need to be investigated further.

It must be pointed out that in this work, FDIAs targeting
voltage sensor measurements are discussed. This is due to the
fact that the capacitor voltage measurements are transmitted
to the control system using the cyber-physical network.

Finally, it must be highlighted the development of FDIA
detectors is an active research field in electrical systems
such as microgrids, smart grids, and modern power systems.
These methods are based mainly on the use of observer-
based estimation methods (state-space-based observers) such
as Kalman filter [14], Particle filter [22], Luenberger observer
[23], and adaptive sliding-mode observer [24]. Also, recently
the use of artificial intelligence (AI)-based observers [25] has
increased attention from researchers. For instance, methods
based on neural networks [12], support vector machine [26],
and deep learning techniques [27] have been published.

A. Potential Impacts of FDIAs targeting the M2C

As stated in the introductory section, cybersecurity issues
in M2C have been scarcely explored in the literature. So far,
the papers [10], [20] are the only ones that have studied this
topic. Both articles studied the effects of FDIAs on the M2C
operation. It is worth to be aware that [20] studied the impact
of the step FDIA on the M2C operation when a centralised
control scheme controls this converter, whereas in [10], the
same study was performed but considering that the M2C is
controlled using a distributed control scheme based on the
consensus theory [28]. From these references, the following
potential impacts of step FDIAs on the operation of the M2C
were found:

Instability issues: In [20] a small-signal model of a
centralised-controlled M2C (modelled in the dq reference

frame), is developed to quantify cyber-attack effects. From
that work, it was concluded that cyber-attacks could move the
eigenvalues of the modelled system to the right-half plane,
leading the system to instability.

Power quality issues: In [10], it is shown that FDIAs could
generate unbalanced currents on the M2C AC side when the
converter is regulated by a consensus-based distributed control
scheme.

Operability issues: From the two previous points discussed,
it can be concluded that FDIAs eventually can lead to a
shutdown of the M2C from the rest of the system due to
the tripping of the protection system. This can be produced
by either the FDIA leading the control system to instability
or because the cyberattack discreetly penetrated the control
system and artificially increased and/or decreased one or more
measurements, producing the activation of the aforementioned
protection system associated with those variables for overval-
ues and/or undervalues.

References [10], [20] showed that cyber-attacks affecting
M2Cs could produce severe problems in the normal operation
of this converter. Thus, they need to be investigated further. In
this regard, it is paramount to mention that the effects of cyber-
attacks, especially the one studied here (FDIA), will depend on
the characteristics of the M2C control system. For instance, the
impact of FDIA in a given control scheme might be less than
the effects of the same FDIA targeting an M2C with a different
control scheme. For this reason, more research is required to
develop robust control schemes for the M2C against FDIAs.

B. Plausibility of FDIAs targeting M2Cs

As stated above, this paper considers the M2C in the context
of HVDC systems. This topology has been used as a prominent
solution worldwide to develop commercial HVDC projects:
For instance, Siemens implemented the 400MW Transbay
Cable project HVDC project using M2C technology [29]. The
Southern Grid’s Nan’ao link, the first multi-terminal HVDC
project, was implemented using M2Cs [30]. The Zhoushan
HVDC project is the first five terminal M2C-HVDC system
in the world [31]. In these systems, the M2C is placed in a sub-
station along with other electrical systems, as illustrated in Fig.
2. In addition, all the systems in the substation are monitored
and coordinated by a supervisory control and data acquisition
(SCADA) system. The SCADA system, among other tasks,
shares information between the substation and the control
centre. This information is shared through a communication
network between the control centre and the substation (see Fig.
2). Thus, a cyber-attack on the SCADA system might allow the
hacker to access all the substation components, particularly the
M2C control system. In this situation, the attacker might look
to maximising the effects of the cyber-attack. This could be
measured by the period the system stops operating due to the
cyber-attack. To achieve this aim, from the attacker’s point of
view, FDIAs targeting some of the hundreds of SMs that com-
pose the M2C could be more effective (more challenging to
localise and remediate) than an FDIA targeting other electrical
systems of the HVDC station. This situation shows that cyber-
attacks could be credible threats to M2Cs. Although this is a
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recent topic, several actors, such as researchers, governments
and universities, have realised the detrimental impact of cyber-
attacks on M2C-based HVDC systems [20], [32]–[34]. By
disabling HVDC transmission lines, it is possible to provoke
a shutdown of the whole transmission system, producing a
blackout. For instance, in 2015, the Ukrainian grid became
unstable, and later it experimented a blackout after a false data
injection attack compromised measurements from electricity
grid sensors [35]. In general, several reasons support more
research regarding cyber-attacks against M2C projects, such as
the increment of M2C-based solutions for HVDC applications
[29]–[31], the steady increase in cloud-based solutions in
power electronics [6], [36], [37], and a rise of cyber-attacks
against critical infrastructure [20], [32]–[35].

SCADA master station (control centre) 

Communication

network

HVDC Substation

Modular Multilevel 

Converter (M2C)

Rest of the devices 

that compose the 

substation

Attacker

Fig. 2. Implementation of an M2C in a substation: All the devices of the
substation are monitored by a SCADA system located in the control centre.

Additionally, commercial, real-life implementations of M2C
have used some of the following communication protocols:
Modbus [38], [39], Ethercat [40]–[44] and Profinet [9], [45],
[46]. Note that these communication protocols are been widely
used in SCADA systems [47]–[51]. In this context, it must be
pointed out that these protocols have already shown vulner-
abilities to cyber-attacks in SCADA systems, evidenced by
numerous attacks targeting real-life applications [35], [52],
[53].

III. DISTRIBUTED CONTROL ARCHITECTURE FOR DRIVING
M2CS

As discussed in the introduction section, the traditional
control approach for driving M2C is the centralised control
architecture where a central controller is in charge of imple-
menting the whole control system. This approach is a good
solution for M2C composed of a few SMs. However, it can
have many issues for M2C in HVDC applications, where
the number of SM is much larger. In this case, the main
disadvantage of the centralised control system is that the cen-
tral controller needs extensive processing capability, multiple
analogue inputs, multiple digital outputs and communication
channels for the switching signals, increasing the complexity
and cost of the system.

A promising alternative to centralised control of M2C, is
the utilisation of distributed control schemes for managing
this power converter [3]–[9]. In this control architecture, a

central controller performs high-level tasks (such as current
control and total energy control). And local controllers (LCs)
placed on the SMs, are in charge of low-level tasks such as
the capacitor voltage balancing control and PWM generation.
By doing this, the processing burden is shared among the
LCs. Distributed control schemes have already been proposed
for several modular multilevel cascaded converters, such as
the cascaded H-bridge (CHB) multilevel converter [54]–[58],
the M2C [3]–[9], and the modular multilevel matrix converter
(M3C) [59], [60]. Note that distributed control schemes for
modular multilevel cascaded converters have been studied
recently and correspond to an active research field. The main
distributed approaches reported in the literature, with a focus
on the M2C, are discussed in the paragraphs below.

References [9], [61] proposed a hierarchical control system
where a central controller performs the average, circulating,
and grid current control; and the capacitor voltage balancing
control and the modulation stages are performed in the local
controllers of the SMs. This approach requires communication
links among all the SMs that belong to the same arm. A
similar approach is proposed in [3], [4], [43]. It reduces the
computational burden (compared with [9], [61]) by regulating
the capacitor voltage of groups of SMs in the same arm, and
a controller regulates the voltage balancing among different
groups. In [45], [62], [63] distributed control schemes based
on a master/slave approach are proposed. For example, in
[45], the master controller deals with high-level tasks such as
current control, circulating current control and power controls.
In contrast, slave controllers (placed on the SMs) perform low-
level tasks such as capacitor voltage balance control and PWM
generation. In [6], [64], [65], a hybrid control scheme for an
M2C is proposed: a central controller regulates the output
current, whereas local controllers regulate the SM capacitor
voltages based on a distributed control scheme and are in
charge of the PWM generation.

Due to its effectiveness in microgrid (MG) applications [66],
distributed control schemes based on the consensus theory
[28], have been recently proposed for controlling modular
multilevel cascaded topologies, [5], [38], [39], [57], [58]. In
particular, consensus-based distributed control schemes for
balancing the capacitor voltages of the SMs of multilevel
converters are proposed in [5], [57]; and for balancing the state
of charge (SOC) of battery energy storage systems (BESS)
based on modular multilevel cascaded topologies are proposed
in [38], [39], [58], [67]. In those references, consensus-based
distributed control schemes show promising results, and it
demonstrated that they do not need communication with the
central controller for running their control algorithms. Ad-
ditionally, consensus-based distributed control schemes have
excellent performance when events such as SM failures, time
delays in the communication network, and failures in the com-
munication links are produced. Based on these characteristics,
distributed control schemes based on the consensus theory
seem to be a promising control architecture to manage M2C
with a high number of SMs, having recently published papers
working with this approach [5], [10], [38], [39], [57], [58],
[67].
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A. Consensus theory for controlling M2Cs

Fig. 3 displays the control system considered in this work
for managing the M2C. A central controller (CC) system
performs high control tasks (the output current, the circulating
currents, the arm balance, the total energy and the DC-port
voltage), whereas local controllers work in a consensus-based
distributed control architecture for individual voltage balanc-
ing. Also, in the LCs, the PWM generation is realised. The CC
is implemented in the Σ∆αβ0 reference frame discussed in
[68], whereas the capacitor voltage balancing control is based
on the consensus theory. As the latter approach is relatively
new for M2C applications, it is discussed in more detail in
this section.

𝐿𝑎𝑟𝑚

𝐿𝑎𝑟𝑚

𝑆𝑀𝑎_1
𝑈

𝐿𝐶𝑎_1
𝑈

𝑆𝑀𝑎_𝑛
𝑈

𝐿𝐶𝑎_𝑛
𝑈

. . .

𝑆𝑀𝑎_1
𝐿

𝐿𝐶𝑎_1
𝐿

. . .

𝑆𝑀𝑎_𝑛
𝐿

𝐿𝐶𝑎_𝑛
𝐿

𝐿𝑎𝑟𝑚

𝐿𝑎𝑟𝑚

𝑆𝑀𝑏_1
𝑈

𝐿𝐶𝑏_1
𝑈

𝑆𝑀𝑏_𝑛
𝑈

𝐿𝐶𝑏_𝑛
𝑈

. . .

𝑆𝑀𝑏_1
𝐿

𝐿𝐶𝑏_1
𝐿

. . .

𝑆𝑀𝑏_𝑛
𝐿

𝐿𝐶𝑏_𝑛
𝐿

𝐿𝑎𝑟𝑚

𝐿𝑎𝑟𝑚

𝑆𝑀𝑐_1
𝑈

𝐿𝐶𝑐_1
𝑈

𝑆𝑀𝑐_𝑛
𝑈

𝐿𝐶𝑐_𝑛
𝑈

. . .
𝑆𝑀𝑐_1

𝐿

𝐿𝐶𝑐_1
𝐿

. . .

𝑆𝑀𝑐_𝑛
𝐿

𝐿𝐶𝑐_𝑛
𝐿C

en
tr

al
 C

o
n
tr

o
ll

er
 (

C
C

)

C
o
m

m
u

n
ic

at
io

n
 b

et
w

ee
n
 t

h
e 

C
C

 a
n
d
 L

C
s

D
is

tr
ib

u
te

d
 C

o
m

m
u

n
ic

at
io

n
 N

et
w

o
rk

 b
et

w
ee

n
 L

C
s

Fig. 3. Scheme of the control architecture used in this work for driving the
M2C.

To discuss the use of the consensus theory for controlling
the capacitors’ voltage balancing, let us consider the upper arm
of phase a in the M2C of Fig. 3, as shown in Fig. 4 (for the
rest of the arms, the procedure is analogous). The distributed
communication network shown in Fig. 4 corresponds to an
undirected cyber graph G = (N, ξ, B) among the SMs N =
{1, ..., n}, where ξ is the set of communication links and B
is a non-negative n× n weighted adjacency matrix [28], and
n is the number of SMs in the arm. The elements of B are
bij = bji ≥ 0, with bij ≥ 0 if and only if {i, j} ∈ ξ. In other
words, the terms bij of a non-negative B represent information
flow among LCs, and they are determined as (2).

bij =

1 Data from LCj arrives at LCi

0 Data from LCj does not arrive at LCi

0 j = i

(2)

In the situation described in the previous paragraph and
illustrated in Fig. 4, let us consider that each SM corresponds
to a node of the graph G with a scalar first-order single-
integrator dynamics, and the capacitor voltage in the ith
and jth sub-modules are respectively Vi and Vj . Under this
framework, it can be said that the capacitor voltages which
belong to the cyber graph G (see Fig. 4) achieve consensus
if [Vi(k)− Vj(k)]→ 0 as k →∞ [5], [57]. This is achieved
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Fig. 4. Scheme of M2C upper arm operating in a consensus-based distributed
control scheme. (For simplicity, LCs in the lower arm are not shown)

through a feedback loop by applying the protocol ui given
by (3) [28], which does not require communication between
LCs and the CC for its implementation. The parameter hi
modifies the transient behaviour of the controller (3). Note that
the controller gain hi was tuned using the heuristic approach
reported in [69], where a first approximation of the gains
was obtained using the root locus method. Other methods for
tuning the parameters of consensus algorithms are discussed
in references [70], [71]. This paper uses the controller (3)
to balance the voltage of the capacitors in the M2C. This
control is distributed in that it only depends on the immediate
neighbours j ∈ N(i) of node i in the graph topology.

ui(k) = −
1

hi

∑
j∈N(i)

bij · (Vi(k)− Vj(k)), (3)

Fig. 5 shows the implementation of the consensus-based
distributed control scheme for SM voltage balancing, consid-
ering the ith SM on the upper arm of phase a. As observed, the
overall control action Uoverall

i sent to the modulation stage is
composed of two control actions: Ui/n, which is generated
by the CC (to control high-level tasks), and ui, which is
produced by the consensus-based distributed control scheme
(3) for individual SM voltage balancing. The block labelled
as FDIA detector is discussed in the coming section.

B. Consensus-based Distributed Control of M2C and Kalman
Filter-based FDIA detector

Implementing (3) requires an exchange of voltage measure-
ments between LCs, as shown in Fig. 5. As observed, the
voltage measurements exchanged are realised by LCs through
the distributed communication network. Thus, FDIAs targeting
these measurements can highly affect this control architec-
ture’s performance [10]. Because of this, in [10], an FDIA
detector based on a modified Kalman filter-based method was
proposed, as shown in Fig. 5. The FDIA detector [10] is
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Fig. 5. Control system and FDIA detector [10] implemented on the LC of
the SMU

a i.

implemented in each LC of the M2C and aims to discriminate
if the voltage measured locally by each LC and sent to the
neighbour LCs via the distributed communication network is
truthful. Fig. 5 shows its implementation considering the ith
LC. As shown in this graphic, its input corresponds to the
capacitor voltage Vi(k) at the time instant k; the modulation
index mi(k − 1) and arm current I(k − 1). Based on that
information, the detector proposed in [10], outputs at each time
instant k, the residual index resi(k), the indicator function
ψi(k), and the estimated voltage V̂i(k). If resi(k) is greater
than a predefined threshold c, an FDIA is detected and
ψi(k) = 1, otherwise ψi(k) = −1.

It must be recalled that the FDIA detector [10] only was
validated considering step FDIAs, i.e., for cases where the
attack sequence V a

i (k) in (1) is constant in steady state.
However, its performance in detecting more sophisticated
FDIAs is not guaranteed. In this sense, it is crucial to have a
technique to analyse this detector and automatically determine
all the FDIAs able to bypass the detector and, from this
insightful information, develop strategies for its improvement.
In this regard, this paper proposes a tool based on the arti-
ficial intelligent method named RL to achieve this objective.
The proposed technique is validated using the detector [10].
However, it could be used to analyse the vulnerabilities of
any FDIA detector in terms of FDIAs targeting the voltage
measurements of the M2C SMs, proposed for M2Cs. The
proposal is introduced in the next section.

IV. PROPOSED RL SCHEME TO UNVEIL VULNERABILITIES
ON FDIAS DETECTORS

This paper proposes a reinforcement learning (RL) based
method to obtain an FDIA attacker (a neural network) able
to discover the vulnerabilities of existing false data injection
attack (FDIA) detectors used for M2Cs (in terms of FDIAs
targeting the voltage measurements of the M2C SMs). In this
regard, the proposal’s performance is validated using the FDIA
detector [10]. The general scheme of the proposal is shown in
Fig. 1 and Fig. 5.

Additionally, it must be highlighted that in the RL-based
method proposed in this paper, it is necessary to define the
following elements to use the RL technique for obtaining the
FDIA attacker (see Fig. 1 and Fig. 5): (i) the inputs of the
actor, which is the NN that will define the attack, and the
critic, another NN that evaluates the cost; (ii) the output of
the actor; (iii) the reward function that drives the training; and
(iv) the experiment design. These elements are introduced and
discussed in detail in the next section.

A. Reinforcement Learning and TD3

Reinforcement Learning [72] is a machine learning tech-
nique where an agent that computes decisions learns according
to its interaction with the environment driven by a reward func-
tion r(·) [see Fig. 6 and (4)]. In this context, a reward function
evaluates how well an agent behaves in the environment, and
one desires that the resulting agent after training is the one
that maximises the reward. RL is chosen for this problem for
its capacity to learn according to the observed dynamics of
the system, in this case, the dynamic behaviour of the Kalman
Filter-based FDIA detector [10] in M2C environment (see Fig.
5).

In actor-critic RL algorithms, such as TD3 [73], the actor
(or policy) π(·) is a function which receives as an input
an observation (or state) s of the system and outputs the
desired action a to be applied to the environment such that
a = π(s). The critic Qπ(·) or value function, evaluates the
future performance of the system, or reward, as the Q-value
Qπ(s, a) for a given policy π, current observation s and
current action a. In this proposal, the policy π(·) depends on
the weights of the neural network θ, i.e., π(·) = π(θ). Thus,
the critic is given by Qπ(θ)(·). To simplify the notation, from
here onward, the latter expression (the critic) is considered as
Qθ(·).

During learning, the objectives are to find: (i) the actor πϕ,
given by a neural network (NN) with parameters ϕ, that yields
(nearly) optimal performance; and (ii) the critic Qθ, given
by the NN with parameters θ, that evaluates (as precisely as
possible) the future performance of the system such that πϕ
is the policy. The conditions these NNs must satisfy in the
optimum can be characterized by the Bellman Equation (4)
[72].

Qθ (s(k), a(k)) =r (s(k), a(k))

+Es(k+1),a(k+1)

{
Qθ (s(k + 1), a(k + 1))

}
(4)

where s(k), a(k) and s(k+1), a(k+1) are the observation
and action vectors at discrete times k and k + 1 respec-
tively, such that a(k + 1) = πϕ (s(k + 1)) and s(k + 1) =
f (s(k), a(k)). In (4), E(·) corresponds to the expected value
of the function Qθ(·) given the observation and action vectors
at time instant k+1. The learning process aims that the actor
and critic satisfy these conditions by iteratively updating the
critic and actor networks driven by the observed reward.
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In this work, the TD3 variant of RL is chosen for its
potential high performance and ability to handle continuous-
space decision problems; it is considered the state of the art
on RL methods with continuous actions space [73]. Besides
the basic scheme described in the paragraphs above, TD3
uses a target actor and critic to obtain transitions and Q-
value references. These target networks’ evolution is lagging
that of the original actor and critic, and these are used to
avoid instability issues. Additionally, as TD3 aims to tackle a
problem of overestimation bias in the Q-function produced by
other RL methods [74], it incorporates three other features:
(i) it learns two Q-functions instead of one (thus ’twin’),
and the smaller Q-value is used to form the targets for the
Bellman error loss functions (a measure of how far the system
of satisfying the Bellman equation (4) [72]); (ii) the policy
(and target networks) are updated less frequently than the Q-
function; and (iii) noise is added to the target action to make
it harder for the policy to exploit Q-function errors. Details
concerning the operation of the TD3 algorithm are discussed
in [73].

Note that s is referred to as the state or observation vector.
RL theory is based on the use of s as the typical state space
vector typically considered in dynamic systems. However, in
practical RL, it may consist of more or less information,
depending on the application, and thus for generality, s is
referred to as an observation vector. The system’s state may not
always be measured, so one may need to use an observation
vector s, which is smaller than the state of the system, to find
the action. Alternatively, one may want to obtain the action
as a function of other variables besides the state (such as
external measurements, disturbances, etc.), which would make
the observation vector s greater than the actual state vector.
Obviously, one may also use part of the state and external
variables for the observation s.

Finally, it is highlighted that the aim of the proposed RL
scheme illustrated in Fig. 6 is to train an actor (an NN) able
to generate FDIAs to deceive FDIAs used for M2Cs. Once
the actor is trained via simulation work, its performance is
validated using HIL work (see section V-B).

B. FDIA with RL

In this work, RL is used to train an actor for the ith LC,
which will implement the decision of the FDIA [i.e. V a

i (k)
in (1)] aiming to exploit the weaknesses of FDIA detectors
used for M2Cs. It is worth remembering that in this work,
weaknesses of FDIA detectors are understood as the set of
attack sequences V a

i (k) not detected by the FDIA detector
studied. The trained neural network (NN), which corresponds
to the actor in the proposed RL environment, could be used
later to improve the detection performance of the studied FDIA
detector. This paper evaluates the proposal’s effectiveness
using the FDIA detector [10]

In Fig. 6, the output of the actor associated with ith LC
is the attack signal V a

i (k) (see (1)) which aims to bypass
detection. In order to guide the learning of the FDIA attacker,
the reward signal is a function of the error between the real
voltage and that estimated by the Kalman filter-based FDIA
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Fig. 6. RL scheme proposed in this work. In this proposal, the actor is trained
via simulations, and its performance is validated through HIL work. (Note that
the proposal only considers information of the ith SM in its formulation)

detector [10], ei = Vi − V̂i. Indeed, if ei is large, the attack
is working as the detector is wrong about the voltage value,
but only as long as the attack has not been discovered. If it is
discovered, the system operator may take measures to stop or
react to the attack. Therefore, we want a reward function that
provides large values if the error ei is large when there is an
attack that is not discovered. This concept is used to construct
the reward function ri at sampling time k as shown in (5). In
this case, ri correspond to r(·) in (4).

ri(k) = −ψi(k)(e
2
i (k) + [1 + |ėi(k)|]2) (5)

where ψi(k) indicates whether the attack has been discov-
ered by the FDIA detector (ψi(k) = 1) or not (ψi(k) = −1).
Note in (5) that ėi = [e(k)−e(k−1)]/T . If the attack has not
been discovered, then ri(k) = e2i (k) + (1 + |ėi(k)|)2 > 0,
which will assign greater rewards if ei is large, and will
make the agent to move toward this kind of behaviours.
On the other hand, if the attack has been discovered, then
ri(k) = −e2i (k) − (1 + |ėi(k)|)2 < 0, which is a negative
reward, and thus the agent will be dissuaded from this type of
behaviours. Finally, note that the reward function defined by
(5) is related to the voltage across capacitor of the ith SM in
the M2C.

After these definitions, a pseudo-code showing the usual
operation of TD3, but applied to this problem, is shown on
Algorithm 1. The idea is basically that at each sampling time
the transitions composed of the observation, the FDIA values
obtained as the current output of the actor, the reward and
the next observation (depending on the applied FDIA values)
are saved in a buffer. Then, a subset of those transitions
are sampled, a target output is computed for them and the
critic is updated by minimising the error between the critic
output and the target. Finally, every d sampling periods, the
actor is updated by a policy gradient, and target networks are
updated by a delay of the non-target networks. This procedure
is repeated at each sampling time, and the new information is
added to the buffer and used in the update of the networks.
Notice how the update law of the actor aims to satisfy the
Bellman equation. The algorithm stops when all simulation
scenarios set for training have been used, or when the reward
of the transitions in the buffer does not increase anymore. In
Algorithm 1, T is a number of discrete instants considered
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for training, and σ and σ̃ are the variances of the exploration
noises which is limited by c for the targets.

Algorithm 1 TD3 for training of FDIA-agent on SM i

1: Initialize critic networks Qθ1 , Qθ2 , and actor network πϕ
with random parameters θ1, θ2, ϕ Qθ1 .

2: Initialize target networks θ′1 ← θ1, θ′2 ← θ2, ϕ′ ← ϕ.
3: Initialize replay buffer B.
4: for k = 1 . . . T do
5: Select FDIA action as a function of observation Oi(k)

with exploration noise. Inject FDIA attack to node i,
and obtain reward ri(k) and new observation Oi(k+1).

6: Store transition tuple (Oi(k), V
i
a (k), ri(k), Oi(k + 1))

in B.
7: Sample mini-batch of N transitions (Oi, V

i
a , ri, O

+
i )

from B, where O+
i is the next observation following

Oi.
8: for all sampled transitions do
9: Obtain target outputs and then target Q-values as

10: Ṽ i
a ← πϕ′(O+

i ) + ϵ, ϵ ∼ clip(N (0, σ̃),−c, c)
11: y ← r + γminj=1,2Qθ′

j
(O+

i , Ṽ
i
a )

12: end for
13: Update critics by minimizing error with respect to target

reward of sampled transitions

14: θj ← argminθj
Σ(y−Qθj

(O+
i ,Ṽ i

a ))
2

N .
15: if k mod d then
16: Update ϕ by the deterministic policy gradient on the

sampled transitions:
17: ∇ϕJ(ϕ) = Σ∇V i

a
Qθ1(Oi, V

i
a )|V i

a=πϕ(Oi)∇ϕπϕ(Oi)/N
18: Update target networks:

θ′i ← τθi + (1− τ)θ′i, ϕ′ ← τϕ+ (1− τ)ϕ′
19: If Oi(k + 1) is last state of the episode, reset the

system for a new episode.
20: end if
21: end for

As RL is a learning method, the ability of the agent to learn
will firstly depend on the data it is trained with. Therefore, it is
necessary to select the scenarios where the TD3 learning will
happen. In this context, the concept of epistemic uncertainty
refers to the operating conditions that the agent is not trained
with and, thus, is not prepared to handle. Future research will
explore how to best handle the situations when the current
operating conditions have not been considered in training.

As shown in Table I, three possible settings for the agent
associated with the ith LC are considered in this work.
The different cases characterise what may be known by
the FDIA attacker, and define what is included in the ob-
servation vector used in the actor and the critic. In the
first case, it is assumed only voltage estimations, and thus
error signals, are known; thus the observations at time k
are Oi(k) =

{
ei(k), ėi(k),

∫
ei(k)

}
. In the second case,

it is assumed that the attacker knows the FDIA detector
[10] (see Fig. 5); therefore the observations are given by
Oi(k) =

{
ei(k), ėi(k),

∫
ei(k), resi(k)

}
. In the third case,

the attacker knows more information of the system than just
the estimated voltages, and the observations are given by
Oi(k) =

{
ei(k), ėi(k),

∫
ei(k), Ii(k),mi(k)

}
, where Ii(k) is

TABLE I
OBSERVATION VECTORS USED IN THE PROPOSED RL-BASED SCHEME

Information known by the FDIA attacker
(Observation vector)

Case 1 Oi(k) =
{
ei(k), ėi(k),

∫
ei(k)

}
Case 2 Oi(k) =

{
ei(k), ėi(k),

∫
ei(k), resi(k)

}
Case 3 Oi(k) =

{
ei(k), ėi(k),

∫
ei(k), Ii(k),mi(k)

}

the arm current and mi(k) is the modulation index (see Fig.
5). These cases were selected to evaluate the performance of
the FDIA attacker when it it trained with different levels of
information in the system. Note that the cases studied in this
work (see Table I) consider electrical variables associated with
the M2C control system, such as the capacitor voltage, the arm
current and the modulation index.

It should be noted that training of RL agents can be very
time-consuming and computationally intensive. However, in
this case, the FDIA agent only deals with a single SM of
the M2C, considering that the behaviour of all the M2C SM
is similar if the control system is working correctly. This
keeps the system simple, and as will be seen in the results
section, training times are reasonable, even when implemented
on standard desktop computers.

We should notice that there are 3 fundamental paradigms
in machine learning: RL, supervised learning (SL), and un-
supervised learning (USL) [72]. In SL, the NN is taught to
replicate input-output pairs. In the context of this application,
we would need an already-designed FDIA attacker that the
NN would learn to mimic. The USL training is used to find
patterns and/or group data in different clusters; this cannot be
used to train an attacker on its own. Therefore, RL is better
suited for this problem, as the NN will learn directly through
interaction with the system, as shown in Fig. 6.

Finally, note that the proposed method generates an FDIA
attacker (a neural network) able to generate attack sequences
that deceive the studied FDIA detector, considering as attack
target the ith SM (see Fig. 6): This FDIA attacker can be used
to attack any other M2C SM, as shown in Fig. 7. In that figure,
i SMs are attacked by i FDIA attackers: The only difference
among them is their observation vectors O(k).

V. HARDWARE IN THE LOOP VALIDATION

It must be pointed out that if in the proposal displayed
in Fig. 6, the reward and critic blocks are eliminated from
the scheme, which corresponds to the case when the FDIA-
agent is being used, after training, it is clear that the actor
(FDIA attacker) works as a feedback controller aiming to
avoid detection of the attack. This configuration is used and
implemented in HIL, as shown in Fig. 8 to validate the
performance of the FDIA attacker (see Fig. 6).

Based on the above discussion, it must be noted that the
proposed RL scheme comprises two stages; the first one
corresponds to the one where the FDIA attacker is trained to
generate attack sequences to deceive the FDIA detector studied
(see Fig. 6). And the second stage, where the performance of
the FDIA attacker is validated, as shown in Fig. 8. Note that
the first stage is performed via simulation work, whereas the
second one is validated via HIL work.
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It is worth remembering that the performance of the FDIA
attacker for generating complex FDIAs able to deceive the
FDIA detectors is evaluated considering the Kalman filter-
based FDIA detector [10]. To this end, the M2C shown in Fig.
9 with the parameters listed in Table II is used in this work to
train the RL scheme (see Fig. 6) and for HIL validation (see
Fig. 8). From the training process, the actor (FDIA attacker)
with the highest reward is selected to evaluate performance on
the detection of [10] using the HIL-based experimental system
shown in Fig. 10. In this setup, an M2C with the characteristics
displayed in Table II is modeled by two PLECS-RT Box-1 HIL
platforms, whereas the control system and the FDIA detector
[10] are implemented on a dSPACE MicroLabBox unit.

A. Training process

As explained in section IV-A, the proposed RL scheme
(see Fig. 6) is trained through simulation work. Then, the
actor obtained (FDIA attacker) is used to validate, in the HIL
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Fig. 9. M2C used for the HIL validation.

TABLE II
M2C PARAMETERS USED FOR THE HIL VALIDATION

Description Experimental M2C

Grid inductance (Lg) 0.8mH

Arm inductance (Larm) 4.15mH

SM capacitance (C) 3.3mF

Number of SM per arm (n) 3 (18 SMs in total)

Carrier frequency (PS-PWM modulation) 8kHz

Grid frequency (fg) 50Hz

Grid voltage (Vg) 60VRMS

Power (Pn) 1.5kW

SM voltage reference (V ∗
n ) 70V

DC-link voltage (VDC) 182V

Resistive load (R) 22.5Ω

Consensus gain (hi) 1

Threshold (c) for FDIA detection 0.05V ∗
n

environment, the actor’s effectiveness for generating FDIAs to
deceive the studied detector.

In the proposed RL algorithm illustrated in Fig. 6, the actor
and critic correspond to NNs with the following structure:

Actor Network: It is a multilayer perceptron where the
input corresponds to the observation vector Oi(k). The hidden
layer is a fully-connected-layer composed by 10 neurons with
sigmoid activation functions. Finally, the output layer is a
single neuron with an activation function given by the identity,
and corresponds to the attack signal V a

i (k).
Critic Network: It is also a multilayer perceptron but

the inputs are the observation vector Oi(k) and the attack
signal V a

i (k). The activation function in every neuron is a
ReLu [75]. Note that ReLus are popular because, unlike other
activation functions, they do not activate all neurons at the
same time [75]. The hidden layer is a fully-connected-layer
with 32 neurons and the output layer has a single neuron
which approximates the Q-value for the current observation
vector and attack signal.

The training of the actor and the critic are performed
with TD3, using the parameters listed in Table III. Finally,
it must be remembered that the training of the actor (see
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MicroLabBox

RT Box 1

Fig. 10. Platform used for hardware-in-the-loop validation.

TABLE III
PARAMETERS OF BOTH ACTOR AND CRITIC IN THE TRAINING PROCESS.

Parameter value
Max. episodes 400

Max. steps per episode 800
Score Averaging window length 5

Stop training criteria Average reward
Stop training value 5 · 109

Fig. 6) is made through simulation work implemented in
Matlab/Simulink augmented by PLECS/blockset: This code
is made available to researchers on a website (see [21]), to
motivate future research efforts in this area.

B. HIL Validation

The proposed RL-based scheme is validated following the
scheme shown in Fig. 8. As seen, the actor (FDIA attacker)
obtained from the training process is used to generate an FDIA
targeting the SML

a 1 placed in the lower arm of phase ”a” (see
Fig. 9). The following five scenarios are considered:

Scenario 1 (benchmark case): It studies the performance of
the step FDIA (i.e., V a

i (k) = constant in (1)) on the detector
[10]. To this end, a step FDIA targeting the voltage measured
by the SML

a 1 is considered. As observed in Fig. 11(a), the
step FDIA starts at 2s, and it persists during the rest of the
test. Fig. 11(b) shows the SM voltages in the attacked arm seen
by the M2C control system. As seen, the FDIA on SML

a 1 is
interpreted as a perturbation on the control system, and it is
appropriately managed. However, those voltages are actually
incorrect, i.e., they do not correspond to the real voltages
measured directly across the capacitor of each SM. The actual
voltages are shown in Fig. 11(c), from where it is possible to
observe the effects of the FDIA on the M2C operation. Note
that such effects may lead to sub-optimal or even unstable
operation of the whole M2C. Fortunately, this is avoided in
this case, as the detector [10] effectively detects the step FDIA
and the attacked SM, as shown in Fig. 11(e). Finally, Fig. 11(d)
shows the three-phase currents at the M2C AC side.

Scenario 2: The effectiveness of the FDIA attacker (see
Fig. 8) in generating FDIAs able to deceive the FDIA de-
tector [10] is tested considering the observation vector as
Oi(k) =

{
ei(k), ėi(k),

∫
ei(k), Ii(k),mi(k)

}
. The attack se-

quence obtained from the FDIA attacker generated considering
this observation vector is shown in Fig. 12(a). In Fig. 12(b),
the voltages seen by the control system for this scenario are
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Fig. 11. Plots scenario 1: (a) Sequence attack targeting SML
a 1 (step FDIA),

(b) SM voltages seen by the M2C control system in the attacked arm, (c) Real
SM voltages, (d) Grid currents, (e) Residual indexes generated by detector
[10].

plotted. As observed in Fig. 12(c), the sophisticated attack
generates a similar effect on the real SM voltages to the
step FDIA considered in the previous example. However,
differently from the latter, the attack sequence generated by
the FDIA attacker is not detected by the FDIA detector [10],
as shown in Fig. 12(e). These results show the effectiveness
of the RL scheme in generating FDIAs able to deceive the
detector [10]. The information generated by the proposed RL
method can be used to improve the robustness of the detector,
increasing its detection capability against more sophisticated
FDIAs. Fig. 11(d) shows the three-phase currents at the M2C
AC side, where it is possible to see a small imbalance in those
currents when the FDIA is in operation.

Scenario 3: This case is similar to the previous
one, but considering an observation vector of Oi(k) ={
ei(k), ėi(k),

∫
ei(k), resi(k)

}
for training the RL method

(see Fig. 6). Fig. 13 shows the plots related to this scenario. In
particular, Fig. 13(a) shows the attack sequence generated by
the FDIA attacker (it starts at 2s). Fig. 13(c) shows the effects
of this sophisticated FDIA on the real capacitor voltages in
the attacked arm. The results shown in Fig. 13(e) demonstrate
that the FDIA shown in Fig. 13(a) is not detected by the
detector [10], showing the effectiveness of the proposal in
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Fig. 12. Plots scenario 2: (a) Sequence attack targeting SML
a 1 generated by

the proposed RL method, (b) SM voltages seen by the M2C control system
in the attacked arm, (c) Real SM voltages, (d) Grid currents, (e) Residual
indexes generated by detector [10]. (The FDIA starts at 2s)

generating FDIAs which can deceive FDIA detectors used for
M2Cs. In Fig. 13, the SM voltages seen by the M2C control
system are shown as in Fig. 13(b). This means that from the
M2C control system point of view, the FDIA is considered
an external perturbation, and the control system adequately
manages it. In this situation, everything looks fine for the
control system; however, in reality, the normal operation of
the M2C is affected, which might produce a critical failure
of the M2C. Similarly to the previous scenarios, the FDIA
produces unbalanced currents on the M2C AC side, as shown
in Fig. 13(b).

Scenario 4: This test considers the observation vector
Oi(k) =

{
ei(k), ėi(k),

∫
ei(k)

}
for training the RL-based

method and obtaining the DFIA attacker. Note that for this
case, the information (observation vector) of the M2C control
system that the attacker knows is less than that considered
in cases 2 and 3. Nonetheless, with this limited information,
and similar to scenarios 2 and 3, the proposal can produce an
FDIA attacker that generates attack sequences (see Fig. 14(a))
that deceive the studied FDIA attacker, as shown in see Fig.
14(d). This is evidenced in Fig. 14, which shows the main
waveforms associated with this scenario. Fig. 14(a) displayed
the attack sequence generated by the FDIA attacker obtained in
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Fig. 13. Plots scenario 3: (a) Sequence attack targeting SML
a 1 generated by

the proposed RL method, (b) SM voltages seen by the M2C control system
in the attacked arm, (c) Real SM voltages, (d) Grid currents, (e) Residual
indexes generated by detector [10]. (The FDIA starts at 2s)

this scenario, and Fig. 14(d) shows that such attack sequence
is not detected by the FDIA detector [10]. Finally, Fig. 14(b)
displayed the SM voltages seen by the M2C control system,
whereas in Fig. 14(c), the real capacitor voltages are shown.
These figures show the effects of the FDIAs, in the sense
that everything looks fine for the control system; however, in
reality, this is not true, as shown in Fig. 14(c).

Scenario 5 (simultaneous attacks): Note that the FDIA
detector [10] is implemented in each local controller of the
M2C (see Fig. 3 ). In this context, in this test, the sub-modules
SML

a 1 and SMU
b 2 shown in Fig. 9 are simultaneously at-

tacked by a sophisticated FDIA (the one used in scenario 2)
and a step FDIA, respectively. Fig. 15 shows the output of the
FDIA detector [10] related to this test. As seen in Fig. 15(b),
the FDIA detector used to validate our RL-based scheme can
detect the simple attack given by a step FDIA. However,
this detector does not detect the sophisticated attack sequence
generated by our RL scheme for detecting vulnerabilities of
FDIA detectors for M2Cs, as shown in Fig. 15(a). This latter
result shows the proposal’s effectiveness in generating attack
sequences able to deceive the studied FDIA detector [10].

Finally, based on the scenarios discussed in this section, it
is possible to get helpful information about the type of attack
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Fig. 14. Plots scenario 4: (a) Sequence attack targeting SML
a 1 generated by

the proposed RL method, (b) SM voltages seen by the M2C control system
in the attacked arm, (c) Real SM voltages, (d) Residual indexes generated by
detector [10]. (The FDIA starts at 2s)
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Fig. 15. Plots scenario 5: (a) Residual index generated by detector [10] when
a sophisticated FDIA attacks SML

a 1, (b) residual index generated by detector
[10] when SMU

b 2 is attacked by a step FDIA.

sequences that deceive the studied FDIA detector. Using this
information, an RL-based scheme can be developed to train
an agent able to detect this type of FDIAs and, therefore,
complement the FDIA detector studied here [10].

VI. CONCLUSIONS

This paper proposes a deep reinforcement learning-based
method to exploit the vulnerabilities of the existing cyberattack
detection methods. Based on the results of the implementation,
the current FDIA detectors can be improved, increasing their
detection effectiveness. To sum up, the proposed RL-based
scheme effectively can generate an FDIA attacker (a NN) able
to generate attack sequences (FDIAs) that deceive the studied
FDIA detector [10].

It must be recalled that the attack sequences generated
by the proposal and discussed in section V depend on the
characteristics of the FDIA detector studied, i.e. the more
sophisticated the FDIA detectors, the more complex attack
sequences will be generated by the proposed RL-method.

Finally, note that this study serves as a foundation for
establishing more reliable cybersecurity solutions for M2Cs.
The proposal source code is available in [21] to promote
future research. Future work will consider iterative training of
detectors, i.e., train a new detector, exploit its vulnerabilities,
train a second version of the new one, etc.

As future work, the following aspects can be studied further:
(i) to study FDIAs on measurements associated with the arm
currents of the M2C, (ii) the study of more sophisticated
FDIAs and methods for their detection, and (iii) using infor-
mation about whether the current operating conditions were
considered in training to determine the best course of action
during an attack.
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“On detection of false data in cooperative dc microgrids—a discordant
element approach,” IEEE Transactions on Industrial Electronics, vol. 67,
no. 8, pp. 6562–6571, 2019.

[12] M. R. Habibi, H. R. Baghaee, T. Dragičević, and F. Blaabjerg, “Detection
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D. Sáez, “A novel distributed control strategy for optimal dispatch
of isolated microgrids considering congestion,” IEEE Transactions on
Smart Grid, vol. 10, no. 6, pp. 6595–6606, 2019.

[70] X. Wu, Y. Xu, J. He, C. Shen, G. Chen, J. C. Vasquez, and J. M. Guer-
rero, “Delay-dependent small-signal stability analysis and compensation
method for distributed secondary control of microgrids,” IEEE Access,
vol. 7, pp. 170 919–170 935, 2019.

[71] Y. Yan, D. Shi, D. Bian, B. Huang, Z. Yi, and Z. Wang, “Small-
signal stability analysis and performance evaluation of microgrids under
distributed control,” IEEE Transactions on Smart Grid, vol. 10, no. 5,
pp. 4848–4858, 2018.

[72] H. Dong, Z. Ding, S. Zhang, H. Yuan, H. Zhang, J. Zhang, Y. Huang,
T. Yu, H. Zhang, and R. Huang, Deep Reinforcement Learning: Funda-
mentals, Research, and Applications, H. Dong, Z. Ding, and S. Zhang,
Eds. Springer Nature, 2020.

[73] S. Fujimoto, H. van Hoof, and D. Meger, “Addressing function
approximation error in actor-critic methods,” 2018. [Online]. Available:
https://arxiv.org/abs/1802.09477

[74] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa,
D. Silver, and D. Wierstra, “Continuous control with deep reinforcement
learning,” 2015. [Online]. Available: https://arxiv.org/abs/1509.02971

[75] X. Glorot, A. Bordes, and Y. Bengio, “Deep sparse rectifier neural
networks,” in Proceedings of the Fourteenth International Conference
on Artificial Intelligence and Statistics, ser. Proceedings of Machine
Learning Research, G. Gordon, D. Dunson, and M. Dudı́k, Eds., vol. 15.
Fort Lauderdale, FL, USA: PMLR, 11–13 Apr 2011, pp. 315–323.
[Online]. Available: https://proceedings.mlr.press/v15/glorot11a.html

Claudio Burgos-Mellado (Member, IEEE) was
born in Cunco, Chile. He received the B.Sc. and
M.Sc. degrees in electrical engineering from the Uni-
versity of Chile, Santiago, Chile, in 2012 and 2013,
respectively, and the dual Ph.D. degree in electrical
and electronic engineering from the University of
Nottingham, U.K., and in electrical engineering from
the University of Chile, Santiago, Chile in 2019.
From 2019 to 2021, he was a Research Fellow in
the Power Electronics, Machines and Control Group
(PEMC group) at the University of Nottingham,

United Kingdom. Currently, he is an Assistant Professor with the Institute
of Engineering Sciences, Universidad de O’Higgins, Rancagua, Chile. His
current interests include battery energy storage systems, electrical vehicle
technologies, power electronics, microgrids, power quality issues, modular
multilevel converters, and cybersecurity in electrical systems. In 2021, he
received the best PhD thesis award in the category of Exact Science from the
Chilean Academy of Sciences.
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