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We propose a nontrivial two-qubit gate scheme in which Rydberg atoms are subject to designed

pulses resulting from geometric evolution processes.

By utilizing a hybrid robust non-adiabatic

and adiabatic geometric operations on the control atom and target atom, respectively, we improve
the robustness of two-qubit Rydberg gate against Rabi control errors as well as blockade errors
in comparison with the conventional two-qubit blockade gate. Numerical results with the current
state-of-the-art experimental parameters corroborates the above mentioned robustness. We also
evaluated the influence induced by the motion-induced dephasing and the dipole-dipole interaction
and imperfection excitation induced leakage errors, which both could decrease the gate fidelity. Our
scheme provides a promising route towards systematic control error (Rabi error) as well as blockade
error tolerant geometric quantum computation on neutral atom system.

I. INTRODUCTION

Neutral atoms have strong dipole-dipole interactions
when excited to high-lying Rydberg states [1-4]. The
dipole-dipole-interaction induced Rydberg blockade has
many important applications in quantum computa-
tion [5, 6]. Experimentally, the Rydberg blockade has
been observed (7, 8], and furthermore, quantum CNOT
gates as well as quantum entangled states [9-17] using
Rydberg atoms have also been achieved. And the toric
code topological order has also been predicted based on
the Rydberg blockade [18]. Quantum logic gates based
on Rydberg blockade are often accompanied with block-
ade errors [19] proportional to (/V)?%, where Q and
V' denote the Rabi frequency and Rydberg-Rydberg-
interaction (RRI) strength, respectively. Although block-
ade errors can be reduced by increasing the RRI strength,
the performance of the quantum computation scheme will
be affected inevitably since the mechanical effect would
be increased due to the increase of RRI strength [20].
The blockade error can be minimized through consider-
ing rational generalized Rabi frequency [21] or taking into
consideration of dark-state dynamics that contain Ryd-
berg states [22]. In addition to the blockade error, the
control error, such as the Rabi frequency error induced by
laser intensity fluctuations at high Rabi frequencies [23],
is another resource of infidelity commonly encountered in
the Rydberg quantum computation.
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The Abelian geometric phase [24, 25] and non-Abelian
holonomy [26-29] depend only on the global properties of
the evolution trajectories of cyclic processes. On that ba-
sis, the geometric quantum logic gates based on Abelian
and non-Abelian geometric phases (holonomy) are robust
against local noises during the gate evolution [30-34].
Earlier geometric quantum computation schemes usually
rely on adiabatic processes that can suppress the tran-
sition between different instantaneous eigenstates of the
Hamiltonian [35-39]. Nevertheless, since the adiabatic
process requires longer evolution time to satisfy the adia-
batic condition, the scheme may suffer from the influence
of decoherence although it is robust to systematic con-
trol errors. Then, the nonadiabatic geometric quantum
computation [40-44] and nonadiabatic holonomic quan-
tum computation (NHQC) [45, 46] have been proposed to
reduce the evolution time of geometric gates, which can
enhance the robustness of the scheme on decoherence [47—
52]. Experimentally, progresses in nuclear magnetic res-
onance system [53, 54|, superconducting qubits [55—61]
and nitrogen-vacancy centers in diamond [62-67] have
confirmed the theoretical schemes. However, these nona-
diabatic schemes are sensitive to the experimental con-
trol errors [68], which reduce the real usefulness of NGQC
and NHQC. Recently, to overcome the problem, Liu et
al [69] proposed a NHQC+ scheme by combining nona-
diabatic geometric quantum computation with optimal
control technology, but at the cost of complicated pulses
and gate time [70-76]. To balance all of speed, flexibil-
ity and robustness of geometric gates, the super-robust
pulse geometric quantum computation scheme has been
theoretically proposed [77] and experimentally realized
[78].

In this paper, we employ the geometric processes to
construct the nontrivial two-qubit Rydberg gate under
the consideration of the dark-state dynamics as described
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FIG. 1. Energy levels of the control (left) and target (right)
qubits to construct CNOT gate. |0) = 6512, f =3, my =0)
and [1) = (6s1/2, f =4, my = 0) are two long-lived ground
states of Cs atom clock states. |R’) = |[101s1/2, m = 1/2) and
|r") = |101ps/2, m = 3/2) are Rydberg states of the control
atom, and |R) = [109p3,2, m = 3/2) and |r) = |109s; /2, m =
1/2) are Rydberg states of the target atom. We consider the
static Stark field 15.4 V/m directed along the quantization
axis that makes the Rydberg pairs energy degenerate and
leads to resonant interaction with C3 = 64.4 GHz -pum® [22].
V' denotes the RRI strength relevant to C's and the inter-
atomic distance. For the control atom, the transition |1) <>
|R’) is driven resonantly by the laser with time-dependent
Rabi frequency Q.(t) = |Qc(t)]e??<®). For the target atom,
the transition |0)(|1)) <> |r) is driven resonantly by the lasers
with time-dependent Rabi frequency Qo (¢)[Q:1(¢)] and phase
<Pt0(<,0t1)~

in Ref. [22], where we can realize two-qubit gates robust
to Rabi control as well as blockade errors by the hybrid
of robust non-adiabatic and adiabatic geometric opera-
tions on the control atom and target atom. Through
a thorough numerical analysis on the performance of
our scheme and conventional Rydberg two-qubit scheme
under current experimental conditions, the control er-
ror caused by the deviation of the laser Rabi frequency
and the blockade error can be significantly suppressed.
We also consider the motion-induced dephasing as well
as dipole-dipole-interaction- and imperfection-excitation-
induced leakage errors. The analysis show that the mo-
tion leakage errors will decrease the fidelity. Our scheme
is suitable and useful for Rydberg experimental platforms
where some severe conditions, such as ultrastable Rabi
frequency and very strong Rydberg atom interactions,
can be relaxed.

II. MODEL

The protocol to achieve the two-qubit CNOT gate is
based on the dark state scheme [22] and consists of the
following three steps sketched in Fig. 1. Step (i) is to
apply a resonate laser to achieve the geometric opera-
tion |1) — |R') of the control atom. In the rotating
wave approximation and the interaction framework, the

Hamiltonian of this step can be written as (h = 1)

n0-3 (g ) 1)

in the basis {|1), |R')}} with the control parameters of
the lasers Q. = Q.(t) = [Qe(t)]e” %M. In general, it
is difficult to analytically solve the dynamical evolution
U(t) = Te i Jo He(®)d" ith time-dependent Hamilto-
nian due to the time-ordering operator.

To achieve the robust geometric gates, we adopt the
inverse engineering method [79-81] by choosing a pair of
states |¢g(t)) following the time-dependent Schrodinger
equation,

|61()) = €™ [cos(6/2)]1) — sin(0/2)e™""|R')]

[p2(t)) = "7 [sin(6/2)e™|1) + cos(6/2)|R)], (2)

where v, 1, and 6 are time-dependent parameters. Ex-
plicitly, we find that the control parameters of the laser
are governed by the following coupled differential equa-
tions [see Appendix A],

[Qc(t)] = 1/6% + 72 tan® 0,

we(t) =n— g — arctan (ntz;n&) ,
. sin?(0/2) .
Y(t) = “eost 3)
After a cyclic evolution, ie., |og(7)) =

exp [i(—1)%y(7)] |¢x(0)) (K = 1, 2), the acquired

non-adiabatic geometric phase (Aharonov-Anandan
phase) [25] is given by
=y [ GOEOBOE . @
0

where Ay = 7(7) — v(0) is the global phase, and the
second part on the right-hand side of Eq. (4) denotes the
dynamical phase. To remove the dynamical phase, one
simple choice is to satisfy the parallel transport condition,
(P (t)|H (t)|pr(t)) = 0. Specifically, we find that the
control parameters need to satisfy the following condition

7sing =0 . (5)

Then the resulting unitary evolution becomes purely
geometric, i.e. U(r) = €e7)¢1(0)){e1(0)| +
e~"9]3(0))(¢p2(0)|, which is non-diagonal in the basis
{I1),1R")},

U(r) = e~ rgma’

(6)
where n. = [sin 0(0) cosn(0), — sin #(0) sin (0), cos H(0)],
ol = [O‘;C), U@(f), agc)] denotes the Pauli matrix of the
control atom. Note that the robustness of geometric
gate in Eq. (6) against the experimental Rabi error,
ie, Qc = Qc(1 + ¢) with relative Rabi frequency de-
viation &, is no more advantage than standard dynam-
ical gate [68]. To further enhance the robustness on



the error, the additional dynamical effect between the
states |¢1(t)) and |p2(t)) should be eliminated [77], i.e.,
Jo (@1 (t)|H(t)|p2(t)) dt = 0. Specifically, the control pa-
rameters should satisfy the following constrain,

"0 P
/OQeXp(—z/O cos@dt>dt_0’ (7)

where 7 = 71 is the total time for step (i).

TABLE I. One set of possible parameters of the laser am-
plitude and phase to implement the super-robust geometric
quantum operations in step (i).

t e [03 %] t e (%7 2%] [2S (2%5 7—1]
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During the step (i), we implement the |1) — |R’) oper-
ation on the control atom, which is equivalent to achiev-
ing the NOT gate (U = o,) when the initial state is
|1). To satisty the conditions in Eqs. (5) and (7) for the
robust NOT gate, one can set

Q)] =6, pe=n-3. ®)
A set of parameters listed in Table. I satisfy the constrain
in Egs. (5) and (7) [see Appendix BJ.
In Step (ii) we achieve the conditional operation on the
target atom depending on the state of the control atom.
The Hamiltonian of the target atom is given by

_ Do(t) 10),(r| + M|1>t<7‘| + H.c.

Hy(t) B

2
()
2

(sin %eis@(t) |0) + cos %|1>)t<r| +H.c., (9)

in which Qto(t) = |Qt0(t)|€i(pw(t), Qtl(t) =
[ ()]’ () = pu(t), ewlt) =
p(t) + pa(t), D(t) = [Qu(t)|e*>®) with [Q(t)] =
VU OP + 2 (OP, tan(0/2) = |Qul/[Qu]. 1If ©
is time-independent, the Hamiltonian for target atom
can be rewritten in the basis {|b); = sin(©/2)e'#|0) +
cos(©/2)|1), |d); = cos(0/2)]0) — sin(©/2)e=*|1), |r):}

as

H,(t) = St + He. (10)

where |d) is the dark state of the system that is decoupled
from the dynamics.

We now consider the first case of step (ii). If the con-
trol atom is initially in |0) state, it would not be excited
after step (i). As such, there is no RRI involved in the
dynamics. Then, the evolution of target atom is con-
trolled by Eq. (10), which has the similar form to that of
H_(t). Thus, one can use the similar method mentioned
in step (i) to design the desired super-robust geometric

operations in the subspace {|b):,|r):}. Specifically, we
choose the time-dependent states as

i o (%) s (%) ]
e i [sin (%) e"|b); + cos (0;) |r>} , (11)

where Y, 6; and 7 are the time-dependent parameters.
Similar to the process in step (i), the parallel transport
and super-robust condition for the control parameters of
step (ii) are given by,

Ti+T2 g T+t e
/ L exp (—z/ Tt dt'> dt =0,
- 2 ~n  costy

Mesing, =0 . (12)

|pe1(2))

|pe2(t))

And the time-dependent laser parameters are determined
by,

™

()| =0, @2(t) = — 5 (13)

[\V]

Consequently, the geometric evolution operator in the
subspace {|b)¢, |r)+} is obtained as equation (6), with n =
[sin 0;(0) cos n:(0), — sin 0 (0) sin ¢ (0), cos 8,(0)].

In this step, we implement the geometric operation
|b) — e™|b) with Y(7) = 7, which is equivalent to
U = —1|b)(b| — |r)¢(r| when the initial state is |b);. If we
consider the decoupled dark state, the evolution opera-
tor in this step would be U;; = —[b)(b| — |r)¢(r| + |d)+(d|.
To achieve this goal with the super-robust pulse, without
loss of generality, we design the Hamiltonian parameters
as shown in Table II.

After this step, the operation U; = —|b)(b| + |d){d| is
achieved in the computational subspace, which can be
re-expressed as

= (520

%) —e'¥ 5in(O) ) (14)

—cos(0)

in the basis {|0);, |1);}. Thus, one can set different
groups of parameters © and ¢ to realize various oper-
ations on the target atom. Concretely, one can choose
{¢, ©} = {0, 0} for o) (0. operation on the target
atom) operation, {¢, O} = {0, — 7/2} for NOT opera-
tion and {¢, ©} = {0, —x/4} for Hadamard operation,
respectively.

We now consider the second case of step (ii), i.e., when
the control atom lies in |1) state initially. In this case the

control atom would be excited after step (i). Then the
dipole-dipole interaction Hamiltonian
Hy =V (R'|® |R)¢(r| + H.c. (15)

would also be involved in controlling the dynamics of the
whole system. The total Hamiltonian of step (ii) in the
two-atom basis can thus be rewritten as

0]

Hi; = T\R/b><R’r| +V|"'RY(R'r| +h.c.,  (16)



TABLE II. One group of possible parameters of the laser amplitude and phase to implement the super-robust geometric
quantum operations in step (ii). 72 is the total time of step (ii). |Q:(¢)| = (87 /72) sin®[27(t — ') /(12/2)].

t € [7’17 7'1—"-%]

t E(T1+%, ’7’1—%—7—72

t E(T1+T?2, Tl—‘y-%] t 6(7’14—%, T1—|—T2]

w2(t) 0 37”

3m
0 2

t’ T1 T1

T+ T2/2 L+ T2/2

in which the state |mn) = |m). ® |n); and this abbrevia-
tion style would be used throughout this work. Eq. (16)
has one dark state

2= (vien - m).an

where A is the normalized parameter of the dark state,
and two bright states

1 Qt / / /
bs) = (2|R b) £ N|R'r) + Vr R)) (18)

with eigenvalues 0, +A/, respectively.
V2 + Q2 /4 is the normalized parameter.

In principle, when the initial state is |R'D), the system
would evolve along the dark state |d2) and the popula-
tion of the state |r'R) would increase when ); increases
slowly on the premise of meeting the adiabatic condi-
tion [see Appendix C]. When 2, is set to be zero initially
and finally, one can argue that |R’D) is still be populated
when the adiabatic process is finished. We now analyze
the phases accumulated in this process. The phase accu-
mulated on the dark state can be classified as the dynam-
ical phase g, and the geometric phase g4, respectively,
given by [see Appendix D]

Here N =

T1+7T2
Py = / o (d|Hisld)sdt = 0 (19)
and
T1+72 o T1+72 Q2¢2
e =1 d|=|d)odt = P2t =0.
Pge Z/rl 2< |8t| >2 /7—1 Q?+4V2 0
(20)

That is, the initial state |R’d) would keep invariant
and accumulate no phase, thus the identity matrix I; is
achieved for the evolution operator. To derive Eq. (20),
we have supposed that V' is constant. However, in prac-
tical case, V is determined by C3 and d (V = C3/d®),
where Cj is the coefficient relevant to atom and Ryd-
berg states, and d is inter-atomic distance that linear in
time. That is, the value of V varies over time. In
Appendix E, we show clearly that, the geometric phase
is still zero in this case. One should note that although
this case has the similar effect to the conventional Ry-
dberg blockade, i.e., when control atom is excited, the
state of the target atom would be invariant, the phys-
ical regime is completely different and the performance
is better than that of blockade regime since the current
scheme utilizes the adiabatic process that has blockade

error if the adiabatic condition is satisfied well while the
blockade scheme always has blockade error.

Step (iii) is the reverse operation of step (i). After
these three steps, one acquires the operation
U=10).(0l @ Us + |1)(1| ® L. (21)

In general, Eq. (21) is a nontrivial two-qubit gate. One
can choose different parameters to realize the CZ and
CNOT gates, respectively.

III. RESULTS AND DISCUSSIONS

In this section, we demonstrate through numerical re-
sults that the current scheme has stronger robustness to
the Rabi frequency error and is also resilient to block-
ade error under the consideration of atomic spontaneous
emission in contrast to the conventional blockade scheme.
Moreover it has stronger robustness to the Rabi fre-
quency error in contrast to the dark state schemes.

A. Gate performance

We take advantage of the Lindblad master equation
to numerically simulate the performance of the scheme
under decoherence, which can be written as

12

. . 1

p ittt A+ 300 (Aipal - Jalag ). 22
=1

where IT'; denotes decay or dephasing rate relevant to
the dissipation process described by operator A;. In
our scheme Ay = |0).(R/|, A2 = |1).(R'|, A3 = [0)('|,
As = [1a(r'], As = [0)i(R], Ag = [1)e(R], A7 = [0):(r]
and Ag = |1),(r| denote the decay processes of the ex-
cited states. Ag = |R')(R'| — [0).(0] — |1)(1], A1p =
1) o= 0} (0] = [1)o (1], A1y = [R), (R —[0): (0] = [1):1]
and Aio = |r)(r| —]0):(0] — |1)¢(1] denote the dephas-
ing processes. In Fig. 2, we plot the populations and
fidelities of the constructed gates with a specific group of
initial states. For the chosen energy level, the decoher-
ence parameters are set as I'y = I's = 27 x 0.425 kHz,
Fg = F4 = 27 x 0.213 kHZ, F5 = F@ = 27w x 0.169 kI‘IZ7
I'; = TI's = 27 x 0.336 kHz [83]. For the dephasing
rate, we here temporarily set I'g = I'ijg = I'11 = T2 =
27 x 1 KHz at 0 K and using the relationship n ~ 73 for
the evaluation. The inter-atomic distance is set as 6 pm,
which induces the RRI strength V = 27 x 298 MHz for
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FIG. 2. Population and fidelity of the constructed logic gates
with the initial state |¢) = (]00) + |01) + |10) + |11))/2.
(a)[(b), (c)] Populations of the CZ(CNOT, CHadamard) gate.
(d) The fidelity of the constructed gates. The parameters
are chosen as follows. Q = 27 x 8 MHz, |Q.(¢)] = Q, V =
27 x 298 MHz when the interatomic distance is set as 6 pm
for the chosen Rydberg levels. ¢.(t) is shown in Eq. (3). And
pui(t) = pa(t) is shown in Bq. (13), puolt) = pa(t) + ().
Qo = [Q:(8)]sin(0/2), Q1 = [Q:(t)| cos(0/2). ¢(t) and ©
are parameters determined by the concrete quantum logic
gate we want to construct. I'; is shown in the main text.
For CZ, CNOT and CHadamard gate, Max[|$1(¢)|] is set as
20/3.

the chosen Rydberg states as considered in the caption
of Fig. 1. The results indicate that the final population
and final fidelity agree well with the dynamics governed
by the constructed gates.

B. Robustness against Rabi control errors

When constructing quantum logic gates theoretically,
we often assume that the Rabi frequency is constant.
However, in practice, there are some errors in the Rabi
frequency due to the fluctuation of the laser intensity.
From this point of view, in order to better demonstrate
the super-robustness of the gate, we assume that the
Hamiltonian would be written as follows. In steps (i)
and (iii), the Hamiltonian would be HS™ " = (1+&)H.(t),
and in step (ii) the Hamiltonian is Hf™°" = (1 + ¢€) Hy(t),
where ¢ and € are parameters regarding the Rabi fre-
quency errors. In the following, we use the average fi-
delity [84, 85]

Y (vujuizwy)) + a2

P+ 1) (23)

to evaluate the performance of the present scheme, where
U; is the tensor of Pauli matrices I, Iog, -+ 0.0,, U
is the perfect phase gate, d = 4 for a two-qubit gate, and
= is the trace-preserving quantum operation obtained
through solving the master equation.

In Fig. 3(a), (b) and (c), we plot the average fidelity of
the current scheme, the dark state scheme [22] and the
conventional blockade scheme [5] to demonstrate their
robustness to both Rabi frequency errors £ and e being
[0, 20%]. It can be seen that, as discussed in Ref. [22],
although the infidelity of the dark state scheme without
Rabi frequency error can be 10~° or even smaller, the
robustness of the dark state scheme is not better than
the current one when the Rabi frequency errors exist.
The results indicate the super robustness feature of the
current scheme in contrast to the other two schemes.

To consider the decay and dephasing processes we
choose the Rabi frequency, and the decay and dephas-
ing rates the same as that in Fig. 2. The inter-atomic
distance is assumed to be 6 pym, which induces the RRI
strength V' = 27 x298 MHz for the chosen Rydberg states
as considered in the caption of Fig. 1. With these experi-
mental parameters, the fidelity of the current scheme, the
dark state scheme [22], and the conventional scheme [5]
are plotted in Fig. 3(d), (e) and (f), respectively. The
results show that without Rabi frequency errors, the av-
erage fidelity of our scheme does not have an advantage,
i.e., the average fidelity of the dark state, the current and
the conventional blockade scheme are 0.9975, 0.9915, and
0.9982, respectively. That is due to the fact that our
schemes require longer evolution time which enhances
the influences of dissipation. However, when the Rabi
error of each step is close to 20%, our fidelity can still
reach 0.99, and the fidelities of the other two schemes
are just close to 0.95. In addition, we also plot the av-
erage fidelities of the CNOT and CHadamard gates in
Fig. 4, respectively, which also indicate the robustness of
our scheme under the Rabi frequency errors and dissipa-
tion. It should be noted that we have not considered the
motion-induced dephasing here, which would no doubt
decrease the average fidelity as shown in the following
experimental considerations.

We now compare our scheme with the works presented
in Refs. [86, 87]. To obtain the Hamiltonian dynam-
ics, Refs. [86, 87] utilize second-order perturbation the-
ory twice during the derivation of the effective Hamil-
tonian. The current scheme does not utilize the per-
turbation theory for the Hamiltonian, which means the
dynamics could be faster. For the operation steps, the
schemes in Ref. [86, 87] require one step while the cur-
rent one requires three steps. For the optimal geomet-
ric quantum computation method, Ref. [86] employs the
zero-systematic error method [88] while Ref. [87] consid-
ered the time-optimal technology [89]. In our scheme, the
super-robust pulse that can limit error to fourth-order is
utilized. Ref. [86] aims to implement multiple-qubit gate,
and Ref. [87] constructed three-qubit gate, while we con-
struct the robust two-qubit gate.



FIG. 3. Fidelity of the CZ gate based on the current super-robust scheme(a)[(d)], the dark state scheme [22](b)[(e)], and the
conventional blockade scheme [5](c)[(f)], respectively, without (with) the consideration of dissipation. For panel (a)[(d)], the
parameters are chosen the same as Fig. 2(a) with T'; = 0(or not). For panel (b)[(e)], |Q:(t)| = (47 /72) sin?[27w(t—71)/(72/2)](T1 <
t < 71 + 72), and the scheme is described in Ref. [22]. For panel (c)[(f)], @ = €, and the corresponding blockade scheme
can be found in Refs. [5, 82]. In panels (a), (b) and (¢), I'y = 0. In panels (d) and (e), I'1 = ' = 27 x 0.425 kHz,
F3 = F4 = 271 x 0.213 kHZ, F5 = F@ =27 x 0.169 kHZ, F7 = Fg = 27 X 0.336 kHZ7 Fg = FlO = F11 = Flz =27 x 1 kHz. In
panel (f), since the blockade scheme is three-energy-level structure, we consider |R’) for control atom and |r) for target atom,

respectively. Thus, I's =T'y =I's = '¢ = I'io = I'11 = 0, and the remaining rates are the same as panel (d).

C. Blocked-error resilience analysis

In the conventional blockade scheme, the fidelity of the
constructed gate would decrease when the RRI strength
is not strong enough, leading to the blockade error.
This blockade error is proportional to the square of
Q/V [19, 21], where Q is the Rabi frequency and V the
RRI strength. Thus, when V' ~ §, the blockade error is
large enough that decreases qualities of the scheme.

In Fig. 5, we show the average fidelity of the CZ gate
with weak RRI strength. Omne can see that, for the
conventional blockade scheme, the blockade error signifi-
cantly influences the performance. While for our scheme,
the average fidelity is still very high even with weak RRI
strength and large Rabi frequency errors, implying the
robustness of the scheme to the blockade errors as well
as the Rabi frequency errors.

IV. EXPERIMENTAL CONSIDERATIONS

A. Excitation process and concrete laser
parameters

The excitation to Rydberg state can be implemented
by single-photon process [90, 91]. In this case the Ry-
dberg state should be considered as |np) level due to
the selection-rule. In this scheme, we consider the two-
photon excitation process. As shown in Fig. 6, the en-
ergy levels are chosen as |0) = |f = 3, my = 0) and
1) = |f =4, my = 0), two long-lived ground states of
Cs atom clock states. |R') = |[101sy/5, m = 1/2) and
[r') = |101p3/2, m = 3/2) are two Rydberg states of
the control atom, and |R) = [109ps,2, m = 3/2) and
|r) = [109s1/2, m = 1/2) are Rydberg states of the tar-
get atom. The resonant dipole-dipole interaction can be
achieved with C3 = 64.4 GHz-um? under the electric
field E = 15.4 V/m [22]. Alternatively, there are other
choices of the Rydberg level for experiments. For in-
stance, one can also choose |R') = [112s1,5, m = 1/2),
[r") = [111pg/9, m = 3/2), |R) = |101p3/2, m = 3/2) and
|r) =[101s1 /2, m = 1/2). The resonant dipole-dipole in-
teraction can be achieved with C3 = 65.3 GHz-m? under



FIG. 4. Fidelity of the CNOT

(a)[(c)]  and
CHadamard (b)[(d)] gates based on the current super-
robust scheme without (with) consideration of dissipation.
The parameters are chosen the same as that of Fig. 2(b) and
(c), respectively, except for panels (a) and (b), I'; is set as
Zero.

the electric field E = 5.36 V/m [22].

The laser parameters are as follows. For the control
atom, the wavelengths for |1) — |P) and |P) — |R’) are
set as 852 and 509 nm, respectively. The Rabi frequencies
are assumed to be ©,1 = 27 x 245 MHz and Qp; = 27 X
80 MHz, respectively, and the detuning is 1.225 GHz.
To achieve this goal, the power and waist are 1 pW and
3.6 pm for the red laser and 80 mW and 3 pm for the blue
laser, respectively. For the target atom, the wavelengths
are the same as those of the control atom, also for the
|0) — |r) process. Rabi frequency is time-dependent, we
here only consider how to achieve the maximal values,
and the time-dependent characteristic can be achieved by
tuning some of the laser parameters, such as the power.
The Rabi frequencies are set as 2.1 = 27 x 245 MHz and
Qp1 = 27 x 80 MHz, respectively. The detuning is set as
1.225 GHz. To achieve this goal, the power and waist are
1 uW and 3.6 um for red laser and 80 mW and 2.7 pym
for blue laser, respectively (for CZ gate, Q.0 = Quo = 0
for the target atom). The inter-atomic distance is 6 pm.

B. Effectiveness of the two-photon excitation
process and influence of larger Rabi errors

For the excitation processes to Rydberg state, we con-
sidered here is the effective two-photon process. Thus,
it is worthwhile to discuss the validity of the excita-
tion process with the parameters used in this work. We

here consider the two-photon excitation process |g) %)

FIG. 5. Fidelity of the super-robust CZ gate with V ~
2max[|Q|] (a) and V ~ max[|Q]] (b) under dissipation.
Fidelity of the conventional blockade scheme with V'~
2max[|Q]] (c) and V ~ max][|Q|] (d) under the consideration
of dissipation. The rest parameters are chosen the same as
that of Fig. 3.
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FIG. 6. Energy levels for the considered **Cs atom. Q,; and
Qp; (i =0, 1) denote the Rabi frequencies of the two-photon
process |i) — |nsis2) with detuning A;, respectively. And
A; > {Qri, Qi } should be satisfied. For the control atom,
the two-photon process from |0) to |nSy/2) is not exist, and
the parameters satisfy Q. = Q,1Q%1/(2A1). For the target
atom, the parameters satisfy Q¢ = Q70 /(24;).
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FIG. 7. Shape of the Rabi frequency and the correspond-
ing phase. (a)[(c) (e)] phase of the laser for CZ (CNOT,
CHadamard) gate. (b)[(d) (f)], Rabi frequency of the
CZ (CNOT, CHadamard) gate. It should be noted that the
maximum value of the Rabi frequency of the target atom can
be random, provided that the laser power and beam waist
parameters are allowed experimentally and the adiabatic con-
ditions are met.
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FIG. 8. (a) Populations of excited state with respect to evolu-
tion time for the two-photon (full process) and effective pro-
cesses, respectively, without consideration of dissipation. The
dotted line denotes the difference of these two process. (b)
Average fidelity of CNOT gate based on the effective and
the full two-photon excitation process. The decay rates are
considered the same as that in Fig. 4. The decay of the inter-
mediate state |P) is considered as 27 x 3.2 MHz.

|P) Q—Z) |R) (full process) and the effective process
l9) % |R) (effective process). In Fig. 8(a), we

simulate the full and effective process with the parame-
ters (Q, Qp, A) = 27 x (245 MHz, 80 MHz, 1.225 GHz),
from which one can see that the full and effective process
coincide with each other very well. In Fig. 8(b), we plot
the average fidelity of the proposed CNOT gate with the
consideration of dissipation with full and effective pro-
cesses, the result also demonstrates the validity of the
effective model.

The large Rabi frequency of two-photon process re-
quires the narrow waist of laser, which may change the
Rabi error more than 20% that we discussed in the main

-0.4 g
0.4 04 0.2 0 02 04

€ € €

FIG. 9. (a)[(b), (c)]Average fidelity of the proposed
CZ(CNOT, CHadamard) gate with the maximal Rabi error
40%. The parameters are the same as Fig. 3(d)[Fig. 4(c),
Fig. 4(d)].

TABLE III. Leakage error of Rydberg states. We here con-
sider two leakage channels with two groups of energy-adjacent
Rydberg states based on the spirit of Refs. [22, 92]. Leak-
age channel one is |R'r) < |101p3 2, m = —1/2;109p; 2, m =
—1/2), the strength and detuning for this channel are 27 x 120
and 27w X 65 MHz, respectively. Leakage channel two is
[*'R) < |99d5/2,m = 5/2;108d5/2,m = 5/2), the strength
and detuning for this channel are 27 x156.8 and 27 x 190 MHz,
respectively.

Ccz? CNOT? CHadamard®
Maximal 8.08 x 1077 8.11x 1077 8.05 x 107
Average 3.01 x 107° 3.02x 107° 3.01 x 107°

2 The results are achieved with the fourth-order Runge-Kutta
method.

text. For this point, we plot the average fidelity of the
constructed gates under dissipation with Rabi error as
large as 40% in Fig. 9. The fidelity is above 96% (with-
out consideration of motion-induced dephasing) in most
of the regions when both of € and £ are as large as 40%,
which further proves the robustness of the scheme.

In fact, the single-photon excitation process to Ryd-
berg state is also available for 133Cs atom in our scheme.
It should be noted that one typically cannot access very
high Rydberg state in this case. For instance, n = 64 is
achievable in experiment [90].

C. Leakage error to neighboring Rydberg states
due to dipole-dipole interaction

From a practical point of view, we here consider
the Rydberg state leakage error [92]. The definition
of this error is P = 1 — |[(¥'|)())]?, where |¥/) =
|R"). ® |1); is the initial state and |¢(¢)) is the sys-
tem state after the evolution of Hamiltonian in step (ii).
For our chosen Rydberg levels, the possible leakage
channels contains [101s1/5, m = 1/2;10951/2, m =
1/2) < [101pg/e,m = —1/2;109p;/2,m = —1/2) and
[101p3/2, m = 3/2;109p3/2, m = 3/2) <> [99d5/2, m =
5/2;108d5/2,m = 5/2) [22]. In table III, we show the
maximal and the average leakage errors when perform-
ing these three gates on the initial state, which shows the
leakage error is negligible.
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FIG. 10. Main possible excitation leakage channels (the states
in the left and right rectangles enclosed by the dotted-dashed
line are possible leakage states) for the control atom. The
ideal excited state is [101.5;2), and we consider the principle
quantum number from 97 to 104. The relevant data is get by
the package in Python [93]. And the similar process can also
be plotted for the target atom.

D. Excitation error to the neighboring Rydberg
states due to the imperfection excitation process

We now consider the leakage error to the neighbor-
ing Rydberg states. As shown in Fig. 10, the princi-
ple quantum number from n = 97 to 104 is consid-
ered. The energy detuning 5,Igeakage = E,lfakage state _

Eji01s,,,) 1s the main influence factor to the excitation

error, where E,]fakage state denotes the energy of the k-
th leakage state in Fig. 10. The leakage probability
to the k-th state can be approximately described by
Prrvor & Q2/(6;°°)2(see Appendix F for detail), here
Q denotes the effective two-photon Rabi frequency from
ground state to the ideal Rydberg state. Thus, one can
get the total excitation error as

Peer);girtation ~ % Z(d d|6P>—>kth state Q)Q/(6lgeakage)27
o A16P)—[101(109)S1 )

(24)
where x = 3 (x = 2) denotes the excitation times for
control (target) atom during the control-error-robust op-
erations and d is the relevant transition dipole moment.
After substituting the data in Fig. 10 and relevant dipole
moment, one can get the sum of PXCitation for control and
target atoms is about 8 x 1074 when Q = 27 x 8 MHz.
And if one can consider all of the excitation leakage
channels with larger detuning, the order of magnitude
of the result can be conservatively estimated to be 1073,
which is larger than the leakages in Rydberg states due
to dipole-dipole interactions discussed in Sec. IV C.

E. The effects of motion-induced dephasing

So far we mainly focus on the influence of the Rabi
control error and blockade error. However, as mentioned
in Ref. [17], the dephasing error induced by motion when
exciting the neutral atom from ground to Rydberg state
is another factor that limits the fidelity and the geomet-
ric phase may not be robust to this error [94]. The most
accurate way to analyze the effects of such motion is to
use quantum mechanical treatments [95]. In this subsec-
tion, we will treat the motion of atom ballistic [96] and
propose to use the spin-echo to suppress the influence.
This will provide some reference for the experiments.

We take the control atom as an example to analyze
the process, and a similar process applies to the target
atom as well. Here for simplicity we do not consider the
effect of the temperature on atomic spontaneous emis-
sion. The Rabi frequency should be modified as Q.e**v?t
(for two-photon process with the intermediate state be-
ing large detuned, this can be calculated by the second-
order perturbation theory) when we consider the motion
of atoms, where k is the effective wave vector, v is the
atomic velocity and can be approximately calculated as
lv| = kT /m with ky, 7 and m being Boltzmann
parameter, atomic temperature and mass, respectively.
The atom initial position is not considered because one
can set it as a relative position and thus has no influ-
ence for the process [96]. The first strategy is the spin-
echo method [15], for the control atom we change the
Doppler detuning at the midpoint of the first step and
the third step. While for the target atom we also change
the Doppler detuning at the midpoint of the second step.
This can be done be modulating the direction of the wave
vector. In Fig. 11, we take advantage of CNOT gate
as an example to show the performance of the scheme
under Doppler shift with the consideration of spin-echo
technology, the result show that the scheme has a sig-
nificant improvement with the consideration of spin-echo
technology. Specifically, when the atomic temperature is
at about 10 pK(35 pK), the average fidelity is improved
from 0.93(0.8) to 0.97(0.9). We have to admit that this
value of fidelity is slightly lower than that in Ref. [16],
due to the fact that our control-error-resilient pulse re-
quires more evolution time. On the other hand, when
the system error is around 10%, our scheme is still able
to maintain around this value, which is the main feature
of our work.

We treat the speed as a constant in the above anal-
ysis, while in reality, the speed varies randomly within
a certain range, which will undoubtedly reduce the fi-
delity of the scheme. In this case, we consider the Gauss
distribution of the atomic velocity in each step individ-
ually when the atomic temperature is 10 puK, and use
spin-echo technology in the process to numerically solve
the master equation. The result in Fig. 12 show that
the average fidelity can be 0.955 even with the individual
random velocities and the control error being 10% under
dissipation. We also make simulations with the control
error being 20% and random velocities, the results show
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FIG. 11. Average fidelity of the CNOT gate versus temper-
ature with the consideration of dissipation. The parameters
are the same as Fig. 4(c).
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FIG. 12. (a)[(c)] Random speed of the control atom in

step (1)[(iii)]. (b) Random speed of the target atom ver-
sus time in step (ii). The temperature of the atoms is
set as 7 = 10 pK, the average velocity is calculated by
|[v| = v/ksT/m, and the variation is set as 0.1|v|. (d) Av-
erage fidelity of the CNOT gate versus the evolution time
with the consideration of spin-echo with the Rabi error (con-
trol error) being 10%. The rest parameters are the same as
that in Fig. 4(c).

that the average fidelity can be as 0.934. These results
demonstrate the robustness of the scheme to control er-
rors under realistic experimental conditions.

F. Other practical considerations

Experimentally, the values of the Rabi fre-
quency as well as the RRI will be lower than
the values set and discussed above. We simu-
late the influence of this case with the consider-
ation of dissipation in Fig. 13 through consider-
ing the achieved parameters in experiment [16]
with excitation Rabi frequency from ground to
Rydberg state being 27 x 3.5 MHz and RRI being
27 x 24 MHz, respectively. From Fig. 13(a)[(b),
(c)], one can see that, on the premise that the
RRI has 20% fluctuations, the average fidelity of
CZ (CNOT and CHadamard) gate are still higher
than 0.978(0.98, 0.98), respectively, when the
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FIG. 13. Average fidelity of CZ (CNOT, and

CHadamard) gate versus Rabi error(a)[(b), (c)] and
variance of RRI (d)[(e), (f)], respectively. For pan-
els (a), (b) and (c), the variance of RRI is set as
20%. For panels (d), (e) and (f), Rabi errors for con-
trol and target atom are set as 10%. The maximal
Rabi frequency and RRI are chosen based on the ex-
periment [16]. The other parameters and the pulse
shape (here 71 and 72 should be recalculated through
the maximal Rabi frequency) are the same as that of
Fig. 3.

Rabi error of control and target atoms are close
to 20%. Meanwhile, From Fig. 13(d)[(e), (f)], one
can see that, on the premise that the Rabi error
for control and target atoms are 10%, the average
fidelity of CZ (CNOT and CHadamard) gate are
still higher than 0.98 (0.985, 0.981), respectively,
when the RRI has 20% fluctuations.

V. CONCLUSION

In conclusion, we have proposed to construct two-bit
quantum logic gates with Rydberg atoms based on geo-
metric phase and dark-state dynamics. The results show
that, on one hand, the scheme is feasible even when the
RRI strength is comparable to the Rabi frequency which
may induce strong blockade errors in the conventional
blockade scheme. On the other hand, the scheme does
not reduce the average fidelity significantly when the con-
trol error reaches 10%. Although the consideration of the
motion-induced dephasing with random velocities for in-
dividual atoms would decrease the average fidelity, this
does not affect the application of our scheme on the Ryd-
berg experimental platform with large Rabi and blockade
€rTors.
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Appendix A: Derivation of Eq. (3)

As the time-dependent states |¢g(t)) follows the
Schroédinger equation, we can write the time evolution

J

11

operator as,

U(t,0) = Te~tJo He(t)dt" —

D 16(®) (o

k=12

0)f , (A1)

where T is time ordering operator. On the other hand,
the equation between Hamiltonian H.(t) and evolution
operator U(t,0) is given by,

H,(t) =iU(t,0)U'(t,0) . (A2)
Combining Eq.(Al), Eq.(A2) and Eq. (2), the Hamil-
tonian H.(t) can be written as

He(t) =i 31| 0k()) (0(2)]
_( —nsin®é — Yy cosf

1e™(if + M) ,
e (=i + M)

7 sin’ g + 4y cosf

(A3)
with M = 24 sin @ —7sin 6. Note that the Eq.(A3) should
be equal to the Eq.(1), and thus it is not difficult to
obtain Eq. (3).

Appendix B: Demonstration of the parameters in Tabel. I satisfy the condition in Eq. (7)
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And the parameters in Table IT can be demonstrated to
satisfy the condition in a similar way.

Appendix C: Adiabatic condition of step (ii)

The adiabatic condition is

0
\(bi|&|d>2|<<|i/\/'—0| (C1)

T1+/3é t . 27’17/30. t
Q exp <z/ dt’) dt+/ — exp <z/ n dt’> dt+/ — exp < / U dt)d
2 /3 2 o cosf /s 2 o cosf

0 t
fexp 71/ dt>dt+/ — exp ( / dt)dt
2r_/3 2 ( 2r14 /3 2 o cosf

7'1_/3 . T14/3 9 T1-/3 . T14/3 -
— exp —i/ gy dt+/ — exp —i/ g — / ) dt
2 0 cosf /3 2 0 cosf /3 cosf

7'1_/3 ' T1+/3 7;] , 27’1_/3
= —i dt' — dt’ — i dt' | dt
g P 2/0 cosQ /r1_/3 cos 7//7.1_'_/3 cos
/_Z./QTI/S 17 d/
r./3 cosf

T1+/3 . 27’17/3 . 271+/3 . T1 .
/ ! dt'fi/ 1 dt’fi/ U dt’fi/ Tat' | dt
73 cost r./3 cost 27, /3 COS0 27, /3 COSO

2T1+/3 7'7
/ ——dt" | dt
27, /3 COs0

(B1)
[
The left hand of Eq. (C1) can be calculated as
|\[V 6(2,,
(o) 21| = V2] (©2)
Thus, Eq. (C1) can be simplified as
o0 2/2N3
C3
’ 7 T (3)




We can choose parameters to make |Q;]¢2 = 0 (In fact,
the parameters in Table. IT satisfy this condition). That
is the variation rate of the absolute value of Rabi fre-
quency should satisfy
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Appendix D: Derivation of Egs. (19) and (20)

For Eq. (19), since |d)2 is the dark state of H;;, one
910 2/2N3 q ) 2 iis
(|‘9tt| < \c/ . (C4)  can get Hy;|d)2 = 0 and thus ¢4, = 0. For Eq. (20),
J
Tt (2 T+ 2= 02¢ T+ 2 02¢ T+ 2= 024 T+2E 02¢
/ 2t9022dt:/ 2t<p22dt+/ Qttp22dt+/ 2t¢22dt+/ Libe
- O +4V - QF +4V 2= Qf+4V 2t Qf +4V nt 2= Qf +4V
- 31 . - 372+ . - - .
+/]+ i dt+/l+ i dt+/1+2 e,
neze QO 4+4V2 nale= QF +4V2 mafrze QF 44V2
T Q2 %0 AR % ¢ T 02 %0 TR O x ¢
:/ 2t72dt+/ %dﬁ/ ﬁdw/ 22 dt
- Q7 +4V nt2= 044V nyzt QF +4V -

379 37

+/T1+ I Q%XO dt+/T1+
Tl‘f‘T?TJr Qt2+4v2 7'1+3727
=0.
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Appendix E: Re-derivation of the geometric phase in
Eq. (20) when V is time-dependent

In practical case, V is related to interatomic distance
d and d is linearly related to time t. We set d = a *t
where a is a time-independent parameter. Thus we can

J

2+
4

T+ 2= 0+4V?2

0 X o 02 x0

T1+7T2
——dt ———=dt
oravz T /n+3*2+ OF +4v?2
4

(D1)

[
get V(t) = C3/(a’t?).

geometric phase as
T1+T2 o T1+7T2
e =1 d|=|d)2dt = ———————dt.
Pge Z/Tl 2 |8t| )2 /ﬂ abt602 + 4(C3)?
(E1)

After considering the concrete pulses, the geometric
phase is calculated as

On that basis, we calculate the

GtGQQ'
LTS SR

2= . 42 . 2= . 42t .
=) aSt902 + 4(C)2 i aO0F 1 4(Ch)? i P07 1 4(Ch)? i aOO0F 1 4(Ch)?
319 _ 37o
Ti+—5— GtGQQ : Ti+—— GtGQQ . T1+T2 GtGQQ p
+/ L AL 2dt+/ e . B 2dt+/ e k.
Tl+"2T+ a®t Qt +4(Cg) TlJrh% a®t Qt +4(Cg) 7'1+3T# a®t Qt +4(03)
1 a6t695+4(03)2 T1+T277 0+4(C3)2 T1+TzT+ a6t6Qg+4(C3)2 T1+T277 0+4(C3)2
3719 &
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iy a2 A2 [ i 04 4(Ce)? " T ), s aB502 + 4(Ch)?
—0. (E2)

Appendix F: Approximated excitation error of a
single channel

For simplicity, we treat all of the possible imperfection
excitation process as a series of two-level systems consti-
tuted by the any one of leakage states and the ground
state. The Hamiltonian can be written as

Hicakage = 0| Rr)(Ri| +Q/2(|g)(Re| + Hec),  (F1)

where § denotes the detuning and 2 the Rabi frequency,
|g) is the ground state (]0) or |1)) and |Ry) is the leakage
state. One can get the population of the state |Rp)

iQe~ 70 5in (%t\/(SQ + QQ) 2

For simplicity, we can get the series expansion by consid-
ering the condition £2/§ < 1 and one 7 pulse time for the
resonant case t = 7/{). Then, Eq. (F2) can be simplified

PRL = | (F2)
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as (we set m = Q/¢ for simplicity)

1 /1 1 /1 1 /1 1 /1
PRLz(mQ—m4+m6+O(m7))sin2 <2 Wﬂ—l—z m27rm2—16< m27r>m4+32 m27rm6+0(m8)>.

(F3)

(

Since the maximal value of (sin)? is 1 and m? < 1, the
following relationship can be derived from Eq. (F3) as

Pr, <m? = (92/0)% (F4)
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