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Activation of quantum capacity is a surprising phenomenon according to which the quantum capacity of a
certain channel may increase by combining it with another channel with zero quantum capacity. Superactivation
describes an even more particular occurrence, in which both channels have zero quantum capacity, but
their composition has a nonvanishing one. We investigate these effects for all single-mode phase-insensitive
Gaussian channels, which include thermal attenuators and amplifiers, assisted by a two-mode positive-partial-
transpose channel. Our result shows that activation phenomena are special but not uncommon. We can reveal
superactivation in a broad range of thermal attenuator channels, even when the transmissivity is quite low, or the
thermal noise is high. This means that we can transmit quantum information reliably through very noisy Gaussian
channels with the help of another Gaussian channel, whose quantum capacity is also zero. We further show that
no superactivation is possible for entanglement-breaking Gaussian channels in physically relevant circumstances
by proving the nonactivation property of the coherent information of bosonic entanglement-breaking channels
with finite input energy.
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I. INTRODUCTION

Quantum channels are ubiquitous tools for quantum infor-
mation theory, quantum communication, and open quantum
dynamics. The capacity of a channel is a central metric to
assess its capability of reliably transmitting information over
a large number of uses with asymptotically vanishing error.
There are several relevant notions of channel capacity depend-
ing on the given physical setting and type of information to be
sent. For instance, the classical capacity is the transmission
rate at which classical bits can be reliably sent [1] while the
quantum capacity refers to the corresponding quantity when
quantum bits are to be sent [2]. The private capacity is another
relevant quantity that plays a central role in cryptographical
settings where one is to send classical bits with privacy [3].

Unfortunately, explicit formulas of the channel capacities
have been known only for restricted cases. The reason is that,
in general, nontrivial regularization formulas are needed to
characterize channel capacities. In other words, additivity no
longer holds in general for one-shot capacity functions. This
additivity violation has been proved for classical capacity [4],
private capacity [5,6], and quantum capacity [7,8]. In partic-
ular, a stronger superadditive effect exists for the quantum
capacity, called superactivation, in which we can have a pos-
itive quantum capacity for the product of two channels, even
though each channel has zero quantum capacity on its own
[9]. Superactivation has also been found to occur in special
instances of Gaussian channels [10]. This is an important
observation because Gaussian channels and Gaussian systems
are implementable by simple quantum optical instruments

[11], e.g., phase shifters, beam splitters, single- and two-mode
squeezers, and describe information transmission over optical
fibers and real world telecommunications.

In the original work [10], the two Gaussian channels for
demonstrating superactivation were identified as the single-
mode quantum-limited attenuator corresponding to the 50/50
beamsplitter, and a specific form of two-mode positive-partial-
transpose (PPT) channel. Recently, activation effects (i.e., the
fact that the quantum capacity of a channel is increased by
combining it with a zero capacity channel) were observed for
Gaussian lossy channels corresponding to beamsplitters with
a wider range of transmissivity [12].

Here we perform a systematic analysis of activation and
superactivation effects in all single-mode phase-insensitive
Gaussian channels, encompassing thermal attenuators and
amplifiers, which model many physical situations and optical
communication schemes [11,13–15]. We show in particular
that (super)activation is possible in a broad range of param-
eters for thermal attenuators, even when the corresponding
beamsplitter transmissivity is quite low (<0.2). These are
very noisy channels in the sense that only a small portion
of the input state can be transmitted through them. Since the
thermal attenuators for which the superactivation effect is con-
firmed are close to the entanglement-breaking (EB) channels
[16], we also address the question whether it is possible to
observe the same effect for EB channels. EB channels al-
ways have zero quantum capacity due to their antidegradable
property [17], and it is known that EB channels with finite-
dimensional input and output spaces cannot be superactivated
[18,19] (see also Appendix B). We extend this no-go result to
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infinite-dimensional bosonic EB channels with finite input
energy, which implies that EB channels cannot be helped
by another zero-capacity channel for transmitting quantum
information in physically relevant circumstances.

In Sec. II, some basic definitions and relations related
to our work are introduced. In Sec. III, the main results
are presented with some numerical and analytical methods.
Finally, in Sec. IV, we comment on a few remarks and open
problems.

II. PRELIMINARIES

Let us consider an isometry V : H(A) → H(B) ⊗ H(E ). A
quantum channel � : ρA �→ ρB is a completely positive trace-
preserving (CPTP) map corresponding to the action of the
isometry on the input state of system A followed by tracing out
the environment E , written as �(ρA) = TrEV ρAV † [20]. If we
trace out the output system B instead of the environment, we
get the complementary channel such as �c(ρA) = TrBV ρAV †.
The quantum capacity Q(�) is defined as the maximum
transmission rate of qubits through a given channel � with
asymptotically vanishing error. By the quantum capacity the-
orem [21,22], it is related to an entropic quantity called the
coherent information, given by

Ic(�,ρ) = H (�(ρ)) − H (�c(ρ)), (1)

where H is the von Neumann entropy and ρ is an input state
of the channel. Then the quantum capacity is given by

Q(�) = lim
n→∞ sup

ρn

Ic(�⊗n, ρn)

n
, (2)

where �⊗n means n independent parallel uses of the channel,
and ρn is any state acting on H(A)⊗n.

Gaussian states are the quantum states whose characteristic
functions (or, equivalently, Wigner functions) have Gaus-
sian distributions [23,24]. For an n-mode bosonic quantum
state, there are n pairs of position and momentum opera-
tors collectively written as R = (Q1, P1, . . . , Qn, Pn)T , that
satisfy the commutation relation [Ri, Rj] = iJi j , where J =
( 0 1
−1 0)

⊕n
. A Gaussian state can be entirely specified by the

first and second moments of the quadrature operators instead
of the density matrix ρ itself, i.e., the displacement vector
d = 〈R〉ρ , and the covariance matrix γ with elements γi j =
〈RiRj + RjRi〉ρ − 2〈Ri〉ρ〈Rj〉ρ , respectively.

We focus our attention to Gaussian transformations, in
which the quadrature operators are transformed by matrices
in the real symplectic group, i.e., S ∈ Sp(2n,R), SJST =
J , such as R′ = SR. For each symplectic transformation S,
there is a corresponding unitary transformation US , called
symplectic unitary matrix, acting on quadrature operators as
R′

i = U †
S RiUS for i = 1, . . . , 2n. Then, a Gaussian channel is

a CPTP map transforming Gaussian states to Gaussian states,
which can be given by the symplectic dilation form as [25]

�G(ρA) = TrE [US (ρA ⊗ ρE )U †
S ], (3)

where ρA is an input state and ρE is a Gaussian state in the
environment. In phase space, on the level of the covariance
matrix γ of a Gaussian state ρA, the action of a Gaussian
channel can be expressed as γ → �(γ ) = Xγ X T + Y , where

X and Y = Y T are 2n × 2n real matrices constrained to the
condition Y + i(J − XJX T ) � 0 to ensure that the channel
is CPTP. To obtain the expression of the complementary
channel, we need to consider a symplectic transformation
having block matrix form S = (X Z

Xc Zc
). The number of modes

of the input and output states is the same for the channels
we care about in this work. If the environment modes are
in vacuum states, a Gaussian channel and its complementary
channel are described as �(γ ) = Xγ X T + ZZT , �c(γ ) =
Xcγ X T

c + ZcZT
c .

For single-mode Gaussian channels, there exists a full
classification [26]. Among those, we focus on the phase-
insensitive channels, satisfying the condition that X and Y
are diagonal. This class includes thermal attenuator, amplifier,
and additive Gaussian noise channels. Note that the thermal
attenuator is nothing but a beamsplitter operation with a
transmissivity t acting on the system mode A and an ancillary
environment mode E , after tracing out this last. In general,
the ancillary input of the beamsplitter can be in a thermal
state with average photon number N . When the ancilla is
in the vacuum state (N = 0), the corresponding channel is
known as quantum-limited attenuator. On the other hand, an
amplifier channel corresponds to the operation consisting of
a two-mode squeezer and a beam splitter on A and E , which
enables amplification of the input signal mode A. Similarly, if
the environment mode E is in the vacuum, we get a quantum-
limited amplifier.

An EB channel always gives a separable output state, i.e.,
� ⊗ 1(ρAA′ ) is separable, and it has zero quantum capac-
ity. Similarly, an entanglement-binding channel, a type of
PPT channel which also has zero quantum capacity, gives a
nondistillable output state. In the Gaussian regime, because
there is no bound entangled state of 1 ⊕ n modes [27], an
entanglement-binding channel needs at least a two-mode input
and a two-mode output system. That is exactly the case for the
PPT entanglement-binding channel that will be used in this
work, suggested by [10].

III. MAIN RESULTS

We investigate which phase-insensitive single-mode Gaus-
sian channels exhibit (super)activation of quantum capacity
when combined with the two-mode PPT channel introduced in
Ref. [10]. Our analysis will extend beyond the specific cases
of the Gaussian lossy channel and the thermal attenuator with
transmissivity near 0.5 [10,12].

On the level of density matrices, a phase-insensitive chan-
nel � satisfies the condition

�[eiφnAρe−iφnA ] = eiφnB�[ρ]e−iφnB , (4)

where φ is any real number and nA (nB) is the number oper-
ator on mode A (mode B). As previously mentioned, phase-
insensitive Gaussian channels are specified in phase space by
diagonal matrices X and Y . All single-mode phase-insensitive
Gaussian channels are depicted in Fig. 1 as a function of
τ = det X and y = √

det Y , with y � |τ − 1|.
Let us consider the coherent information of the thermal

attenuator �t,N , i.e., of the channel with X = √
t1,Y = (1 −

t )(2N + 1)1, where 0 < t � 1 is the transmissivity and N � 0
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FIG. 1. Classification of phase-insensitive single-mode Gaussian
channels. Axes defined by τ = det X, y = √

det Y . Physical channels
(CPTP) should satisfy the relation y � |τ − 1|. EB channels are on
the (orange online) region of y � |τ | + 1. All the quantities plotted
are dimensionless.

is the mean photon number of the thermal noise. However, we
cannot use the simple symplectic dilation explained in Sec. II
because the thermal environment state is a mixed state. We
can instead consider a symplectic dilation after purifying such
thermal state to a pure two-mode squeezed state (Appendix A)
to get the expression of the complementary channel. Apart
from the case of zero thermal noise (equivalent to the
quantum-limited attenuator, i.e., the Gaussian lossy channel),
the exact formula for quantum capacity of the thermal attenu-
ator is not known. However, there have been known not only
lower bounds using a kind of thermal state input [28,29], but
also the currently best upper bound as [30–32]

Q(�t,N )�min{Qdata(�t,N ),QPLOB(�t,N )} :=QU (�t,N ),

Qdata(�t,N ) = max

{
0, log2

[
N (1 − t ) − t

(1 + N )(t − 1)

]}
, (5)

QPLOB(�t,N ) = max{0,−log2[(1 − t )tN ] − g(N )},
where g(x) = (1 + x) log2(1 + x) − x log2 x.

We now have all the ingredients to test (super)activation
of the quantum capacity. By using the symplectic dilation
for thermal noise channels (Appendix A), we can obtain the
covariance matrices of the combined channel output and com-
plementary channel output. Since the PPT channel has zero
quantum capacity, the coherent information of the combined
channel should satisfy the following relation if there is no
activation

Ic(�PPT ⊗ �t,N , ρin ) � Q(�PPT ⊗ �t,N ) � QU (�t,N ), (6)

where �PPT is a specific two-mode PPT channel suggested
by Smith et el. [10]. Therefore, if we find an input state
such that the coherent information of the combined channel
exceeds the upper bound of the quantum capacity for the
thermal attenuator, (super)activation is confirmed. In general,
we need to search all possible three-mode input states, whose
covariance matrices are described by 12 independent parame-
ters, satisfying the physicality condition, i.e., γ + iJ � 0 [33].
Since the optimization over all those parameters is computa-
tionally intractable, we focus on a class of asymmetric input

FIG. 2. (a) Various regions having zero capacity (gray), zero
maximum coherent information (white), and positive maximum
coherent information (purple online, darker shading). EB region
(orange online) and NP (nonphysical) region (green online) are also
specified [34]. (b) Difference between the coherent information of
the combined channel and the upper bound of quantum capacity. (c),
(d) Comparing the difference between the coherent information of
the combined channel and the upper bound of quantum capacity or
maximum coherent information in the region τ > 0.5. See text for
further details. All the quantities plotted are dimensionless.

states specified by three parameters [Eq. (A8) in Appendix A],
generalizing a two-parameter family of input states used in
previous works [10,12].

Although the quantum capacity of arbitrary single-mode
phase-insensitive Gaussian channels is still unknown, there
are more known facts regarding the maximal coherent infor-
mation (one-shot quantum capacity) [34]. In Fig. 2(a), the
gray region indicates channels with zero quantum capacity
owing to their antidegradability, and the dark purple region
contains channels with positive coherent information, thus
also with positive quantum capacity. The intermediate (white)
region, in between the purple and the gray regions, accommo-
dates channels with zero maximum coherent information, but
for which one cannot rule out the possibility of having positive
quantum capacity.

We compute numerically the difference between the coher-
ent information with three-parameter optimized inputs of the
combined channel, and the upper bound of the quantum ca-
pacity, i.e., Ic(�PPT ⊗ �t,N , ρin ) − QU (�t,N ), as in Fig. 2(b).
Our results show that (super)activation occurs in a broad range
of parameters, even when the transmissivity is quite low (τ <

0.2). This result, which significantly extends previous findings
[10,12], also raises a question whether the violation of Eq. (6)
could be observed by a more thorough search when τ → 0 or
even in the EB region. For EB channels, however, we give a
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proof that it is not the case as long as the input states have
finite energy (Appendix B). Further, we can show that our
result covers all the three regions in Fig. 2(a). Thus, there is
supereactivation of quantum capacity and maximum coherent
information for the gray regions. Also, for the white region,
there is superactivation of the maximum coherent information,
as well as (super)activation of the quantum capacity. Finally,
for the purple region, there is activation of the quantum capac-
ity and maximum coherent information. In addition, Fig. 2(d)
depicts the difference from the maximum coherent informa-
tion instead of the upper bound for the quantum capacity. As
expected, the region of activation of the maximum coherent
information is much wider than the region of activation of the
quantum capacity and the former fully incorporates the latter.

Another important remark is that in the τ > 0.5 region, we
see that activation effects occur for thermal noise channels
rather than quantum-limited channels (boundary on the non-
physical channels) with the same transmissivity. For example,
we cannot see any activation at (τ, y) = (0.53, 0.47), but
we see it at (0.53,0.55). This seems counterintuitive, since
thermal noise usually degrades the capacity of the channel,
which means that it might prevent the activation. Because this
can be a consequence of the fact that we have only constrained
the optimization to a restricted family of input states, further
investigation is needed to confirm these observations. We have
also sought (super)activation for amplifier channels, but we
cannot see any by our methods. This might come from the fact
that the maximum coherent information has a relatively high
value for the amplifiers, so it may limit activation. Therefore,
we suggest a conjecture that single-mode Gaussian amplifiers
cannot be activated.

IV. DISCUSSION

In this work, we investigated the (super)activation of the
quantum capacity in single-mode phase-insensitive Gaussian
channels assisted with a two-mode positive-partial transpose
channel. We found that, quite remarkably, a wide region
of thermal attenuator channels can be activated, even when
the transmissivity is quite low. This significantly extends the
activatable region observed in the previous work, and our
result gives a hope to further enlarge it by extending the
search for the input space. From our study, we cannot draw
a conclusion about whether (super)activation happens also for
the additive noise channels and amplifiers, but we conjecture
these channels cannot exhibit (super)activation.

One can ask several questions about the (super)activation
in Gaussian channels. First thing is finding tighter upper
bounds of the quantum capacity for the amplifiers and the
additive noise channels to test the activation conclusively.
Second one is investigating multimode channels instead of
single-mode ones. It could possibly give more classes hav-
ing zero capacity or upper bounds on them. Finally, one
could consider a single-mode phase-sensitive channel, which
involves squeezing elements and is thus more complicated
to handle. It has been known that for the standard method
dealing with a PPT channel and an antidegradable channel,
squeezing is needed for superactivation [35]. Thus, if we find
other classes of channels having zero capacity, it could be
superactivated in other ways without squeezing elements.

Our results show overall that quantum information can be
transmitted reliably through a significant variety of thermal
attenuator Gaussian channels, even when they are very noisy,
when combined with other zero-capacity channels. This can
be of practical relevance to extend the range and robustness of
secure quantum communication with continuous variables.
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APPENDIX A: SYMPLECTIC DILATION
FOR THERMAL ENVIRONMENT

If the environment (mode E ′) is not a pure state, which
corresponds to single-mode thermal attenuator or amplifier
with N �= 0, we need to find a symplectic transformation to get
the expression for the complementary channel. In our cases,
environment is a thermal state instead of vacuum state, having
an average photon number N . Its covariance matrix is γth =
(2N + 1)12. In this simple case, we can easily consider the
purification for the thermal state and finally get a two-mode
squeezed vacuum (TMSV) state, its covariance matrix is given
by

γTMSV =
(

(2N + 1)1 2
√

N (N + 1)Z
2
√

N (N + 1)Z (2N + 1)1

)
, (A1)

where Z = (1 0
0 −1). The TMSV state is indeed a pure state

because its symplectic eigenvalues are 1’s.
Now we can write the symplectic transformation for the

thermal attenuator with transmissivity t . For N = 0, we know
the symplectic transformation is written as

S0 =
( √

t1
√

1 − t1√
1 − t1 −√

t1

)
. (A2)

Let us set X0 = √
t1, Z0 = √

1 − t1, Xc0 =√
1 − t1, Zc0 = −√

t1. Then we can find a symplectic
transformation for a thermal attenuator with N �= 0 such as

Sth =
(

Xth Zth

Xc,th Zc,th

)
=

⎛
⎝ X0 Z0 0

Xc0 Zc0 0
0 0 1

⎞
⎠, (A3)

where Xth = X0, Zth = (Z0 0), Xc,th = (Xc0
0 ), Zc,th =

(Zc0 0
0 1), and all components are 2 × 2 block matrices.

One can see that this S is indeed a symplectic matrix, i.e.,
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SJ3St = J3. Furthermore, we need to check whether this
symplectic transformation gives the proper channel and the

complementary channel of the thermal attenuator. The full
transformation is written in terms of covariance matrices as

Sth(γin ⊕ γTMSV)St
th =

⎛
⎝ X0 Z0 0

Xc0 Zc0 0
0 0 1

⎞
⎠

⎛
⎝γin 0 0

0 (2N + 1)1 2
√

N (N + 1)Z
0 2

√
N (N + 1)Z (2N + 1)1

⎞
⎠

⎛
⎝X t

0 X t
c0 0

Zt
0 Zt

c0 0
0 0 1

⎞
⎠

=

⎛
⎜⎝

X0γinX t
0 + (2N + 1)Z0Zt

0 X0γinX t
c0 + (2N + 1)Z0Zt

c0 2
√

N (N + 1)Z0Z

Xc0γinX t
0 + (2N + 1)Zt

0Zc0 Xc0γinX t
c0 + (2N + 1)Zc0Zt

c0 2
√

N (N + 1)Zc0Z

2
√

N (N + 1)Zt
0Z 2

√
N (N + 1)Zt

c0Z (2N + 1)1

⎞
⎟⎠. (A4)

If we trace out the environment modes, the covariance matrix after the channel action is γout = X0γinX t
0 + (2N +

1)Z0Zt
0 = tγin + (2N + 1)(1 − t )1, as expected. If we trace out the input mode to obtain the output of the complementary

channel

γcom =
(

Xc0γinX t
c0 + (2N + 1)Zc0Zt

c0 2
√

N (N + 1)Zc0Z

2
√

N (N + 1)Zt
c0Z (2N + 1)1

)
=

(
(1 − t )γin + (2N + 1)t1 −2

√
N (N + 1)

√
tZ

−2
√

N (N + 1)
√

tZ (2N + 1)1

)
. (A5)

Here if we also trace out the ancillary mode used for purifying environment, the weak-complementary channel is obtained, i.e.,
γwcom = (1 − t )γin + (2N + 1)t1.

From these results and the symplectic transformation of PPT channel given by

SPPT =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a2−1
2a 0 a2+1

2
√

3a
0 a2+1√

6a
0 0 0

0 − a2−1
2a 0 a2+1

2
√

3a
0 a2+1√

6a
0 0

− a2+1
2
√

3a
0 1

6

(−a + 2b − 2
b + 1

a

)
0 − (a+b)(ab−1)

3
√

2ab
0 − b2+1√

6b
0

0 − a2+1
2
√

3a
0 1

6

(
a − 2b + 2

b − 1
a

)
0 (a+b)(ab−1)

3
√

2ab
0 − b2+1√

6b

− a2+1√
6a

0 − (a+b)(ab−1)
3
√

2ab
0 1

6

(−2a + b − 1
b + 2

a

)
0 b2+1

2
√

3b
0

0 − a2+1√
6a

0 (a+b)(ab−1)
3
√

2ab
0 1

6

(
2a − b + 1

b − 2
a

)
0 b2+1

2
√

3b

0 0 b2+1√
6b

0 − b2+1
2
√

3b
0 − b2−1

2b 0

0 0 0 b2+1√
6b

0 − b2+1
2
√

3b
0 b2−1

2b

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

:=
(

XPPT ZPPT

Xc,PPT Zc,PPT

)
, (A6)

where a, b ∈ [1,∞) and XPPT, ZPPT, Xc,PPT, Zc,PPT are 4 × 4 block matrices. Then we can finally obtain the symplectic transfor-
mation of the combined channel �PPT ⊗ �th. If we define X = XPPT ⊕ X0, Z = ZPPT ⊕ Z0, Xc = Xc,PPT ⊕ Xc0, Zc = Zc,PPT ⊕ Zc0

as 6 × 6 matrices, the total symplectic transformation of the combined channel can be written as

S(γin ⊕ γvac ⊕ γTMSV)St =
⎛
⎝X Z 0

Xc Zc 0

0 0 1

⎞
⎠

⎛
⎜⎝

γin 0 0

0 γvac 0

0 0 γTMSV

⎞
⎟⎠

⎛
⎝X t X t

c 0
Zt Zt

c 0

0 0 1

⎞
⎠

=
(

XγinX t + ZPPTZt
PPT ⊕ ZthγTMSVZt

th (XγinX t
c , 0) + ZPPTZt

c,PPT ⊕ ZthγTMSVZt
c,th(XcγinXt

0

) + Zc,PPTZt
PPT ⊕ Zc,thγTMSVZt

th

(XcγinXt
c 0

0 0

) + Zc,PPTZt
c,PPT ⊕ Zc,thγTMSVZt

c,th

)
, (A7)

where γvac = 14 and γin is a channel input state with certain form as

γin =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x4+1
2x2 0 0 0 (x4−1)(y2−1)

4x2y 0

0 x4+1
2x2 0 0 0 (x4−1)(y2−1)

4x2y

0 0 z4+1
2z2 0 (y2+1)(z4−1)

4yz2 0

0 0 0 z4+1
2z2 0 − (y2+1)(z4−1)

4yz2

(x4−1)(y2−1)
4x2y 0 (y2+1)(z4−1)

4yz2 0 f (x, y, z) 0

0 (x4−1)(y2−1)
4x2y 0 − (y2+1)(z4−1)

4yz2 0 f (x, y, z)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A8)
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where f (x, y, z) = x2(y2+1)
2
z4+(x4+1)(y2−1)

2
z2+x2(y2+1)

2

8x2y2z2 , and x, y, z ∈ [1,∞) the squeezing parameters. Consequently, the channel
output and the complementary channel output are given by

γout = XγinX t + ZPPTZt
PPT ⊕ ZthγTMSVZt

th, (A9)

γcom =
(

XcγinX t
c 0

0 0

)
+ Zc,PPTZt

c,PPT ⊕ Zc,thγTMSVZt
c,th. (A10)

Next, we consider thermal amplifiers with amplifying parameter G, i.e., τ = G > 1. When N = 0, the symplectic transfor-
mation is given by

S1 =
( √

G1
√

G − 1Z√
G − 1Z

√
G1

)
. (A11)

Let us set X1 = √
G1, Z1 = √

G − 1Z, Xc1 = √
G − 1Z, Zc1 = √

G1. Then, by following same procedure for the thermal
attenuator, we can obtain the symplectic transformation Sam for N > 0 as

Sam =
(

Xam Zam

Xc,am Zc,am

)
=

⎛
⎝ X1 Z1 0

Xc1 Zc1 0
0 0 1

⎞
⎠, (A12)

where Xam = X1, Zam = (Z1 0), Xc,am = (Xc1
0 ), Zc,am = (Zc1 0

0 1), and all components represent 2 × 2 block matrices. Like the
case of thermal attenuator, we need to check Sam gives the proper channel and the complementary channel by looking at the full
symplectic transformation as

Sam(γin ⊕ γTMSV)St
am =

⎛
⎝ X1 Z1 0

Xc1 Zc1 0
0 0 1

⎞
⎠(

γin 0
0 γTMSV

)⎛
⎜⎝

X t
1 X t

c1 0

Zt
1 Zt

c1 0

0 0 1

⎞
⎟⎠

=
(

XamγinX t
am + ZamγTMSVZt

am XamγinX t
c,am + ZamγTMSVZt

c,am

Xc,amγinX t
am + Zc,amγTMSVZt

am Xc,amγinX t
c,am + Zc,amγTMSVZt

c,am

)
. (A13)

After tracing out environment (system) modes, we get channel output (complementary channel output) written as

γout = XamγinX t
am + ZamγTMSVZt

am = Gγin + (2N + 1)(G − 1)1, (A14)

γcom = Xc,amγinX t
c,am + Zc,amγTMSVZt

c,am =
(

(G − 1)ZγinZt + (2N + 1)G1 2
√

N (N + 1)
√

GZ

2
√

N (N + 1)
√

GZ (2N + 1)1

)
. (A15)

From these results, we can also construct the symplectic transformation of combined channel with PPT channel given by

S(γin ⊕ γvac ⊕ γTMSV)St =
⎛
⎝X Z 0

Xc Zc 0
0 0 1

⎞
⎠

⎛
⎝γin 0 0

0 γvac 0
0 0 γTMSV

⎞
⎠

⎛
⎝X t X t

c 0
Zt Zt

c 0
0 0 1

⎞
⎠

=
(

XγinX t + ZPPTZt
PPT ⊕ ZamγTMSVZt

am (XγinX t
c , 0) + ZPPTZt

c,PPT ⊕ ZamγTMSVZt
c,am(XcγinXt

0

) + Zc,PPTZt
PPT ⊕ Zc,amγTMSVZt

am

(XcγinXt
c 0

0 0

) + Zc,PPTZt
c,PPT ⊕ Zc,amγTMSVZt

c,am

)
,

(A16)
where X = XPPT ⊕ X1, Xc = Xc,PPT ⊕ Xc1 as 6 × 6 matrices.

APPENDIX B: NONACTIVATION OF COHERENT
INFORMATION FOR ENTANGLEMENT-BREAKING

CHANNELS WITH FINITE INPUT ENERGY

Here we generalize the nonactivation property of coher-
ent information known for finite-dimensional entanglement-
breaking channels to infinite-dimensional entanglement-
breaking channels with finite input energy. Our discussion
is closely related to the one in Ref. [37] on the Holevo χ

function while applying the continuity result of the coherent
information shown in Ref. [36].

Let D(X ) denote the set of density operators acting on the
Hilbert space X , and T (X ,X ′) be the set of superoperators
� : D(X ) → D(X ′). We use curly letters for denoting Hilbert
spaces and Roman letters for denoting the corresponding
subsystems.

Let � ∈ T (A,A′). For finite-dimensional systems, mu-
tual information of the channel and state is defined
by

I (ρ,�) = H (A) + H (A′) − H (E ), (B1)

032337-6



ACTIVATION AND SUPERACTIVATION OF SINGLE-MODE … PHYSICAL REVIEW A 99, 032337 (2019)

where E is the output system of the complementary channel.
On the other hand, for infinite-dimensional systems, this
definition may be ill-defined since von Neumann entropy can
be infinite. To overcome this subtlety, Holevo and Shirokov
introduced the following definition.

Definition 1 ([36]). For � ∈ T (A,A′) and ρ ∈ D(A), mu-
tual information with respect to ρ and � is defined by

I (ρ,�) ≡ H ((1 ⊗ �)|ψ〉〈ψ |||ρ ⊗ �(ρ)), (B2)

where |ψ〉〈ψ | is a purification of ρ and H (·||·) is the relative
entropy.

Note that when dim A < ∞ and dim A′ < ∞, this defini-
tion reduces to Eq. (B1).

Another important quantity, especially relevant to quantum
capacity of a channel, is the coherent information. For finite-
dimensional systems, the coherent information of channel �

and state ρ is defined by

Ic(ρ,�) = H (A′) − H (RA′), (B3)

where R is the system purifying ρ. For infinite-dimensional
systems, this definition may be ill-defined even for the state
ρ with the finite von Neumann entropy since the entropy of
the output state can be infinite. To remedy this, the following
definition was introduced.

Definition 2 ([36]). For � ∈ T (A,A′) and ρ ∈ D(A), co-
herent information with respect to ρ and � is defined by

Ic(ρ,�) ≡ I (ρ,�) − H (ρ), (B4)

where H (·) is the von Neumann entropy.
When H (ρ) < ∞ and H (�(ρ)) < ∞, this definition re-

duces to Eq. (B3). Note that when H (ρ) is finite, Ic(ρ,�) is
finite for arbitary � because

I (ρ,�) = H (1 ⊗ �(|ψ〉〈ψ |)||1 ⊗ �(ρ ⊗ ρ))

� H (|ψ〉〈ψ |||ρ ⊗ ρ), (B5)

where we used the monotonicity of the relative entropy.
We consider the following coherent information obtained

as the supremum over all the input states with energy con-
straint.

Definition 3. Let A be an infinite-dimensional Hilbert
space corresponding to the system with the Hamiltonian H
such that Tr[e−cH ] < ∞ for all c > 0. (This holds, for in-
stance, for the Hamiltonian of quantum optical systems H =∑∞

n=0 n|n〉〈n| considered in the main text.) Let � ∈ T (A,A′),
and define D̃h(A) = {ρ ∈ D(A) | Tr[ρH] < h}. Then, we de-
fine the coherent information with input energy constraint h
as

Ĩc,h(�) ≡ sup
ρ∈D̃h (A)

Ic(ρ,�). (B6)

For the case of finite input energy, the following important
continuity property has been shown.

Lemma 4 ([36]). Let � ∈ T (A,A′) and {�n} be a se-
quence that strongly converges to �. Then, for any sequence
{ρn} with ∀n, ρn ∈ D̃h(A) that converges to ρ ∈ D̃h(A), it
holds that

lim
n→∞ Ic(ρn,�n) = Ic(ρ,�) (B7)

for any h < ∞.

For finite-dimensional channels consisting of an
entanglement-breaking channel and an arbitrary channel,
the following additivity result holds. We include the proof of
this result for completeness.

Lemma 5 ([18,19]). Let �EB ∈ T (A,A′) be an
entanglement-breaking channel and 	 ∈ T (B,B′) be an
arbitrary channel where dim A < ∞, dim A′ < ∞, dim B <

∞, dim B′ < ∞. Then

Ic(�EB ⊗ 	) = Ic(	). (B8)

Proof. Since the quantum capacity of any entanglement-
breaking channel is zero due to the antidegradablility of the
entanglement-breaking channels and the noncloning theorem,
Ic(�EB) = 0. Ic(�EB ⊗ 	) � Ic(	) is trivial, so it suffices
to show Ic(�EB ⊗ 	) � Ic(	) When input space and output
space are finite-dimensional, the expression of coherent infor-
mation of channel �EB ∈ T (A,A′) and ρ ∈ D(A) reduces to

Ic(ρ,�EB) = −H ((1 ⊗ �EB)|ψ〉〈ψ |RA) + H (�EB(ρ))

= −H (R|A′)1⊗�EB(|ψ〉〈ψ |), (B9)

where |ψ〉 ∈ R ⊗ A is a pure state purifying ρ, R is a refer-
ence system for the purification, and H (·|·) is the conditional
entropy.

Now we consider Ic(ρ,�EB ⊗ 	) where ρ ∈ D(A ⊗ B).
Let |ψ〉〈ψ | ∈ D(R ⊗ A ⊗ B) be a pure state purifying ρ, and
define σ = 1RB ⊗ �EB(|ψ〉〈ψ |). Since �EB is entanglement
breaking, σ can be written as σ = ∑

y py σ A′
y ⊗ σ RB

y for some

probability distribution {py} and pure states σ A′
y , σ RB

y . Define

τ = ∑
y py|y〉〈y|R′ ⊗ σ A′

y ⊗ σ RB
y where we introduced another

system R′. Then we get

Ic(ρ,�EB ⊗ 	)

= −H (R|A′B′)1RA′⊗	(σ ) (B10)

� −H (R|R′A′B′)1R′RA′⊗	(τ ) (B11)

= −[H (R′RA′B′) − H (R′A′B′)]1R′RA′⊗	(τ ) (B12)

= −[H (RA′B′|R′) − H (A′B′|R′)]1R′RA′⊗	(τ ) (B13)

= −
∑

y

py[H (RA′B′) − H (A′B′)]σ A′
y ⊗[1R⊗	(σ RB

y )] (B14)

= −
∑

y

py[H (RB′) − H (B′)]1R⊗	(σ RB
y ) (B15)

= −
∑

y

pyH (R|B′)1R⊗	(σ RB
y ) (B16)

=
∑

y

pyIc
(
σ B

y , 	
)

(B17)

� Ic(	), (B18)

where the first inequality is due to the strong subadditivity of
the von Neumann entropy. �

In Ref. [37], the authors defined the Holevo capacity
for infinite-dimensional channels and showed the additiv-
ity of the Holevo capacity of the channels consisting of
an entanglement-breaking channel and an arbitrary channel.
Here we basically apply their argument to the coherent infor-
mation although there are some differences. The first differ-
ence is that the coherent information is continuous whereas
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the Holevo χ function is only lower semicontinuous, which
makes our analysis on the coherent information easier. The
second difference is that the χ function satisfies the following
property:

χ (ρ,�EB ⊗ 	) � χ (ρA,�EB) + χ (ρB, 	), ∀ρ (B19)

for finite-dimensional channels while it is not clear whether
the corresponding relation holds for the coherent information
due to the lack of concavity with respect to the input state.
Thus, we need a slightly different analysis.

Let � ∈ T (A,A′), and Pn be a finite-rank projector act-
ing on A′ such that limn→∞ Pn = 1A′ . Let A′

n be a finite-
dimensional subspace of A′ defined by A′

n = Pn(A′). Let
us take another finite-dimensional subspace A′′

n ⊂ A′
n
⊥ ⊂ A′

and some pure state τn ∈ D(A′′
n ). Consider a sequence of

channels �n ∈ T (A,A′
n ⊕ A′′

n ) defined by

�n(·) = Pn�(·)Pn + Tr[(1A′ − Pn)�(·)]τn. (B20)

Since limn→∞ �n(ρ) = �(ρ),∀ρ ∈ D(A), the sequence
{�n} strongly converges to �. Note that �n = �n ◦ � where
�n ∈ T (A′,A′

n ⊕ A′′
n ) is a channel defined by

�n(·) = Pn · Pn + Tr[(1A′ − Pn)·]τn. (B21)

Using these sequences of channels, we obtain the following.
Lemma 6. Let � ∈ T (A,A′) be a channel with dim A <

∞, dim A′ � ∞, and 	 ∈ T (B,B′) be a channel with
dim B � ∞, dim B′ � ∞. Define D̃hB (A ⊗ B) as the set of
states whose reduced states acting on B have the mean energy
less than h. Then, for all h < ∞, if �n defined by Eq. (B20)
satisfies

Ic(ρ,�n ⊗ 	) � Ic(�n) + Ĩc,h(	), ∀ρ ∈ D̃hB (A ⊗ B)

(B22)

for all n ∈ N, it holds that

Ic(ρ,� ⊗ 	) � Ic(�) + Ĩc,h(	), ∀ρ ∈ D̃hB (A ⊗ B).

(B23)

Proof. By the assumption (B22) and the compactness of
D(A), for any n ∈ N and ρ ∈ D̃hB (A ⊗ B), there exists σn ∈
D(A) such that

Ic(ρ,�n ⊗ 	) � Ic(σn,�n) + Ĩc,h(	). (B24)

Since �n = �n ◦ � where �n is defined by Eq. (B21), due
to the monotonicity of the coherent information, we get
Ic(σn,�n) � Ic(σn,�). Combining the inequality Ic(σn,�) �
Ic(�), we get

Ic(ρ,�n ⊗ 	) � Ic(�) + Ĩc,h(	). (B25)

Since limn→∞ �n ⊗ 	 = � ⊗ 	, the statement is obtained
by using Lemma 4. �

We next define subchannels, which are the channels with
restricted input subspace.

Definition 7. The subchannel of � ∈ T (A,A′) con-
strained on A0, which is denoted by �A0 , is the channel in
T (A0,A′) where inputs are constrained to the set of states
with support contained in a subspace A0 ⊂ A.

Then we obtain the following lemma.
Lemma 8. Let � ∈ T (A,A′) be a channel with dim A �

∞, dim A′ � ∞ and 	 ∈ T (B,B′) be a channel with

dim B � ∞, dim B′ � ∞. Define D̃hA,h′
B
(A ⊗ B) as the set

of states whose reduced states acting on A (B) is less than
h (h′). For any h < ∞ and h′ < ∞, if it holds

Ic
(
ρ,� ⊗ 	A0⊗B0

)
� Ĩc,h

(
�A0

) + Ĩc,h′
(
	B0

)
,

∀ρ ∈ D̃hA,h′
B
(A ⊗ B) (B26)

for any choice of A0 ⊂ A and B0 ⊂ B with dim A0 <

∞, dim B0 < ∞, then

Ic(ρ,� ⊗ 	) � Ĩc,h(�) + Ĩc,h′ (	), ∀ρ ∈ D̃hA,h′
B
(A ⊗ B).

(B27)

Proof. Consider the sequence of states

ρn = (Tr[(Pn ⊗ Qn)ρ])−1(Pn ⊗ Qn) ρ (Pn ⊗ Qn), (B28)

where Pn and Qn be finite-rank projectors acting on A and B
such that limn→∞ Pn = 1A and limn→∞ Qn = 1B. Let �Pn and
	Qn be Pn(A), Qn(B)-constrained channels. By assumption
(B26), for any n ∈ N and ρ ∈ D̃hA,h′

B
(A ⊗ B), there exist σn ∈

D̃h[Pn(A)] and τn ∈ D̃h′ [Qn(B)] such that

Ic
(
ρn,� ⊗ 	Pn(A)⊗Qn(B)

)
� Ic

(
σn,�Pn

) + Ic
(
τn, 	Qn

)
,

(B29)

where we used the compactness of D̃h[Pn(A)] and
D̃h′ [Qn(B)]. Since �Pn and 	Qn are just original channels with
input restrictions, we get

Ic
(
σn,�Pn

) = Ic(σn,�) � Ĩc,h(�), (B30)

Ic
(
τn, 	Qn

) = Ic(τn, 	) � Ĩc,h′ (	). (B31)

Since ρn → ρ, Pn → 1A, Qn → 1B, taking n → ∞ and using
Lemma 4, we reach the statement. �

We finally reach our main result.
Theorem 9. Let � ∈ T (A,A′) be an entanglement-

breaking channel with dim A � ∞, dim A′ � ∞ and
	 ∈ T (B,B′) be an arbitrary channel with dim B �
∞, dim B′ � ∞. In a similar way to Eq. (B6), define
Ĩc,hA,h′

B
(� ⊗ 	) as the coherent information obtained by

taking the supremum over the states whose reduced states
acting on A (B) has the mean energy less than h (h′). Then,
for any h < ∞ and h′ < ∞,

Ĩc,hA,h′
B
(� ⊗ 	) = Ĩc,h′ (	). (B32)

Proof. Since the quantum capacity of any entanglement-
breaking channel is zero due to the antidegradablility of the
entanglement-breaking channels and the no cloning theorem,
Ĩc,h(�) = 0. Ĩc,hA,h′

B
(� ⊗ 	) � Ĩc,h′ (	) is trivial, so it suffices

to show Ĩc,hA,h′
B
(� ⊗ 	) � Ĩc,h′ (	). To this end, we shall first

show that

Ic(ρ,� ⊗ 	) � Ĩc,h′ (	), ∀ρ ∈ D̃hA,h′
B
(A ⊗ B). (B33)

To show Eq. (B33), note that any subchannel of entanglement-
breaking channel is also entanglement breaking. Thus, by
virtue of Lemma 8, it suffices to show that

Ic(ρ, �̃ ⊗ 	̃ ) � Ĩc,h′ (	̃ ), ∀ρ ∈ D̃hA,h′
B
(Ã ⊗ B̃) (B34)

for any entanglement-breaking channel �̃ ∈ T (Ã,A′) with
dim Ã < ∞, dim A′ � ∞ and any channel 	̃ ∈ T (B̃,B′)
with dim B̃ < ∞, dim B′ � ∞. This can be shown by using
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Lemma 6 twice. Let 	̃ ′ be a channel with input space as
well as output space being finite-dimensional. Combining
Lemma 5 with Lemma 6, we get Eq. (B34) with 	̃ being

replaced with 	̃ ′. We then use Lemma 6 again to promote 	̃ ′
to 	̃ to complete the proof of Eq. (B34), which implies Eq.
(B33) by Lemma 8. �
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