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Abstract

The main topic of the paper is spectral theory for noncongruence subgroups of the
modular group. We have studied a selection of the main conjectures in the area: the
Roelcke–Selberg and Phillips–Sarnak conjectures and Selberg’s conjecture on exceptional
eigenvalues. The first two concern the existence and nonexistence of an infinite discrete
spectrum for certain types of Fuchsian groups and last states that there are no excep-
tional eigenvalues for congruence subgroups, or in other words, there is a specific spectral
gap in the cuspidal spectrum.

Our main theoretical result states that if the corresponding surface has a reflectional
symmetry which preserves the cusps then the Laplacian on this surface has an infinite
number of “new” discrete eigenvalues. We define old and new spaces of Maass cusp forms
for noncongruence subgroups in a way that provides a natural generalization of the usual
definition from congruence subgroups and give a method for determining the structure
of the old space algorithmically.

In addition to the theoretical result we also present computational data, including
a table of subgroups of the modular group and eigenvalues of Maass forms for non-
congruence subgroups. We also present, for the first time, numerical examples of both
exceptional and (non-trivial) residual eigenvalues. To be able to (even heuristically) cer-
ify lists of computed eigenvalues we also proved an explicit average Weyl’s law in this
setting.

Keywords: Noncongruence subgroups, Spectral theory;, Maass waveforms, Exceptional
eigenvalues, Residual eigenvalues, Weyl’s law
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1. Introduction

The aim of this paper is to study a selection of the most important open problems and
conjectures in the L2 spectral theory for Fuchsian groups and in particular congruence
and noncongruence subgroups of the modular group. More precisely we are interested
in the following three conjectures: the Roelcke–Selberg, Phillips–Sarnak and Selberg’s
eigenvalue conjecture. The first conjecture originally stated that a large class of Fuchsian
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groups should have an infinite discrete spectrum. This conjecture was later revised to
impose stronger restrictions on the groups for which it should apply. In a certain sense it
is also opposed by the Phillips–Sarnak conjecture which asserts that “generic” Fuchsian
groups should not have any, or at most a finite, discrete spectrum. Selberg eigenvalue
conjecture, which asserts nonexistence of so-called exceptional eigenvalues for congruence
subgroups.

Our approach to the Roelcke–Selberg conjecture is to prove the following theorem
which gives a sufficient condition for the existence of an infinite discrete spectrum. This
is also our main theoretical result.

Theorem 27. Let G be a noncongruence subgroup of index at most 17 in the modular
group. If G has reflectional symmetry which preserve the cusp classes of G then the space
of new Maass cusp forms on G is infinite-dimensional.

For details of what what is meant by a reflectional symmetry and a newspace for a
noncongruence subgroups see Section 6.1. The proof uses a combination of theoretical
results, mainly Theorems 23 and 26 and the classification of the old forms in Proposition
22 together with numerical computations. The Phillips–Sarnak and Selberg’s eigenvalues
conjectures, on the other hand, are much more difficult to approach theoretically. See
Section 3 for more details. The approach to these conjectures has therefore instead been
of a more exploratory nature. We tabulated a complete list of subgroups with index
up to and including 17, together with a decomposition into conjugacy classes. For each
conjugacy class we used algorithms analogous to those developed in [23, 65] to search for
eigenvalues corresponding to Maass cusp forms. In all cases we only found eigenvalues
for groups which either are congruence groups or cycloidal groups (i.e. have only one
cusp), or have symmetries satisfying the hypothesis of the main theorem above. In all
other cases we found no discrete cuspidal spectrum. In a few of these we did, however,
find examples of residual spectrum, see Table 7.

Complete tables (databases) and all source code that has been used are available
online at [67], or directly from the author.

In the next section we will present the relevant background and notation necessary
for a reader without any previous knowledge of modular forms or Maass forms. This is
then followed by a brief introduction to the spectral theory and Maass forms for general
co-finite Fuchsian groups. This section also contains a more detailed description of the
problems and conjectures we are interested in. Following this, we discuss how computed
lists of eigenvalues can be certified and prove a new version of an explicit average Weyl’s
law. The fifth section is devoted to subgroups of the modular group and in particular
to the correspondence between such groups and permutations. The final theoretical
section includes a discussion of old and newform theory for noncongruence subgroups,
including the action of symmetries. It also contains the steps involved in proving the main
theorem as stated above, as well as a large number of explicitly worked out examples.
The final sections contain a description of algorithms and methods related to verfying
the correctness of data and a selection of numerical results.

2. Background and Basic Definitions

Let H = {z = x+ iy | y > 0} be the upper half-plane equipped with the hyperbolic
line- and area-elements ds = y−1|dz| and dµ = y−2dxdy, respectively. The isometries of
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H are given by the group of real Möbius transformations PGL2(R) ' GL2(R)/C where
C is the center of GL2(R) and consists of diagonal matrices. The subgroup of orientation
preserving isometries is PSL2(R) and the quotient PGL2(R)/PSL2(R) ' {1, J} where
J : z 7→ −z is the reflection in the imaginary axis. Following the usual convention we will
use matrices in GL2(R) to denote the elements of PGL2(R) and let 12 be the identity
matrix. Then γ =

(
a b
c d

)
∈ PGL2(R) with det γ = ad− bc 6= 0 acts on H by

γ : z 7→ γz :=

{
az+b
cz+d if det γ > 0 and
az+b
cz+d if det γ < 0.

This action also extends in a natural way to the boundary ∂H = R∪{∞} and if f : H→ C
is a function then γ ∈ PGL2(R) acts on f via the (weight 0) slash-action:

γ : f 7→ f
∣∣γ(z) := f (γz) .

An element γ of PSL2(R) is said to be elliptic, parabolic or hyperbolic if the absolute
value of the trace of the associated matrix is smaller than, equal to or greater than 2.
Observe that γ is elliptic, parabolic or hyperbolic if and only if it has one fixed point
in H, one (double) fixed point in ∂H or two (different) fixed points in ∂H, respectively.
Fixed points of parabolic elements are usually called cusps. All groups we consider in this
paper has at least one cusp, ∞, which is fixed by the parabolic element Tw : z 7→ z +w.

Let Γ 6 PSL2(R) be a finitely generated Fuchsian group, that is, a discrete subgroup
of PSL2(R). It is common to identify the set of Γ-orbits, Γ\H = {Γz : z ∈ H} with a
fundamental domain for Γ in H. This set is denoted by FΓ and we define it to be a
(possibly closed) connected set in H with the property that ΓFΓ = ∪γ∈Γγ(FΓ) = H and
if γ, γ′ ∈ Γ then the intersection γFΓ ∩ γ′FΓ does not contain an interior point unless
γ = γ′. Note that all Fuchsian groups we consider are cofinite, or in other words, any
choice of fundamental domain has finite hyperbolic area. They are also all of the first
kind, meaning that their limit set is the boundary ∂H. Geometrically the the space of
orbits, Γ\H, can be viewed as an orbifold, that is, a (classical) Riemann surface with
marked points and constant negative curvature −1.

Our focus is on a particular type of Fuchsian groups, namely finite index subgroups
of the modular group (note that sometimes the modular group is defined as SL2(Z))

PSL2(Z) =

{(
a b
c d

)
∈ PSL2(R)

∣∣∣∣ ad− bc = 1, a, b, c, d ∈ Z
}
' SL2(Z)/ {±12} .

It is well-known that the modular group has the (standard) fundamental domain

F1 = {z = x+ iy ∈ H : |z| ≥ 1, |x| ≤ 1/2} .

If Γ is a subgroup of the modular group of finite index h and PSL2(Z) = thi=1ΓVi is a
right coset decomposition then the set FΓ = ∪iViF1 is a fundamental domain for Γ.

For a fixed positive integerN we define a group homomorphism PSL2(Z)→ PSL2 (Z/NZ)
given by entry-wise reduction modulo N . The kernel of this map is Γ(N), the so-called
principal congruence subgroup of level N . Any subgroup which contains a Γ(N) is said
to be a congruence subgroup and its level is the smallest such N . A subgroups which
does not contain any Γ(N) is called a noncongruence subgroup.
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Let h be a positive integer and let Sh denote the group of permutations of the set
{1, 2, . . . , h}. If π, σ ∈ Sh we define πσ ∈ Sh by πσ(j) = π (σ(j)) for 1 ≤ j ≤ h. If k is a
positive integer a then k-cycle is a permutation π ∈ Sh with the property that there exist
k distinct elements x1, x2, . . . , xk ∈ {1, 2, . . . , h} such that π(xi) = xi+1, i = 1, . . . , k − 1
and π(xk) = x1. In so-called cycle notation we write π = (x1x2 · · ·xk) with the implicit
understanding that this representation of the cycle is in general not unique. Since we
will often write down cycles for permutations it is useful to make the representations
unique by choosing the “smallest” with respect to a lexicographical ordering, for instance
we write (1 2 4) instead of (2 4 1). The identity permutation will be denoted by id.

3. Maass waveforms and spectral theory

The following section provides a brief overview of the relevant spectral theory for
Fuchsian groups. For more details and proofs we refer to the textbooks by Iwaniec, [28],
Venkov [71] and Hejhal [21].

Let G be a co-finite but not co-compact Fuchsian group with equivalence classes of
cusps represented by points p1, . . . , pν∞ ∈ R∪ {i∞}. Define the Hilbert space L2 (G\H)
as the complex vector space of measurable functions f : H → C such that f(γz) = f(z)
for all γ ∈ G, z ∈ H and ‖f‖2 = 〈f, f〉 <∞, together with the Petersson inner product

〈f, g〉 =

∫
G\H

f(z)g(z)dµ (z) .

Here G\H denotes any measurable fundamental domain of G and the inetegral is in-
dependent of the choice. The Laplace–Beltrami operator on the upper half-plane with
respect to the hyperbolic metric is given by

∆ = −y2

(
∂2

∂x2
+

∂2

∂y2

)
and it is easy to verify that it commutes with the action of PSL2(R). It is well-known that
∆ has a unique extension to a non-negative self-adjoint operator on L2 (G\H) and we
define a Maass waveform for G to be a function f ∈ C2 (H) ∩ L2 (G\H) which satisfies:

∆f = λf for some λ ≥ 0 and ‖f‖2 > 0.

If, additionally, f (z)→ 0 as z approaches any parabolic fixed point of G, we say that f
is a Maass cusp form. Since ∆ is a non-negative elliptic differential operator it follows
from elliptic regularity that every Maass waveform is in fact real analytic and that we
can write the eigenvalue as λ = 1

4 + R2 where the spectral parameter, R, belongs to the
set R ∪ i

[
0, 1

2

]
. Another useful and common convention is to write λ = s(1 − s) where

s = 1/2 + iR. For simplicity we will writeM (G,R) andM0 (G,R) for the vector spaces
of Maass waveforms and cusp forms on G with eigenvalue λ = 1/4 +R2. The direct sum
over all eigenvalues for these spaces are denoted byM(G) andM0(G).

For every cusp pj of G we choose a cusp-normalizing map Nj ∈ PSL2(R) such that
Nj (i∞) = pj and N−1

j SjNj = T , where Sj is a generator of Gpj , the stabilizer of pj
in G, and Tz = z + 1. The choice of Nj is unique up to powers of T . Observe that
this choice implies that we are essentially replacing the cusp pj , having width hj with
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the cusp ∞, having width 1. This normalization makes it easier to work with Fourier
expansions numerically in a uniform way. If f ∈M0 (G,R) then the function fj = f

∣∣Nj
is periodic with period 1, and by using separation of variables

fj (z) =
∑
n 6=0

cj (n)κn(y; iR)e (nx) , (1)

where z = x+ iy ∈ H, κn(y; s) =
√
yKs(2π|n|y) with Ks(y) the K-Bessel function, and

e(x) = e2πix. The constant term, cj(0), vanishes since f is a cusp form. We say that
this is the Fourier expansion of f at the cusp pj and that the complex numbers cj (n)
are the Fourier coefficients. It is useful to remember that the K-Bessel function KiR(y)
with imaginary argument is real-valued.

Although it is not known in general if there exist any Maass cusp forms for a given
group, it is always possible to construct a non–cuspidal eigenfunction of the Laplacian.
The non-holomorphic Eisenstein series associated with the cusp pi of G is defined as

Ei (z; s) =
∑

γ∈Gpi\G

=(N−1
i γz)−s,

where z ∈ H and s ∈ C with <(s) > 1. It can be shown that Ei (z; s) is an eigenfunction
of ∆ with eigenvalue s(1− s) and that s 7→ Ei(z; s) has a meromorphic continuation to
the entire complex plane. Moreover, it has a Fourier expansion at the cusp pj of the form

Eij (z; s) = cij (0; y; s) +
∑
n 6=0

cij (n; s)κn(y; s− 1/2)e (nx) , (2)

cij (0; y; s) = δijy
s + ϕij (s) y1−s, (3)

where δij is the usual Kronecker delta function and the “constant term”, cij (0; y; s), can
be interpreted in terms of scattering states entering from the cusp pi and exiting through
the cusp pj . The ν∞ × ν∞ matrix Φ(s) with entries ϕij(s) is therefore often called the
scattering matrix and its determinant, ϕ (s), the scattering determinant.

The main result in the spectral theory for G (or G\H) is that the Hilbert space
L2 (G\H) has a spectral decomposition

L2 (G\H) = C⊕M0 (G)⊕Mres (G)⊕ E (G)

where C corresponds to the constant function,M0 (G) andMres (G) correspond to the
discrete spectrum and are spanned by Maass cusp forms and non-constant residues of
Eisenstein series, respectively, and E (G) is the continuous part, which is spanned by
eigenpackets associated with the Eisenstein series.

By the non-negativity of ∆ it follows that all non-constant discrete eigenfunctions have
eigenvalues in the positive real axis and it can be shown that the residues of Eisenstein
series actually all have eigenvalues in in the interval [0, 1/4) (see e.g. [21, pp. 371–3]).

There are two fundamental questions in spectral theory in general, and which interest
us here in particular:

• is the discrete spectrum infinite?

• is there a spectral gap? more precisely, is there a lower bound for the smallest
non-zero discrete eigenvalue?
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Observe that if f is a Maass waveform or cusp form for G then it is also a Maass
waveform or cusp form for all subgroups of G. It is therefore sensible to reformulate the
above questions in terms of “new” spectra. For a formal definition of what we mean by
old and new Maass cusp forms for noncongruence subgroups see Section 6.1.

3.1. Existence of discrete spectrum
Since we assumed that the group G has cusps it is clear that the continuous spectrum

exists simply by construction of the Eisenstein series. In contrast, the existence or non-
existence of a discrete spectrum is in general a very difficult problem. Let N(T ) be the
counting function for the cuspidal discrete spectrum embedded inside [1/4,∞), i.e.

N(T ) = |{λ = 1/4 +R2 | 0 ≤ R ≤ T and∆f = λf for some f ∈M0(G,R)}|. (4)

As usual all eigenvalues are counted according to multiplicity and N(T ) is defined by
right-continuity if 1/4 + T 2 is an eigenvalue. Let M(T ) be the counting function for the
winding number of the scattering determinant ϕ:

M(T ) =
1

4π

∫ T

−T

−ϕ′

ϕ

(
1

2
+ it

)
dt. (5)

By using the Selberg trace formula it can be shown that the two functions N(T ) and
M(T ) satisfy an asymptotic relation, a Weyl’s law, of the form

N(T ) +M(T ) =
vol (G\H)

4π
T 2 +O(T lnT ) as T →∞ (6)

and if N(T ) ∼ 1
4πvol(G\H)T 2 then the group G is said to be essentially cuspidal. See for

instance [21, pp. 207–9] for the general case, or a more detailed version for the modular
group in [21, Ch. 11]. It is therefore clear that to show that there exists an infinite
number of discrete eigenvalues it is sufficient to find a good asymptotic bound for the
growth of M(T ). It is known that for the modular group we have

ϕ (s) =
Λ(2− 2s)

Λ(2s)
,

where Λ(s) = π−s/2Γ (s/2) ζ (s) is the completed Riemann zeta function. By using
Stirling’s formula and bounds for ζ on the line <s = 1 it can be shown that M(T ) =
O(T lnT ) and hence that the modular group is essentially cuspidal and in particular has
infinitely many discrete cuspidal eigenvalues. It turns out that a similar expression for
the scattering determinant ϕ (s) holds for congruence subgroups of PSL2(Z), see e.g. [21,
Ch 11.4–5] and [25], where the Riemann zeta function is replaced by (products of) more
general Dirichlet L-functions and the case of Γ0 (N) , Γ1 (N) and Γ(N) are treated in
detail. It is easy to see that these L-functions still satisfy a similar bound and this can
be used to show that these groups also have an infinite discrete spectrum (in addition to
that associated with any supergroups). For a detailed proof see e.g. [51].

For a more general co-finite non co-compact Fuchsian group it turns out that the
function ϕ (s) can indeed also be expressed in terms of a Dirichlet series with an ana-
lytic continuation and a functional equation. This will in general, however, not be an
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L-function. In particular, it will not possess an Euler product and is not known (or
expected) to satisfy bounds similar to those of ζ and may even have a large number of
poles in the region to the left of the critical line <s = 1/2. It can indeed be shown that
M(T ) is roughly equal to the number of such poles up to height T , up to an error of
magnitude O(T ) (cf. e.g. [28, Sect. 11.1].)

It is therefore currently believed that the abundance of discrete cuspidal eigenvalues
exhibited by the modular group and its congruence subgroups is an exception from the
norm, and due to arithmetic, rather than geometric properties of the surface. This
question was studied by Phillips and Sarnak in a sequence of papers using deformation
theory (cf. e.g. [46–48, 53]) and led them to the following conjecture

Conjecture 1 (Phillips–Sarnak). If G is a nonarithmetic fuchsian group of the first kind
which is co-finite but not co-compact then G is not essentially cuspidal.

In [46] they in fact made an even stronger remark that they believe that there should
only be a finite number of discrete eigenvalues in this case. This statement is certainly
false, as evidenced by the co-finite non-arithmetic Hecke triangle groups, all of which
are not essentially cuspidal but nevertheless possess an infinite number of odd discrete
eigenvalues. However, replacing “nonarithmetic” by “generic” (in Teichmüller sense) the
statement seems to be consistent with all known theoretical and numerical experiments.
Cf. e.g. Avelin [4] and Farmer–Lemurell [16].

Although finite index subgroups of the modular group are by no means generic, the
numerical investigations reported on in the current paper has led to the belief that
discrete cuspidal eigenvalues do not appear by accident for these groups. More precisely,
the computations indicate that if G is a finite index subgroup of the modular group then
the non-exceptional (see below) discrete spectrum consists of an “old” part, associated
with supergroups G′ with G < G′ 6 PSL2(Z), and the orthogonal complement, the “new”
part is only infinite if G is a congruence group, a cycloidal group (i.e. has only one cusp),
or has a symmetry in form of a reflection in a geodesic. We are therefore confident in
the following conjecture.

Conjecture 2. If G 6 PSL2(Z) is a finite index noncongruence subgroup with more than
one cusp then the new discrete spectrum of G is finite unless Γ has a symmetry given by
a reflection which preserves cusps, in which case it is infinite and all associated Maass
cusp forms are odd with respect to this symmetry.

Note that we found residual eigenvalues on groups without symmetry (see Table
7) but there will always be at most a finite number of these. The precise description
of the symmetries are given in Section 6.3. There is of course nothing to prevent an
individual Teichmüller curve, as investigated in [16], which preserves a Maass form under
deformation, to intersect more than one subgroups of the modular group and thereby
creating a “sporadic” Maass form, but the likelihood of this seems small.

3.2. Small eigenvalues
By small eigenvalues we mean the (non-zero) discrete eigenvalues inside the interval

[0, 1/4), and by exceptional eigenvalues we mean small eigenvalues associated to Maass
cusp forms. In contrast to the residual eigenvalues, which are all contained in [0, 1/4)
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and therefore small, the existence or non-existence of exceptional eigenvalues are more
mysterious.

There are many, more or less elementary, methods available to show that the first
non-zero discrete eigenvalue of the full modular group is larger than 1/4 (in particular
there is no residual spectrum) and hence that there are no small eigenvalues in this case.
See [21, p.511, pp. 581–90] for an overview of some of the these methods. Based on
this observation and the fact that congruence groups also do not have residual spectrum
Selberg made the following conjecture:

Conjecture 3 (Selberg). There are no small eigenvalues for congruence subgroups of
the modular group.

This conjecture can be understood as the Archimedean analogue of the general Ra-
manujan conjectures. For more information about this see the excellent overview in [8]
and also [54]. Selberg’s conjecture has been verified in individual cases by both geometric
methods [26] (up to level 18) and trace formula methods [9] (squarefree levels < 857).
Partial results have also been obtained in various directions. Selberg showed that the
smallest discrete eigenvalue for a congruence subgroup satisfies λ1 ≥ 3/16 and this lower
bound has since been improved upon by many authors, the best published result is by
Kim and Sarnak, λ1 ≥ 975/4096 [30]. For an alternative approach see Risager [52].
In contrast, if we consider non-congruence subgroups then it is possible to construct
subgroups with small eigenvalues. Selberg [56] gave a method to construct groups with
residual eigenvalues arbitrarily close to 0. It is also possible to give a purely geometric
sufficient condition for the existence of small eigenvalues. Let G be a co-finite Fuchsian
group of the first kind with co-volume µ(G\H) and genus g. If µ(G\H) ≥ 32π(g + 1)
then a theorem of Zograf [73] implies that G has small eigenvalues. To find examples of
exceptional eigenvalues we first observe that if G is a cycloidal subgroup of the modular
group then it has no residual eigenvalues since the only residues of Eisenstein series are
constants. This follows immediately from the fact that the scattering matrix of such a
group is equal to that of the modular group, up to a simple explicit factor. See e.g. [70].

Thus, if we find a cycloidal subgroup of genus 0 and index 96 then µ(G\H) = 96·π/3 =
32π and hence it must have an exceptional eigenvalue. Although a complete list of such
subgroups (and in particular a separation into conjugacy classes) is currently beyond
reach with the computational methods described in Section 5.3 it is easy to use these
methods to produce individual examples of groups with a given signature. In this manner
we produced a list of cycloidal groups with genus 0 and index 96 and the corresponding
exceptional eigenvalues we found are given in Table 9. After these initial examples,
which showed that our algorithms also work for exceptional eigenvalues, we set out to
investigate whether the bound by Zograf is sharp or not. In other words, we wanted to
locate exceptional eigenvalues on subgroups of smaller index.

Since the permutations which specify the groups of index 96 and 48 are very large
we only give the signatures of these groups in Tables 10 and 9. The complete details
necessary to reconstruct the groups can be found at [67].

4. Counting Eigenvalues and the Average Weyl’s Law

As mentioned in the previous section the basic version of Weyl’s law (6) is sufficient to
establish the existence of discrete spectrum in case the continuous term can be estimated
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efficiently. To investigate the finer properties of the distribution of eigenvalues we need a
refinement analogous to the following version given in [21, Thm. 2.28]. If G is a co-finite
Fuchsian group with e∞ cusps and T ≥ 1 then

N(T ) +M(T ) =
vol(G\H)

12
T 2 − e∞

π
T log(2T/e) + c+ S(T ) +O(1/T ),

where N(T ) and M(T ) are as in (4) and (5), c is a constant and S(T ) is a function
satisfying S(T ) = O(T ) and

∫ T
1
S(t)dt = O(T ). There are several possibilities to improve

upon this formula. For specific groups, for instance groups with one cusp, or congruence
subgroups, it is possible to give an explicit expression for ϕ(s) and hence also M(T ). In
particular one can easily obtain that M(T ) = O(T lnT ) in these cases.

A further improvement is obtained by evaluating the constant term and the implied
constant in the big-Oh term as explicitly as possible. The currently best known result
in this direction is given by Jorgenson, Smajlović and Then [29] who, for the particular
case of a so-called moonshine group, Γ0(N)+, with square-free N show that

N(T ) =
vol (Γ0(N)+\H)

4π
T 2− 2

π
T ln

(
T

e
√
π/(2N)

)
+c1(T )+c2 +GN (T )+SN (T ), (7)

where c1(T ) and c2 are completely explicit. The (non-explicit) error terms satisfy |GN (T )| <
c3/T for all T > 1 with an explicit constant c3 and

∫ T
0
SN (t)dt = O

(
T/ ln2 T

)
as T →∞.

The group Γ0(N)+ has one cusp, genus 1 and contains the congruence subgroup Γ0(N).
A special case is Γ0(1)+ which is just the modular group and in this case their result is

N(T ) =
1

12
T 2 − 2

π
T ln

(
T

e
√
π/2

)
− 131

144
+G1(T ) + S1(T ) (8)

where |G1(T )| < 1/T and S1(T ) is as above. Compare [21, p. 511].
To apply Turing’s method to the Selberg zeta function, or in other words, to determine

if a computed list of discrete eigenvalues is complete, it is necessary to obtain yet another
improvement over (7). In particular, it is necessary to have explicit estimates for all
terms. Currently the only concrete application of Turing’s method in this setting is
given by Booker and Platt [10] for the modular group. They show that if (8) is written

N(T ) = N(T ) + S(T ),

where S(T ) = G1(T ) + S1(T ) then

1

T

∫ T

0

S(t)dt ≤ E(T ) =

(
1 +

6.59125

lnT

)( π

12 lnT

)2

for all T > 1. (9)

The idea behind Turing’s method is to first obtain an upper bound∫ T

0

N(t)dt =

∫ T

0

N(t) + S(t)dt < X

and then compare this with the integral of a minorant, Nexp(t) ≤ N(t), given as an
experimental counting function from a set of computed eigenvalues. If we assume that∫ T

0

Nexp(t)dt > X0 > X,
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and that there is a single eigenvalue, r, missing in the computed set up to T then∫ T

0

N(t)dt =

∫ T

0

Nexp(t)dt+ (T − r) > X0 + (T − r).

It follows that in this case there can be no eigenvalue missing with r < T + X0 − X,
hence the list up to T + X0 − X must be complete. As a final step to transform this
argument into a rigorous proof Booker and Platt uses rigorous quadrature and interval
arithmetic to evaluate the integrals and estimates.

Unfortunately it is problematic to apply either of these methods directly in our setting
of a general subgroup of the modular group. First of all, the scattering determinant is
not given as an explicit quotient of L-functions and we are therefore unable to obtain an
efficient estimate for M(T ). Note that this is not only due to lack of information: from
experimental data it seems that the function |M(T )| in some cases grow as rapidly as
the “main term” in Weyl’s law. We therefore need to keep this term as an experimentally
computed quantity (see Section 10). In addition, to obtain bounds for S(T ) similar to
those in (9) it is necessary to control the hyperbolic terms in the Selberg trace formula,
and this seems intractable for general subgroups.

To present the main result of this section in a clear and precise manner we need to
distinguish between different types of discrete eigenvalues. Therefore, let Σres be the
set of residual eigenvalues (note that we include the eigenvalue 0 in this set), Σexc the
set of exceptional cuspidal eigenvalues, i.e. eigenvalues λ < 1/4 with corresponding
eigenfunction a Maass cusp form.

We then need to refine the counting functions as well. In addition to N(T ) andM(T ),
which are still given by (4) and (5) we let Nres and Nexc be the number of residual and
exceptional eigenvalues, respectively (all counted according to multiplicity).

The main result for this section, which we will use to provide a heuristic argument to
support claims that a computed list of eigenvalues is complete, is the following:

Theorem 4. Let G be a finite index subgroup of the modular group with signature
(h; g, e∞, e2, e3) and let Nres, Nexc, N(T ) and M(T ) be as above. Then, for T ≥ 1:

N(T ) +Nres +Nexc +M(T ) =
h

12
T 2 − e∞

π
T log(2T/e) + cG + g(T ) + S(T ),

where
cG = −h 1

144
+ e2

1

8
+ e3

2

9
− e∞

1

4
+
C

2

with C = 1
2 Tr (1− Φ(1/2)) and g(T ) and S(T ) are functions satisfying

|g(T )| ≤
(
h

1

8707
+ e2

1

139
+ 2e3

1

67
+ e∞

26

75

)
· 1

T

for all T ≥ 1,

S(T ) = O

(
T

lnT

)
and 〈S(T )〉 :=

1

T

∫ T

0

S(t)dt = O

(
1

ln2 T

)
as T →∞.
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Proof. The key steps of the proof are similar to those in [29], building on the proof of
[21, Thm. 2.28, p. 466]. The idea is to express each term as explicitly as possible and
then use the explicit formula for the scattering determinant (see also [21, pp. 508–511]).

The main difference with our result is that we need to allow for an arbitrary number
of cusps, and since we only have elliptic fixed points of order 2 and 3 certain terms can
be made more explicit. It is also necessary to be careful with the small eigenvalues and
in particular distinguish between the residual and cuspidal spectrum. This distinction,
which was not necessary in [29], does not show up in the statement of the theorem but
is necessary for the proof to be rigorous. Given that most of the details appear in [29]
and [21] we will only give an outline of the proof and highlight certain points which are
of particular importance.

It is well-known that the Selberg zeta function, Z(s), for the group G can be extended
to a meromorphic function which satisfies a functional equation of the form

Z(s) = η(s)ϕ(s)−1Z(1− s)

where ϕ(s) is the scattering determinant (see Section 3) and η(s) is an explicit function,
given by its logarithmic derivative C(s) = (η′/η)(s) (cf. e.g. [21, p. 464]). Since discrete
eigenvalues of the Laplacian correspond to zeros of Z(s) it is possible to prove the theorem
by comparing the zeros and poles of Z(s) and of Z(1 − s) within a certain rectangle.
More precisely, let 3/2 > K > 1, T ≥ 1 and let R(K,T ) be the rectangle with corners
K − iT,K + iT, 1−K − iT, 1−K + iT . Assume that K and T are chosen so that Z has
no zeros or poles on the boundary ∂R(K,T ). Recall that the relationship between the
spectral parameters and Laplace eigenvalues is given by s 7→ λ = s(1−s). It follows that,
except for the residual eigenvalues, the count of spectral parameters inside the rectangle is
double of the eigenvalue count. The reason for excluding residual eigenvalues is of course
that if s is a pole of ϕ(s) then 1− s is a zero, due to the fact that ϕ(s)ϕ(1− s) = 1.

If D(s) = (Z ′/Z)(s), it follows immediately from [21, p. 498, Thm. 5.3] that

1

2πi

∫
∂R(K,T )

D(s)ds = Nres + 2Nexc + 2N(T ) + 2Q(T ) + 2g − 2 + e∞ − C, (10)

where Q(T ) is the number of zeros of ϕ(s) inside R(K,T ) with 0 < =(s) ≤ T and
C = Tr (I − Φ(1/2)) /2. Let P := P (K,T ) be the polygonal path through the vertices
1/2− iT, K − iT , K + iT and 1/2 + iT . From the functional equation we see that

1

2πi

∫
∂R(K,T )

D(s)ds = 2S(T )− 1

2πi

∫
P

C(s)ds+
1

2πi

∫
P

ϕ′

ϕ
(s)ds,

where
S(T ) =

1

2πi

∫
P

D(s)ds = − 1

π
=
∫ ∞

1/2

D(σ + iT )dσ.

Since ϕ has Nres poles (cf. e.g. [21, pp. 76–77]) and 2Q(T ) zeros inside the region enclosed
by P and the line σ = 1/2 it follows from the residue theorem that

1

2πi

∫
∂R(K,T )

D(s)ds = 2S(T )− 1

2πi

∫
P

C(s)ds+ 2Q(T )−Nres − 2M(T ) (11)

11



and we are left to work out the integral involving C(s). By using elementary trigonometric
relations it follows from [21, pp. 499–500] that

C(s) =
hπ

3
(s− 1/2) tan (π (s− 1/2)) + E(s) + e∞ (2 ln 2 + ψ (s+ 1/2) + ψ (3/2− s)) ,

where
E(s) = −e2

π

2 cos (π(s− 1/2))
− e3

4π

3
√

3

{
cos (π/3(s− 1/2))

cos (π(s− 1/2))

}
.

Observe that each elliptic fixed point of order 3 correspond to two elliptic conjugacy
classes with rotations of angles π/3 and 2π/3. It is now easy to see that C(s), inside the
region bounded by P and the line <s = 1/2 C(s), has a single simple pole at s = 1 and

Res
s=1
C(s) = −h

6
+

1

2
e2 +

2

3
e3 = 2− 2g − e∞.

For the last equality we use the Gauss–Bonnet theorem (see (12) for the formulation in
our setting). Using the residue theorem again and combining (10) and (11) we find that

2Nres + 2Nexc + 2N(T ) + 2M(T ) = C + 2S(T )− 1

π

∫ T

0

C(1/2 + it)dt.

Finally, using the expression for C(s) above, we write

1

2π

∫ T

0

C(1/2 + it)dt = IId + IE + IP .

The three integrals are evaluated exactly as in [29], except that we will refine the bound
for the elliptic terms and also replace certain bounds by rational numbers (using their
continued fraction expansions). More precisely we obtain

IId = − h

12
T 2 +

h

144
+ hgId(T ),

where
|gId(T )| ≤ 1

3

2π + 1

4π2e2π
· 1

T
<

1

8707
· 1

T
.

For the elliptic integrals, if we write IE = e2IE,2 + 2e3IE,3 then IE,2 = − 1
8 +gE,2(T ) and

IE,3 = − 1
9 + gE,3(T ). Since the only orders of elliptic elements here are 2 and 3 we use

a simple change of variables to evaluate the remainder integrals explicitly:

gE,2(T ) =
1

4

∫ ∞
T

1

cosh(πt)
dt =

1

4

[
2 arctan (tanh (πt/2))

π

]∞
T

=

=
1

2π

(π
4
− arctan (tanh (πT/2))

)
and similarly

gE,3(T ) =
1

3
√

3

∫ ∞
T

cosh (πt/3)

cosh(πt)
dt =

1

3π

(π
3
− arctan

(√
3 tanh (πT/3)

))
.

12



A straight-forward application of Taylor’s theorem with reminder shows that

| arctan(tanh(πT/2))− π/4| ≤ | tanh(πT/2)− 1|/(tanh(πT/2)2 + 1) and

| arctan(
√

3 tanh(πT/3))− π/3| ≤ |
√

3 tanh(πT/3)−
√

3|/(3 tanh(πT/3)2 + 1).

Since we assume that T ≥ 1 we can bound tanh(πT/2)2 + 1 and 3 tanh(πT/3)2 + 1 from
below by tanh(π/2)2 + 1 > 11/6 and tanh(π/3)2 + 1 > 14/5. The trivial inequality
eaT + 1 > T (ea + 1) (for any a > 2 and T ≥ 1) then gives the following bounds

|gE,2(T )| ≤ 1

2π

6

11
|tanh(πT/2)− 1| = 6

11π

1

eπT + 1
<

6

11π

1

eπ + 1
· 1

T
<

1

139
· 1

T

and

|gE,3(T )| ≤ 5

14
√

3π
|tanh (πT/3)− 1| = 5

7
√

3π

1

e
2πT
3 + 1

≤ 5

7
√

3π

1

e
2π
3 + 1

· 1

T
<

1

67
· 1

T
.

Finally, the parabolic term is IP = 1
π=Log Γ(1 + iT ) + 1

πT log 2 and using Stirling’s
formula as given by e.g. Stieltjes [61] and using estimates as in [29] it follows that

IP =
1

π
T ln(2T/e) +

1

4
+ gP (T )

where |gP (T )| ≤ 49
π45 ·

1
T < 26

75 ·
1
T . Taking all terms together we now find that

Nres +Nexc +N(T ) +M(T ) = S(T )− 1

2π

∫ T

0

C(1/2 + it)dt

=
h

12
T 2 − e∞

π
T ln(2T/e) + cG + g(T ) + S(T ),

where
cG = − h

144
+
e2

8
+

2e3

9
− e∞

4
+ C/2.

and
|g(T )| ≤

(
h

1

8707
+ e2

1

139
+ 2e3

1

67
+ e∞

26

75

)
· 1

T
.

Example 5. For the modular group we have h = e2 = e3 = e∞ = 1, there is precisely
one residual eigenvalue (λ = 0) and ϕ(1/2) = −1 so C = 1. It follows that

N(T ) +M(T ) + 1 =
1

12
T 2 − 1

π
T ln(2T/e) +

85

144
+ g(T ) + S(T )

with |g(T )| < 0.384 · 1
T . By considering the individual terms in [29] we see that

M(T ) =
T

π
log(T/(eπ)) + 1/2 + gM (T ) + SM (T )

where |gM (T )| < 3091/(1800π) and
∫ T

0
SM (t)dt = O(T/ log2 T ). We therefore recover,

for instance [29, Cor. 14] with a slight improvement in the bound |G1(T )| < c/T with
c = 0.931 instead of 0.977.
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5. Subgroups of the Modular Group

There are at least two different efficient approaches to computing with finite index
subgroups of the modular group. One approach is based on Farey symbols and was
introduced by Kulkarni [32] and later on used for computations by Kurth and Long
[36]. We chose a second approach, based on representing subgroups of the modular
group by pairs of permutations. This method was first used by Millington to study
subgroups of the modular group [43] in general and cycloidal groups, that is, groups
with one cusp, in more detail [42]. The same approach was also used by Atkin and
Swinnerton-Dyer [3], who in fact implemented an algorithm based on this representation
and used it to obtain information about genus zero noncongruence subgroups up to index
18. Additionally they also introduced another method, based on the modular function
j (z) = q−1 + 744 + 196884q + · · · , where q = e2πiz and the fact that there exists a
necessary and sufficient condition for an algebraic function of j to be a modular function
on a subgroup [3, Thm. 1].

5.1. Modular forms on noncongruence subgroups
The main purpose of Atkin and Swinnerton-Dyer [3] was not only to study noncon-

gruence subgroups, but to compute modular forms. The most important result of [3] was
undoubtedly the observation of certain congruences relations between Fourier coefficients
of modular forms on noncongruence groups and modular forms on congruence groups.
Nowadays these congruences are usually called “Atkin and Swinnerton-Dyer (ASD) con-
gruences” and has been the subject of a large number of papers where partial results
have been proven [2, 38, 39]. Another interesting observation was that in all the cases
they considered the modular functions for noncongruence subgroups could all be seen to
have rational Fourier coefficients with unbounded denominators, whereas on congruence
groups it is always possible to choose a basis of modular forms or functions with rational
integral Fourier coefficients. This observation inspired the folklore “Unbounded denomi-
nators conjecture” saying that having Fourier coefficients with unbounded denominators
precisely characterizes modular functions and forms for noncongruence subgroups. This
conjecture has been proven in special cases, see, for example [15, 34, 35, 37].

From a computational point of view Maass forms (on any subgroup) and modular
forms on noncongruence subgroups share a major disadvantage compared to modular
forms on congruence groups. Namely that their Fourier coefficients can in general not be
interpreted as eigenvalues of Hecke operators acting on computationally tractable spaces.
For modular forms on congruence groups the most efficient (general) algorithms today
uses the Hecke algebra, and in particular the realization of this algebra in terms of a
family of commuting and normal linear operators acting on a space of modular symbols.
A good introduction to computing congruence modular forms is given by Stein [58].

There is still an associated space of modular symbols for noncongruence groups [33]
but there are not sufficiently many (non-trivial) Hecke operators available [7, 55]. Al-
ternative methods for computing congruence modular forms, for example using explicit
generators for the ring of modular forms (e.g. Eisenstein series, eta or theta functions)
or Eichler-Selberg type trace formulas are also not in general immediately applicable to
noncongruence subgroups. One important exception is when the space of modular forms
of weight k is one-dimensional, then it is sometimes possible to give an explicit basis
(consisting of one function) in terms of a fractional power of a rational function of the
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Dedekind eta function, η (z). This is in particular true for so-called character groups, who
are defined precisely by such functions. The case of modular functions, however, seems
to be slightly easier by using either the methods of Atkin and Swinnerton-Dyer [3] as well
as new algorithms by Monien [45] based on Farey fractions and ideas by Rademacher
and Zuckerman [49]. In fact, Monien also adapted these algorithms to Maass cusp forms
by using standard numerical methods for partial differential equations.

It is actually also possible to use techniques from differential equations to study
holomorphic modular forms. This has been successfully exploited in the setting of vector-
valued modular forms by, for instance, Cameron and Mason [17], and Marks [41]. Using
these techniques and the identification of modular forms on subgroups with vector-valued
modular forms they obtained interesting structural results as well as further proofs of
the unbounded denominator conjecture in specific cases.

For Maass forms the situation is that, even when there exists an infinite family of
Hecke operators these can in general not be interpreted as operators acting on a finite di-
mensional space. Except for certain spaces of Maass forms corresponding to lifts of Hecke
Grössencharakters the only viable approach to Maass forms on any kind of subgroups of
the modular group has been to use computational methods. The method we are using to
compute Maass cusp forms is very easy to adapt to also compute holomorphic modular
forms. In fact, the methods used by Atkin and Swinnerton-Dyer [3] as well as Richards
[50] are similar to the first version of the automorphy method used by Hejhal [22] to
compute Maass cusp forms for the modular group and other Hecke triangle groups.

5.2. Subgroups
It is well-known that PSL2(Z) is generated by the maps S : z 7→ −z−1 and T : z 7→

z + 1, and the only relations are S2 = R3 = 12, where R = ST and 12 is the identity:

S =

(
0 −1
1 0

)
, T =

(
1 1
0 1

)
and R =

(
0 −1
1 1

)
.

Let G 6 PSL2(Z) be a subgroup of finite index h and e2 and e3 inequivalent elliptic
vertices of order 2 and 3 respectively and e∞ inequivalent cusps. The genus g of the
quotient orbifold, Γ\H, is then given by

g = 1 +
1

2

(
h

6
− e∞ −

1

2
e2 −

2

3
e3

)
, (12)

and we say that the signature of Γ is (h; g, e∞, e2, e3) (in [43] this is called the type of Γ)
and it is known that signatures consistent with (12) correspond to subgroups of PSL2(Z).
More precisely, we have

Lemma 6 ([43, Thm. 2]). For every set of integers h > 0, e∞ > 0, e2 ≥ 0, e3 ≥ 0, g ≥ 0
consistent with (12) there exists a subgroup of the modular group with signature

(h; g, e∞, e2, e3) .

Let pj ∈ Q ∪ {∞} be a cusp of G with stabilizer Γpj generated by the parabolic
element Tpj . The cusp width of pj is defined as the positive integer hj such that Tpj is
conjugate in PSL2(Z) to T±hj : z 7→ z±hj . If the fundamental domain FG is given by h
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copies of F1 then hj is the number of those copies which meet at pj and it is clear that
h = h1 + · · ·+he∞ . The generalized level of Γ is defined in the spirit of Wohlfahrt [72] as
the least common multiple of the numbers h1, . . . , he∞ and if Γ is a congruence subgroup
then the generalized level is the same as the usual level.

5.3. Permutations and subgroups
If G is any group and H 6 G is a finite index subgroup then there is a natural

representation of H as a permutation group acting on the (left or right) cosets of H in G.
This is the foundation for Millington’s method to work with subgroups of the modular
group [43], which we will now describe in more detail.

An intuitive geometric way to view the permutation representation of a subgroup
G 6 PSL2(Z) of index h is to consider a fixed fundamental domain FΓ = ∪hViF1 for
Γ and study the action of the generators S and R on the h copies V1F1, . . . , VhF1. In
this way we obtain an associated pair of permutations σS , σR ∈ Sh of order 2 and 3,
respectively. These permutations now contain all information about the side-pairing
transformations of FΓ and by Poincaré’s theorem, all information necessary to recover
the group Γ. We will now see which such pairs, conversely, correspond to subgroups of
the modular group.

Definition 7. If σS , σR ∈ Sh we say that the pair (σS , σR) is legitimate if

• σ2
S = σ3

R = id, and

• the subgroup, 〈σS , σR〉 6 Sh generated by σS and σR is transitive on {1, 2, . . . , h} .

Two legitimate pairs Σ = (σS , σR) and Σ′ = (σ′S , σ
′
R) are said to be equivalent, denoted

by Σ ∼ Σ′, if there exists a permutation π ∈ Sh such that Σπ = Σ′ where Σπ =(
π−1σSπ, π

−1σRπ
)
. If, in addition, π(1) = id, then we say that the pairs are equivalent

(mod 1), which we denote by Σ ∼1 Σ′. By abuse of notation we will sometimes let Σ also
denote the subgroup 〈σS , σR〉.

The fundamental theorem by Millington is the following.

Theorem 8. (Millington [43, Thm. 1]) There is a one-to-one correspondence between
equivalence classes (mod 1) of legitimate pairs (σS , σR) in Sh and subgroups G of index
h in PSL2(Z).

Furthermore, G has signature (h; g, e∞, e2, e3) and cusp widths h1, . . . , he∞ if and
only if σS and σR fixes precisely e2 and e3 elements, σT = σSσR has e∞ disjoint cycles
of lengths h1, h2, . . . , he∞ and g satisfies (12).

The subgroup, G, of PSL2(Z) corresponding to the legitimate pair (σS , σR) in the
theorem is defined by

G = {γ ∈ PSL2(Z) | φ(γ)(1) = 1} ,

where φ : PSL2(Z) → Sh is the homomorphism defined by φ(S) = σS and φ(R) = σR
and extended by φ(AB) = φ(A)φ(B). In particular φ(T ) = φ(SR). Observe that any
set {V1, . . . , Vh} ⊂ PSL2(Z) satisfying φ (Vj) (1) = j is a set of right coset representatives
for G\PSL2(Z).
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Theorem 9. Let G and G′ correspond to the legitimate pairs Σ and Σ′. Then G and G′
are conjugate in PSL2(Z) if and only if Σ ∼ Σ′.

Proof. Let φ denote the homomorphism defined by Σ. If A ∈ PSL2(Z) then

AGA−1 =
{
γ ∈ PSL2(Z) | φ(A)−1φ(γ)φ(A)(1) = 1

}
,

in other words, the group AGA−1 corresponds to the legitimate pair φ(A)−1Σφ(A) =
Σφ(A). Conversely, if Σ′ = Στ for some τ ∈ Sh then it is easy to verify that G′ = AGA−1

for any A with φ(A)(1) = τ(1).

Definition 10. If G is a subgroup of PSL2(Z) then (G) denotes the set of PSL2(Z)-
conjugates of G,

(G) =
{
AGA−1 | A ∈ PSL2(Z)

}
.

If G 6 PSL2(Z) corresponds to the pair Σ and A ∈ PSL2(Z) then AGA−1 corresponds
to the pair Σσj where j = φ(A)−1(1) and σj = (1j). It is easily seen that all conjugates
of G can be obtained by conjugating Σ with σj for j = 2, . . . , h. It follows that the
number of elements in (G) divides h.

5.4. Block systems and supergroups
To prove that we actually have newforms we have to find a way to check for super-

groups in PSL2(Z); fortunately there is a well-known combinatorial method to find all
of these. This algorithm is essentially what is also implemented in Sage.

Definition 11. A block system for H 6 Sh is an equivalence relation, ≡, on {1, 2, . . . , h}
defined by the condition

x ≡ y ⇔ γ(x) ≡ γ(y) ∀γ ∈ H.

An equivalence class, [x] = {y | y ≡ x}, is called a block. For any H 6 Sh there are
two trivial block systems: The block system with h blocks and the block system with
1 block. It is easy to see that if the group H is transitive, then all blocks of H must
have the same number of elements. The following proposition can be used to determine
whether non-trivial supergroups exist or not.

Proposition 12. Let the legitimate pair (σS , σR) correspond to the group G < PSL2(Z).
Then there exists an supergroup G′ with G < G′ < PSL2(Z) if and only if the subgroup
〈σS , σR〉 6 Sh supports a non-trivial block system.

Proof. Suppose that G′ is an supergroup of G with G < G′ < PSL2(Z), let h be the
homomorphism defined by (σS , σR) and set B = {φ(γ)(1) | γ ∈ G′} ⊆ {1, 2, . . . , h}. Since
G′ 6= G and G′ 6= PSL2(Z) it follows that B at least two and at most h− 1 elements. It
is easy to verify that the equivalence relation defined by

x ≡ y ⇐⇒ ∃γ ∈ PSL2(Z) : [φ(γ)(x) ∈ B and φ(γ)(y) ∈ B]

gives a block system with B = [1]. Conversely, if ≡ is a non-trivial block system for the
group 〈σS , σR〉, then

G′ = {γ ∈ PSL2(Z) |φ (γ) (1) ≡ 1}
is a non-trivial supergroup of G.
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Remark 13. It is easy to see that if 〈σE , σR〉 supports a non-trivial block system with
d blocks B1,B2, . . . ,Bd then corresponding supergroup G′ has index d in PSL2(Z). Fur-
thermore, G′ is given by legitimate pair (σ′E , σ

′
R) in Sd given by the action that σS and

σR induce on the block structure.

To verify whether a given equivalence relation ≡ is a block system for the group
〈σE , σR〉 or not we only need to check if the following condition holds:

∀x, y ∈ {1, . . . , h} : x ≡ y ⇐⇒ σS(x) ≡ σS(y) ⇐⇒ σR(x) ≡ σR(y).

Since the permutation σR has order 3 we only need to consider 1 and 3-cycles and
the latter are easy to deal with by using the following remark.

Remark 14. Suppose that (a b c) is a 3-cycle of σR. Then, if a ≡ b, we must have
σR(a) = b ≡ σR(b) = c, and similarly if a ≡ c or b ≡ c. Hence either a, b, c are in the
same block or they are all in different blocks.

We will now give an explicit example of how to checks for block systems.

Example 15. Consider the group G = Γ(10; 0, 3, 0, 1; 20, 1) given by

σS = (1 2)(3 4)(5 6)(7 8)(9 10) and σR = (1)(2 3 5)(4 6 7)(8 9 10).

Since h = 10 there are two possibilities for non-trivial block systems. There are either
two blocks of length 5 or 5 blocks of length 2. It follows immediately from Remark 14
that there can not be 2 blocks of length 5. Suppose now that we have 5 blocks of length
2 and let x ∈ [1] with x 6= 1. Then σR(x) ≡ σR(1) = 1, hence σR(x) ∈ [1] so that
σR(x) = x or σR(x) = 1. Since the only fixed element of σR is 1 it follows that x = 1,
which is a contradiction. Hence there can not exist any non-trivial block system and we
conclude that there is no non-trivial supergroup on G. In view of Theorem 26 we have
shown that there exist an infinite number of linearly independent newforms for G.

The groups we are primarily interested in are those which are not congruence sub-
groups and that possess a symmetry of the form α : z 7→ k−z which preserves cusp classes.
In the range covered by Table 2 this includes all groups G with hG = 1, i.e. (G∗) = (G),
except for Γ(9; 0, 3, 1, 0; 7, 1) and Γ(10; 0, 3, 0, 1; 8, 1), where the map which conjugates G
to G∗ permute the cusp classes. Out of the remaining subgroups only Γ(9; 0, 2, 3, 0; 6, 1),
Γ(9; 0, 3, 1, 0; 6, 1) and Γ(9; 0, 3, 1, 0; 12, 1) have non-trivial supergroups. In Table 2 we
indicate the number of supergroups in the column nsup .

5.5. Congruence subgroups
Let G 6 PSL2(Z) be a subgroup of index h and generalized level N . If G is a

congruence group then it has level N and all PSL2(Z) conjugates of G are also congruence
subgroups of level N . The index of Γ(N) in PSL2(Z) = Γ(1) is equal to 6 if N = 2 and

[Γ(N) : Γ(1)] =
1

2
N3
∏
p|N

(
1− p−2

)
if N ≥ 3, (13)

where the product is taken over all prime divisors of N . It is clear that if h does not
divide [Γ(N) : Γ(1)] then G is not a congruence group.
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Example 16. Consider the groups of signature (7; 0, 2, 1, 1) and generalized levels 6, 10
and 12 in Table 2. From (13) we see that the index of Γ(6), Γ(10) and Γ(12) are 72,
360 and 1152. Since neither of these numbers are divisible by 7 it follows that all three
groups are noncongruence subgroups.

Example 17. Consider the group G of signature (9; 0, 2, 3, 0) and generalized level 8 in
Table 2. The index of Γ(8) is 192, and since 9 does not divide 192 the group G must be
a noncongruence subgroup.

Clearly this fact can not tell us that a given group is a congruence subgroup, and
in general it can not even help us to determine when a given group is not a congruence
subgroup. For instance, out of the three groups of signature (8; 0, 1, 2, 2) and generalized
level 8 in Table 2, only one is a congruence group. Thus, not even the signature together
with the generalized level are not sufficient to decide if a group is a congruence group or
not.

Fortunately there is a theorem by Hsu [24, Thm. 3.1] that give us necessary and suffi-
cient conditions on the legitimate pair (σE , σR) in order for the corresponding subgroup
to be a congruence subgroup (see also [31] for the case of odd subgroups of SL2(Z)). The
theorem of Hsu is implemented in Sage and it can easily be translated to our setting.

6. Old- and Newform Theory for Noncongruence Subgroups

The main goal with this section is to give an explicit testable condition for the exis-
tence of an infinite number of genuinely non-congruence Maass cusp forms, meaning that
they are not coming from a congruence supergroup. We will in fact prove the stronger
statement that there are an infinite number of “new” Maass cusp forms which are not
associated with any supergroup. For this purpose we will first give a proper explanation
of what “new” means in this context.

6.1. Old and newforms
The theory of oldforms and newforms, as introduced by Atkin and Lehner [1] plays

a crucial role in the structural theory of modular forms on congruence subgroups. The
generalization to Maass forms on congruence subgroups is immediate (see e.g. [65, 68]). A
key result is the orthogonal decomposition, with respect to the Petersson inner product,
of the space of Maass cusp forms for the group Γ0(N):

M0(N) =Mnew(N)⊕Mold(N)

where the oldform space,Mold(N), can be written in terms of lower level spaces as

Mold(N) =
⊕

M<N, d|N/M

B(d)Mnew(M)

and B(d) : τ 7→ dτ is the map given by ( d 0
0 1 ) ∈ PGL2(Q). This theory and its applica-

tions is well understood for congruence subgroups but the analogue for noncongruence
subgroups has not been studied before and we will briefly outline the relevant aspects.

Our main motivation for studying old and new Maass cusp forms is that we would like
to understand the multiplicities with which the spectrum of supergroups appear within
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their subgroups. In other words, we want to understand how Maass cusp forms on G can
be defined using ones on G′ in a natural way. If G < G′ 6 PSL2(Z) thenM(G′) ⊆M(G)
and the inclusion map gives one possibility but it is not immediately clear whether there
are other such maps and to investigate this we first need a few definitions and results.

The group of complex (holomorphic and anti-holomorphic) automorphisms of the
upper half-plane is PGL2(R) and a reasonable choice of “natural maps” in this setting
is therefore given by maps of the form f 7→ f |α where α ∈ PGL2(R). For this to map
M(G′) intoM(G) we need α in the so-called conjugator of G in G′:

C(G′, G) =
{
α ∈ PGL2(R) | αGα−1 6 G′

}
,

which we use to define old and new cusp forms for noncongruence groups. The conjugator
of the group G′ in itself, C(G′) = C(G′, G′) consists of all symmetries of G′, or in other
words all β ∈ PGL2(R) such that βG′β−1 = G′. Since we are interested in different
maps α : f 7→ f |α we are not interested in the full conjugator, but rather the double
quotient

C̃(G′, G) = C(G′)\C(G,G′)/C(G).

Definition 18. If G is a noncongruence subgroup then the old space of Maass cusp
forms on G is defined as

Mold(G) =
∑
G<G′

∑
α∈C̃(G′,G)

αM(G′),

and it elements are called oldforms. We remark that the sum is in general not direct.
The new space, Mnew(G), is defined as the orthogonal complement of the old space
with respect to the Petersson inner product. For noncongruence groups we also say
that elements of the new space are newforms if they are normalized so that the first
non-vanishing Fourier coefficient at the cusp ∞ is equal to 1.

It is known that a noncongruence subgroup has only at most a finite number of non-
trivial Hecke operators and in particular all Hecke operators of index not dividing the
generalized level are trivial. Cf. e.g. Scholl [55] and Berger [7]. Hence this definition of
newform is consistent with that for congruence groups, see e.g. [1]. It is also consistent
with the notion of genuinely new Maass waveforms introduced in [66].

By using the description of the set C̃(G′, G) below it is also easy to verify that the
definition of old space agrees with the definition above for congruence subgroups. For
instance if G = Γ0(N) and G′ = SL2(Z) then C̃(G′, G) = {B(d) | d | N}.

Let G < G′ 6 PSL2(Z) be fixed for the remainder of this section. In general C(G′, G)
is not a group but it is contained (as a set) within the commensurator:

Comm(G) =
{
α ∈ PGL2(R) | G ∩ αGα−1 6 G, G ∩ αGα−1 6 αGα−1 (finite index)

}
and the group generated by all the elements of C(G′, G) is a subgroup of Comm(G)
(cf. e.g. [19]). From the direct analogue of [44, Lemma 4.5.1] it is easy to see that

Comm(G) = Comm (PSL2(Z)) ' PGL2(Q).
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For integers l and m we define the the map B(l,m), generalizing B(d) = B(d, 1) by

B(l,m) = ( l 0
0 m ) ∈ PGL2(Q).

It follows from [44, Lemma 4.5.2] that if α ∈ PGL2(Q) then there is an equality of sets

PSL2(Z)αPSL2(Z) = PSL2(Z)B(l,m)PSL2(Z),

where the integers m | l are unique, depending on α. Note that lm can be negative. The
following Lemma is then immediate from the fact that G ⊆ C(G) and G′ ⊆ C(G′):

Lemma 19. There is a set of representatives of C̃(G′, G) of the form WB(l,m)V −1

where l and m are integers, m | l, W ∈ G′\PSL2(Z) and V ∈ G\PSL2(Z).

To further reduce the number of possible maps, from an infinite to a finite set we use
the following lemma.

Lemma 20. Assume that N is the largest integer such that G 6 Γ0(N). If B(l,m) ∈
C(G′, G) with m | l then (l/m) | N .

Proof. It is easy to verify that if g ∈ G then

B(l,m)
(
a b
c d

)
B(l,m)−1 =

(
a lb/m

mc/l d

)
and for this to belong to G′ we need in particular that both lb/m and mc/l are integers.
If m | l then it follows that G 6 Γ0(l/m) and hence l/m divides N .

The following corollary also covers the case of conjugate subgroups of Γ0(N).

Corollary 21. Assume that N is the largest integer such that G is conjugate to a sub-
group of Γ0(N). If A ∈ C(G′, G) can be written A = WB(l,m)V −1 withW,V ∈ PSL2(Z)
and m | l then (l/m) | N .

Proof. Apply the previous Lemma to the conjugated groups WG′W−1 and V GV −1.

It is now possible to give an explicit description of the set of possible maps which can
generate oldforms.

Proposition 22. Let N be the largest integer such that G is conjugate to a subgroup of
Γ0(N). Then a complete set of representatives of C̃(G′, G) is contained in the finite set

{WB(l,m)V −1 : m | l | N, W ∈ G′\PSL2(Z), and V ∈ G\PSL2(Z)}.

The final computation to find all possible old form maps is then done by computing
the above set and quotient out by C(G′) from the left and C(G) from the right. Using
this proposition we searched through the database and found examples of non-trivial
C̃(G′, G) in 58 cases. The first few examples are displayed in Table 1, where N is the
maximal N such that G is conjugate to a subgroup of Γ0(N)

21



G G′ C̃(G′, G)
Signature σT N Signature σT

(9; 0, 2, 3, 0) (1 3 4 8 5 2)(6 7 9) 1
(3; 0, 1, 3, 0) (1 3 2) {I, T, T−1}

(9; 0, 3, 1, 0) (1 7 5 2)(3 4 8)(6 9) 2
PSL2(Z) {I,B(2)ST−1}

(3; 0, 2, 1, 0) (1 2)(3)
{
I, TB(2)ST−1

}
(9; 0, 3, 1, 0) (1 6 7 8 5 2)(3 4)(9) 2

PSL2(Z) {I,B(2)ST−1}
(3; 0, 2, 1, 0) (1 2)(3)

{
I, TB(2)ST−1

}
Table 1: Exampes of non-trivial conjugators for noncongruence subgroups.

6.2. Symmetries acting on the space of Maass cusp forms
It is easy to see that the reflection J : z 7→ −z acts on S and R by conjugation as

S∗ = JSJ = S, and R∗ = JRJ = SR−1S = SR2S.

Hence, if G is represented by the legitimate pair Σ = (σS , σR) then G∗ = JGJ corre-
sponds to the legitimate pair

Σ∗ = (σ∗S , σ
∗
R) =

(
σS , σSσ

2
RσS

)
.

Since PGL2(Z)/PSL2(Z) ' {1, J} it is clear that the set of PGL2(Z) conjugates of G is{
AGA−1 | A ∈ PGL2(Z)

}
= (G) ∪ (G∗)

where it may or may not happen that (G∗) = (G), depending on whether G∗ is conjugate
to G or not, or in other words, whether Σ∗ ∼ Σ or not. It follows that the number of
PGL2(Z) conjugates is either equal to the number of PSL2(Z) conjugates or twice as
many. In table 2 we set hG = 1 or 2 to indicate these different cases. It turns out that if
G and G∗ are conjugate in PSL2(Z) this implies the existence of a symmetry which can
potentially be used to prove the existence of (odd) Maass cusp forms on the group G.

Observe that if f : H → C is invariant under G and A ∈ PGL2(R) then f|A is
invariant under the conjugate group A−1GA. Since the Laplacian, ∆, is invariant under
the action of PGL2(R) it is clear that the spectra of G and A−1GA are equal. It is
therefore sufficient to study a single representative in each PGL2(Z) conjugacy class.

We will now give a precise statement about a sufficient condition that newforms exist
on a subgroup of PSL2(Z). The following theorem gives an explanation for all newforms
on noncongruence and non-cycloidal subgroups which we have found.

Theorem 23. Let G be a subgroup of PSL2(Z) and assume that there exists a non-
trivial element α ∈ C(G) such that α preserves the cusp classes of G and α2 = 12. Then
L2 (G\H) splits into a direct sum of α-eigenspaces corresponding to the eigenvalues 1
and −1. Furthermore, the Eisenstein series all belong to the +1 eigenspace.

Proof. Extending [68, I, S1-2] to PGL2(R) we see that α induces a modular correspon-
dence. It is easy to see that the action of α is self-adjoint on L2 (G\H) and we therefore
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obtain a decomposition into α-eigenspaces. Since the action of α is linear and α2 acts as
the identity it is clear that the only possible eigenvalues are +1 and −1. In other words,
L2 (G\H) = L2

+ (G\H)⊕ L2
− (G\H) where

L2
± (G\H) =

{
f ∈ L2 (G\H)

∣∣ f|α = ±f
}
. (14)

In Section 3 we saw that L2 (G\H) has a spectral decomposition of the form L2 (G\H) =
C⊕M0⊕Mres⊕E , where the continuous part, E , is spanned by Eigenpackets correspond-
ing to Eisenstein series,M0 is spanned by Maass cusp forms andMres by non-constant
residues of Eisenstein series. Since α preserves cusp classes it follows from [68, Lemma 2.6]
extended to PGL2(R), together with the fact that α2 ∈ G, that C⊕E⊕Mres ⊂ L2

+ (G\H).
Therefore L2

− (G\H) ⊂M0, that is, L2
− (G\H) is spanned by Maass cusp forms.

Proposition 24. Let G be a noncongruence group and assume that there is an α as in
Theorem 23. Let G 6 G′ be a supergroup with α ∈ C(G′) and assume that γ ∈ C(G′, G)
is such that γαγ−1 ∈ C(G′). Then the orthogonal complement of γM0(G′) inM0(G) is
infinite-dimensional.

Proof. Let {Vj}nj=1 ' G\G′ be a set of right coset representatives and D ⊂ H a small
disk chosen such that γ−1A(D) ∩D 6= ∅ for all A ∈ PGL2(Z) \ {12}. That such a disk
exists is easy to show using the fact that PSL2(Z) acts properly discontinuous on H.

Let f0 : {1, . . . , n} → C be any function with
∑n
j=1 f0(j) = 0 which is not identically

zero and define f : H→ C by

f(z) =


f0(j), if z ∈ Gγ−1VjD,

−f0(j), if z ∈ Gαγ−1VjD,

0, otherwise.

Then it is easy to see that f is G-invariant, not identically zero, and that f ∈ L2
− (G\H).

Furthermore, if g ∈M0(G′) then

〈f, g|γ〉 =

n∑
j=1

(∫
γ−1VjD

+

∫
αγ−1VjD

)
fg|γdµ =

n∑
j=1

f0(j)

∫
VjD

gdµ

−
n∑
j=1

f0(j)

∫
αγ−1VjD

gdµ =

(∫
D

gdµ−
∫
γαγ−1D

gdµ

) n∑
j=1

f0(j) = 0,

where we used γαγ−1Vj ∈ G′γαγ−1. It follows that f is orthogonal to g|γ and from the
spectral expansion of f into a sum of Maass cusp forms it follows that all non-vanishing
terms must also be orthogonal to g|γ . Finally, by varying the set D we see that there must
be infinitely many linearly independent Maass cusp forms in the orthogonal complement
of the space γM0(G′).

While the previous Proposition gives a condition for a given orthogonal complement
to be infinite-dimensional there is in general no guarantee that the intersection of two
such spaces is infinitely dimensional. It is indeed not even clear whether the intersection
of all the orthogonal complements for a given supergroup G′ is infinite-dimensional in the
case when C(G′, G) is non-trivial. The following Proposition gives one condition under
which this is true (and this condition is satisfied by the first pair of groups in Table 1).
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Proposition 25. Let G be a noncongruence group and assume that there is an α as in
Theorem 23. Let G 6 G′ be a supergroup that satisfies

(a) α ∈ C(G′) and
(b) C(G′, G) = C(G′) (in other words, all conjugators of G in G′ normalize G′).

Then the orthogonal complement of the entire old space from G′:⋂
γ∈C(G′,G)

(γM0(G′))⊥

inM0(G) is infinite-dimensional.

Proof. With f(z) as in the proof of Proposition 24 but with γ = 1 we see that if δ ∈
C(G′, G′) then

〈f, gδ〉 =

n∑
i=1

fi

{∫
D

g(δViz)dµ(z)−
∫
D

g(δαViz)dµ(z)

}
= 0,

where we used the fact that δViδ−1 ∈ G′ and δαViα−1δ−1 ∈ G′.

In the cases where the last proposition applies we can now deal with the entire oldform
space from a given supergroup. When there are intermediate subgroups, i.e. G < G′ <
G′′ 6 PSL2(Z) then the situation is more delicate as it may happen that there are
oldforms from G′′ in G which are not oldforms on G′. It seems that the best result we
can achieve with this approach is the following theorem:

Theorem 26. Let G be a noncongruence subgroup and assume that there is an α as in
Theorem 23. If there is precisely one maximal supergroup, G′, which satisfy α ∈ C(G′),
C(G′, G) = C(G′) and for all intermediate subgroups G < G′ < G′′ 6 PSL2(Z) we have
C(G′′, G) = C(G′′, G′). Then the space of new Maass cusp forms on G, Mnew(G), is
infinite-dimensional.

Proof. This follows directly from the previous proposition since C(G′′, G) = C(G′′, G′)
implies that the component γM0(G′′) of the old space sum is contained inM0(G′).

This theorem can be viewed as a strengthening of a theorem by Venkov [71, Thm. 11.1]
in the special case of subgroups of the modular group. Venkov’s theorem requires n2 sym-
metries (generalized Hecke operators) if the number of cusps is n, while our theorem only
requires a single symmetry, but instead require that this is an involution and preserves
cusp classes. The above proof uses only elementary methods but is unable to yield quan-
titative results about distribution of eigenvalues. It should, however, be possible to apply
the Selberg trace formula to the modular correspondence given by α (as in [68]) to obtain
a Weyl’s law for L2

−(G\H) but we leave this approach for possible future work.
Using Theorem 26 together with the computation of subgroups, their symmetries and

sets of oldform maps we conclude the following Theorem:

Theorem 27. If G is a noncongruence subgroup of index at most 17, for which there
exists a reflectional symmetry which preserve the cusp classes of G then the space of new
Maass cusp forms on G is infinite-dimensional.
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Proof. We have verified the conditions of Theorem 26 for all subgroups up to and includ-
ing index 17 where there is a corresponding cusp preserving reflectional symmetry.

Remark 28. To provide context of the above theorem, there are 2528 conjugacy classes
of noncongruence subgroups of index at most 17. Out of these, 330 possess a reflectional
symmetry, of which only 28 do not preserve cusp classes. The theorem above therefore
shows that there are 302 noncongruence subgroups of index at most 17 with an infinite
number of new Maass cusp forms. Data up to index 11 is given in Table 2 and more data
can be obtained from [67] or directly from the author.

To use Theorem 26 we must find a permutation τ which conjugates the pair (σS , σR)
into (σ∗S , σ

∗
R) . Then we must find an A ∈ PSL2(Z) with φ(A)(1) = τ(1) and set α = JA.

We then need to check if α2 ∈ G, and if it is then we must also see how the various cusp
classes transform under α. To be certain that we actually prove existence of newforms
we must also investigate the possible supergroups between G and PSL2(Z).

Remark 29. It is easy to see that if α ∈ PGL2(Z) corresponds to the permutation τ
as above then α preserves the cusp classes of G if and only if τ preserves the cycles of
σT . Since conjugation with a permutation which fixes 1 preserves the group it is in fact
sufficient to require that τ(1) belongs to either the same cycle as 1 or to another cycle
of the same length as that containing 1 in σT .

There are two special cases, in which we can see the exact form of α and only have
to investigate the permutation of the cusp classes and possible supergroups.

Example 30. One example which we can easily check for is if G∗ = SGS, that is, if
α = SJ : z 7→ 1

z (a reflection in the unit circle). Since σR∗ = σSσ
2
RσS and σ∗S = σS it is

clear that we can make this choice of α if and only if (σS , σR) ∼1

(
σS , σ

2
R

)
.

Example 31. If G∗ = T−kGT k with k ∈ Z then we can take α as a reflection in the line
<z = k

2 , that is, α : z 7→ k − z. It is clear that α2 = 12 ∈ G. Here we write T k for the
map z 7→ z + k for any k ∈ R and observe that we can write α = T kJ where, as usual
J : z 7→ −z.

The last example is of particular importance since, first of all, it occurs in several
instances which we have checked, and second, it enables us to describe the Fourier ex-
pansions in more detail whenever such a symmetry is present.

6.3. Reflection in a vertical line
Let G 6 PSL2(Z), assume that G∗ = T−kGT k for some k ∈ Z and set α = T kJ . Let

h1 denote the width of the cusp ∞ and choose the cusp normalizing map σ1 : z 7→ h1z.
The Maass cusp form f ∈M0(G,R) now has the Fourier expansion at infinity

f1(z) = f(h1z) =
∑
n 6=0

c(n)κn(y; iR)e (nx) ,
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where we recall that κn(y; iR) is real. Applying the reflection α : z 7→ k − z we find that

(f |α)1(z) = f(k − h1z) =
∑
n 6=0

c(n)κn(y; iR)e (n(−x+ k/h1))

=
∑
n 6=0

c(−n)e (−nk/h1)κn(y; iR)e (nx) .

If we then apply complex conjugation, K : z 7→ z, written f |K(z) := f(z), we see that

(f |α|K)1 (z) := f (k − h1z) =
∑
n6=0

c(n)e (−nk/h1)κn(y; iR)e (2π|n|y) e (nx) .

There are thus two interesting involutions acting on M0(G,R): first α itself, which is
linear, and then αK which is anti-linear. It follows that α has eigenvalues in {±1} and
all eigenvalues of αK lie un the unit circle. For now assume, without loss of generality,
that f is normalized so that c (1) = 1. If c (1) = 0 the arguments below can of course be
used for any non-zero Fourier coefficient.

It is easy to see from the Fourier series above that if f(αz) = εf(z) with ε ∈ {±1}
then c(−n) = εc(n)e (nk/h1) for all n, and in particular

c (−1) = εe (k/h1) = εe
2πik
h1 . (15)

The cases ε = 1 and −1 are usually referred to as even and odd (with respect to α) in
analogue with the usual situation for congruence subgroups where we can always take
α = J . It follows that we can determine whether a Maass form is even or odd from the
Fourier coefficient c(−1).

Furthermore, if f |α|K = ηf then |η| = 1 and if c (n) 6= 0 then

c (n)/c(n) = e−2iArg(c(n)) = ηe (nk/h1) ,

where Arg denotes the principal branch of the argument. Setting n = 1 and using that
c(1) = 1 we see immediately that η = e (−k/h1) and thus, for any n with c (n) 6= 0

Arg (c(n)) = π (j + (1− n) k/h1) ,

for some integer j. This means in particular that a (n) = c (n) e ((n− 1) /(2h1)) is
a real number for all n. See, for instance, Figure 6 where plotted the real numbers
a(n) = c(n)e((n− 1)/16) for n in different congruence classes modulo 8.

If we know that there is a reflectional symmetry of the form indicated above we can
use this fact to reduce the computations of Maass cusp forms with general (complex)
Fourier expansions to computations where the unknowns are all real numbers. Another
possibility is to use these relations as additional checks that our computations are correct.
This is illustrated in Tables 3 to 6, where the relation c (−1) = ±e

2πik
h1 is used to provide

an additional indication of the error.
In Table 2 we indicate those subgroups which have a symmetry of the form α :

z 7→ k − z which preserves cusp classes by giving the value of k in the column kα. Al-
though we also found other types of symmetries, for instance of the form G∗ = AGA−1

26



where A is not of the form T k, these only appeared in cases where we also had a sim-
pler reflectional symmetry. Observe that even though both cycloidal and congruence
subgroups have new Maass cuspforms, they do not necessarily possess a reflectional sym-
metry. See for instance the group of signature (8; 0, 1, 2, 2) given by the permutations
σS = (1)(2)(3 4)(5 6)(7 8) and σR = (1 4 7)(2 6 8)(3)(5), which noes not have any
reflectional symmetry.

6.4. Explicit examples of subgroups with symmetries
In this section we will give explicit examples of subgroups where there is a symmetry

of the form α : z 7→ k− z, in other words, where G∗ = JGJ = T−kGT k for some integer
k. Cf. e.g. Example 31. As an illustration of the results we are using we provide a
few cases with complete details in how the symmetry acts and how it preserves the cusp
classes (or not).

To make it easier to refer to the groups in Table 2 we let Γ (h; g, κ, e2, e3;N, i) denote
the subgroup of signature (h; g, κ, e2, e3) and generalized level N given by the ith match-
ing entry in the table. This specification does indeed determine the group uniquely (and
independently of our table) since the conjugacy classes are ordered according to their
representatives, which are in turn ordered lexicographically in terms of the permutation
σR. More precisely the ordering is in terms of the representation of σR as a vector in
Zh, for instance σ = (1 2 5)(3)(4) ∼ (2, 5, 3, 4, 1) and τ = (1 2 3) (4 5) corresponds to
(2, 3, 1, 5, 4) which implies that τ < σ with respect to this ordering. However, observe
that the labelling clearly does depend on knowing all conjugacy classes of the given
signature.

To our knowledge, the only way to obtain a unique label which is independent of
knowing any other groups is to use the complete specification of the group, for instance
by giving both the permutations σS and σR. Alternatively, since we always fix the
permutation σS it is sufficient to specify the signature or e2, together with σT .

Example 32. Consider the group G = Γ (10; 0, 2, 2, 1; 8, 1) given by the permutations

σS = (1) (2) (3 4) (5 6) (7 8) (9 10) and σR = (1 2 5) (3) (4 7 9) (6 10 8)

and let h : PSL2(Z)→ S10 be the homomorphism defined by (σS , σR). Then

σT = φ(T ) = φ(SR) = σRσS = (1 2 6 9 3 4 8 5) (7 10)

and therefore the generalized level of this group is 8. It easy to see that σR∗ = σSσ
2
RσS =

(1 6 2) (3 10 8) (4) (5 7 9) and if we set τ = (1 2)(3 4)(5 6)(7 10)(8 9) then τ−1σSτ = σS
and τ−1σRτ = σR∗ . Hence, by Theorem 9 it follows that G∗ and G are conjugate
in PSL2(Z). Since τ (1) = σT (1) = 2 we conclude with the help of Theorem 8 that
G∗ = T−1GT or in other words TJGJT−1 = G. As the associated symmetry we
can choose α = TJ : z 7→ 1 − z, which is a reflection in the line x = 1

2 . The cusp
representatives are p1 =∞ and p2 = 3. Now α (∞) =∞ and α (p2) = −2. It is easy to
verify that the matrix

B =

(
−3 11
1 −4

)
= T−2STST−3

belongs to G by computing the associated permutation

h (B) = σ−2
T σSσTσSσ

−3
T = (1) (2 5 7)(3 9 4) (6 10 8) ,
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which clearly fixes 1. Furthermore B (3) = −2 so 3 and −2 belong to the same cusp class
and hence α preserves cusp classes. As mentioned in Remark 29 above, we can in fact
see this directly from the permutation τ since it preserves the two cycles of σT . In this
case any α-odd newform f on G must have c(−1) = −e 2πi

8 , which is consistent with our
experimental findings. See e.g. Table 6.

Example 33. Consider the group G = Γ (10; 0, 3, 0, 1; 20, 1) given by the permutations

σS = (1 2)(3 4)(5 6)(7 8)(9 10), and σR = (1)(2 3 5)(4 6 7)(8 9 10)

with σT = (1 3 6 2)(4 5 7 9 8)(10). Then σR∗ = (1 6 4)(2)(3 8 5)(7 9 10) and as in
the previous example we see that if τ = (1 2)(6 3)(5 4)(7 8)(9)(10) then τ−1σSτ = σS
and τ−1σR∗τ = σR. Since τ(1) = σ3

T (1) = 2 we conclude that G∗ = T−3GT 3 and hence
G has a symmetry of the form α : z 7→ 3 − z, a reflection in the line x = 3/2. Since τ
preserves the cycles of σT it follows that α preserves all cusp classes (this can of course
be verified directly as in the previous example). In this case an α-odd newform f on G
must have c(−1) = −e 3πi

4 , which agrees with the experiments See e.g. Table 6.

Example 34. Now, as an example of a group without any newforms (according to the
computations) consider the group G = Γ (10; 0, 3, 0, 1; 8, 1) given by

σS = (1 2)(3 4)(5 6)(7 8)(9 10) and σR = (1)(2 3 5)(4 7 8)(6 9 10),

with σT = (1 3 7 4 5 9 6 2) (8) (10). Then σ∗R = (1 6 4) (2) (3 7 8) (5 9 10) and it is easy
to check that τ = (1 2) (6 3) (5 4) (7 9) (8 10) conjugates the pairs (σS , σR) and (σS , σR∗),
and hence that G and G∗ are indeed PSL2(Z) conjugate. More precisely G∗ = T−7GT 7.
The corresponding symmetry we obtain is α : z 7→ 7− z.

As cusp representatives for G we can choose p1 = ∞, p2 = 2 and p3 = −3. Since
α(2) = 5 = −3 + 8 and T 8 ∈ G it follows that α permutes the cusp classes of p2 and p3.
This can of course be seen directly since τ interchanges the cycles (8) and (10) in σT .

In this case, using the same algorithm as for the other groups, we found no Maass
cusp forms with spectral parameters up to R = 20, except for oldforms from PSL2(Z).

Example 35. Consider the cycloidal group G = Γ (10; 1, 1, 0, 1; 10, 1) given by

σS = (1 2)(3 4)(5 6)(7 8)(9 10) and σR = (1)(2 3 5)(4 7 9)(6 8 10),

with σT = (1 3 7 10 4 5 8 9 6 2). The permutation τ = (1 2)(3 6)(4 5)(7 9)(8 10) con-
jugates (σS , σR) and (σS , σR∗). Hence G∗ = T−9GT 9 and we can take the symmetry
α : z 7→ −z + 9, which clearly also preserves the cusp. Any α-odd function f on G will
have Fourier coefficient c(−1) = −e 9πi

10 , and any α-even function will have c(−1) = e
9πi
10 .

Experimentally we found both odd and even newforms on this group! Cf. Table 5.

Example 36. As example of a group without reflectional symmetry consider G =
Γ(7; 0, 1, 3, 1) given by

σS = (1)(2)(3)(4 5)(6 7), σR = (1 2 6)(3 5 7)(4) and σT = (1 2 6 3 5 5 7) .

We have σR∗ = (1 7 2)(3 6 4)(5) and if τ ∈ S7 conjugates (σS , σR) into (σS , σR∗) then
τ preserves the cycles of σS and in particular it must permute the 1-cycles (1), (2), (3)
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and the 2-cycles (4 5) and (6 7), each amongst themselves. Since it must also map 4 to 5
it follows that τ = τ ′(4 5)(6 7) where τ ′ ∈ S3. Since τ(6) = 7 it follows that τ must map
the 3-cycle (1 3 6) to (1 7 2) and hence τ(1) = 2, τ(2) = 1 and thus τ(3) = 3 so that
τ = (1 2)(3)(4 5)(6 7). However, it is now clear that τ maps the cycle (3 5 7) to (3 4 6)
and not (3 6 4). It follows that G and G∗ are not conjugate.

7. Notes on the Algorithms

Since one of the main goals is a systematic investigation of discrete eigenvalues for
noncongruence subgroups of the modular group we must first construct a table of such
groups. The number of congruence subgroups is asymptotically much smaller than the
number of noncongruence groups but despite their abundance no systematic tabulation
of them has appeared in the literature. In contrast, for congruence subgroups, there exist
extensive tables, for instance by Cummins and Pauli [13].

7.1. Algorithms for tabulating subgroups
Since the spectrum of the Laplacian is invariant under conjugation by PGL2(Z) we

only need to find Maass forms for one representative per conjugacy class.
Let h be a positive integer. We know from Theorem 8 that subgroups of index h

in PSL2(Z) (up to conjugation) correspond to equivalence classes of legitimate pairs
(σS , σR) in Sh.

From a computational point of view the hardest part is to first filter the list of all
legitimate pairs into representatives modulo 1 and then into Sh-conjugacy classes. It is
well-known that conjugacy in Sh is simply determined by the cycle structure but since
we need to conjugate both σS and σR the problem is much more delicate. To simplify
the first problem of finding representatives modulo 1, in other words, we want a unique
permutation per group, we first of all fix the permutation σS uniquely. More precisely, we
always assume that σS = (1) · · · (e2)(e2 + 1 e2 + 2) · · · (h−1 h) where e2 is the number of
fixed points of σS . Let Sh,σS denote the stabilizer of σR in Sh. Given such a σS we then
choose σR such that it is the lexicographically smallest possible permutation in Sh,σS ,
which is of order 3, has e3 fixed points, and such that σS and σR acts transitively on
{1, 2, . . . , h}. To a large extent these choices can be made explicitly and we can use this
to obtain a single example of a subgroups with a given signature. For h = 96 this takes
a few days on an Intel Xeon 2GHz.

The second step involves taking the list of all pairs corresponding to a given signature
and see which of these are conjugate to each other. This is much more time consuming
and except for specifying that e.g. 3-cycles maps to 3-cycles and 1-cycles to 1-cycles it
seems hard to avoid to iterate over (most of) Sh,σS .

To generate all elements of Sh is relatively fast for modestly large h (say h ≤ 17), and
there exist a number of fast algorithms to choose from, cf., e.g. [27]. However, except for
a few signatures of index 18 we have only been able to completely partition subgroups
into conjugacy classes up to index 17. Given a list of non-conjugated legitimate pairs we
use Hsu’s theorem to identify congruence subgroups.
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8. On the computation of Maass forms for general subgroups

The algorithm which we use to compute Maass forms and Eisenstein series was orig-
inally developed by Dennis A. Hejhal (based on an idea of Harold Stark) for computing
Maass cusp forms on Hecke triangle groups [22, 23]. Subsequently this algorithm was
adapted by the author to other Fuchsian groups, non-trivial weights and multiplier sys-
tems and even harmonic weak Maass forms [12, 64, 65]. It was also generalized by Helen
Avelin to compute Eisenstein series and Green’s functions [5, 6]. In another direction,
Holger Then adapted the algorithm in a very efficient manner to enable computation
of Maass cusp forms with large eigenvalues for Fuchsian groups with one cusp [29, 69].
Even though the algorithm is described in several of the above cited sources we will nev-
ertheless include a comprehensive overview here for the sake of completeness and because
there are some delicate points that needs to be stressed.

8.1. Background
Let G be a subgroup of index h in PSL2(Z) and assume that all notation, unless

otherwise mentioned, is as in Sections 2 and 3. We assume for simplicity that the
coset representatives {Vi} ' G\PSL2(Z) are chosen so that the fundamental domain
FG = ∪ViF1 has vertices exactly at the cusp representatives p1, . . . , pv∞ . For the cusp pj
with width hj we choose the cusp normalizer Nj with Nj(∞) = pj of the form Nj = Ajρj
with Aj ∈ PSL2(Z), ρj : z 7→ hjz and N−1

j Sj = T where Sj is a generator of Gpj , the
stabilizer of pj . Let hmax denote the maximum cusp width and set Y0 =

√
3/(2hmax).

8.2. Setting up the system of equations
Let f ∈ M0 (G,R) be a Maass cusp form for G with spectral parameter R. The

Fourier expansion of f at the cusp pj is now of the form

fj (z) = f(Njz) =
∑
n 6=0

cj (n)κn(y; iR)e (nx) , (16)

which in particular has period 1. Let ε > 0 be fixed and define a function M : R+ → N
such that for all indices j and all z with =(z) ≥ Y we have the approximation

fj (z) = f̂j(z) + JεK , (17)

where we write JεK for an unknown quantity absolutely bounded by ε and let

f̂j(z) =
∑

0<|n|≤M(Y )

cj (n)κn(y; iR)e (nx) . (18)

That such an M exists follows from the rapid decay of the K-Bessel function and the
fact that the Fourier coefficients are asymptotically bounded by cj(n) = O(

√
n) with an

implied constant depending on R and G. We define the function I : H → {1, . . . , v∞}
by I(z) = k where k is the smallest integer with =(N−1

k z) = maxj =(N−1
j z).

LetM0 = M(Y0), chooseQ > M0+10 and Y < Y0 and consider the set {zm}1−Q≤m≤Q
of equally spaced points along a horocycle at height Y , where zm = xm + iY with
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xm = (m − 1/2)/(2Q). Viewing the truncated series f̂j as a discrete Fourier transform
and applying Fourier inversion over the horocycle we immediately find that

cj(n)κn(Y ; iR) =
1

2Q

Q∑
1−Q

fj(zm)e(−nxm) + JεK .

By using the G-invariance of f we can transform this into a non-trivial linear system of
equations for the Fourier coefficients. Let wm,j = γj,mNjzm ∈ FG be the pullback of
Njzm into the fundamental domain with γj,m ∈ G and set z∗m,j = N−1

I(m,j)wm,j = x∗m,j +

iy∗m,j , where I(m, j) = I(wm,j). It is then immediate to check that fj(zm) = fI(m,j)(z
∗
m,j)

and since y∗m,j ≥ Y0 > Y it follows that

cj(n)κn(Y ; iR) =
1

2Q

Q∑
1−Q

f̂j(z
∗
m,j)e(−nxm) + J2εK .

Inserting the Fourier series for f̂j(z∗m,j) and subtracting the right hand side we obtain an
“approximately homogeneous” linear system of equations

v∞∑
i=1

∑
0<|l|≤M(Y )

ci(l)V
ji
nl = J2εK (1 ≤ j ≤ v∞, 0 < |n| ≤M(Y )), (19)

where the matrix coefficients are given by

V jinl =
1

2Q

∑
I(m,j)=i

κl(y
∗
m,j ; iR)e

(
lx∗m,j − nxm

)
− δijδnlκn(Y ; iR).

If the parameters Y and M are appropriately chosen then the system (19) turns out to
be well-conditioned. The choice of parameters is a very delicate process which is best
performed using an initial theoretical choice combined with automated adjustments.
Initial choices given by the discussions in e.g. [29] and [23] applies here as well, after
obvious modifications. One of the key observations is that the K-Bessel function KiR(x)
is oscillating in the region x < R and monotonic decreasing for x > R (see e.g. [14,
Vol II, pp. 87–88]). A good set of initial parameters involves choosing M0 such that
2πM0Y0 > max(R, 1) and |KiR(2πY0M0)| < εmin(1,KiR(R)). To ensure that the system
is well-conditioned we would also like to choose Y such that KiR(2πY n) is not too small
for 1 ≤ n ≤ M0. Although it is difficult to predict exactly which parameters will give a
well-conditioned system the numerical experiments indicate that it is only necessary to
adjust the values of Y and M0 a small number of times. A robust algorithm for choosing
good parameters is given for instance by Algorithm 12 in [29]. To demonstrate how the
choice of Y affects the conditioning of the system and and the need to decrease Y if a
larger number of coefficients are needed see the following example.

Example 37. Consider the full modular group and R = 12.1730083246796778. With
M0 = 22 and Y = 0.866 the matrix V has condition number c(V ) = 1432 and with
Y = 0.13 the condition number is instead c(V ) = 114. In terms of the solution vectors
we obtain the tentative Fourier coefficients c(21) = 316.26 + 7.91i in the first case and
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c(21) = −0.538592697732250−3.7 ·10−16i in the second. In the latter case the coefficient
values are also found to satisfy a multiplicative relation |c(21)−c(7)c(3)| < 5·10−14 while,
in the first case |c(21)− c(7)c(3)| > 316.

A further complication which appear in the current setting is the we need to make
sure that the pullbacks involve all generators of the group, ideally in similar proportions.
In the case of the modular group and Hecke triangle groups this is always the case as
long as Y < Y0 but in general the situation is less clear. For a condition which is easy to
check numerically (a posteriori) see Section 8.6.

By arranging all the coefficients cj(n) into a vector, C, and the V ijnl into a matrix
V := V (R, Y ) we see that the coefficients of the Maass cusp form f satisfy an equation
of the form

V C = J2εK . (20)

8.3. Normalizing the linear system
The right hand side of (20) is (of course) unknown and we must instead solve the

corresponding homogeneous system V C = 0. Since the matrix V will generally have
full rank if computed to sufficiently high precision it is necessary to make some further
assumptions to ensure the existence of non-trivial solutions. One such assumption, which
is immediately satisfied by newforms on congruence subgroups, is to assume that c1(1) =
1. This leads to an inhomogeneous equation

V ′C = −c1(1)B′ = −B′, (21)

where B′ is the column of V corresponding to c1(1) and V ′ is simply V with this column
removed. We also remove a row from both V ′ and B′ to ensure that the coefficient matrix
of (21) is square. Experimentally we have found that the assumption c1(1) = 1 works in
all cases when the multiplicity of the corresponding Laplace eigenvalue is 1.

8.4. Multiple eigenvalues.
In case the multiplicity is greater than 1 it is also possible to prescribe more coeffi-

cients. For example, in the case of an oldform on Γ0(2) where we know that the multi-
plicity is 2 (assuming that the multiplicity is one on PSL2(Z)) we can obtain a basis by
using the two normalizations {c1(1) = 1, c1(2) = 0} and {c1(1) = 0, c1(2) = 1}. In this
manner it is possible to use the same methods to locate eigenvalues of higher multiplicity.
Note that c1(2) = 0 for a newform on Γ0(4) and in general some care has to be taken
to choose appropriate coefficients. When searching for eigenvalues for non-congruence
subgroups we usually use this method (with varying sets of Fourier coefficients) to check
for eigenvalues of multiplicity up to at least 3.

There is of course another natural approach to investigate existence of possibly mul-
tiple eigenvalues, namely to use the singular value decomposition of the matrix V . Since
we are working with numerical approximations a more appropriate measure of the di-
mension of the kernel is given by the singular value decomposition. We can, for instance,
count the number of singular values less than some given small positive δ. This will addi-
tionally give us an idea of what the multiplicity of the corresponding Laplace eigenvalue
should be.
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Example 38. Consider the spectral parameter R = 13.7797513518907 which corre-
sponds to an even Maass cusp form for the full modular group (this is correct to all
decimals given as verified by Andreas Strömbergsson using the methods of [11]). Setting
M0 = 10 and Y0 = 0.86 and applying the algorithm to the modular group we obtain a
21× 21 matrix Ṽ (R, Y0). Note that this matrix also contains a row and a column which
are identically zero, corresponding to the constant coefficient. This is included in the
implementation to make it easier to adapt the algorithms to Eisenstein series and weak
Maass forms. The first few singular values, listed in order of increasing magnitude are
s1 = 0, s2 = 2 ·10−14 and s3 = 2 ·10−5. The same setup, but for Γ0(2), results in a 42×42
matrix with singular values s1 = s2 = 0, s3 = 1 · 10−14, s4 = 2 · 10−14 and s5 = 4 · 10−2.

8.5. Identifying genuine spectral parameters.
It is still the case that if C is a vector of coefficients for a Maass cusp form with

spectral parameter R such that c1(1) = 1 then C (without c1(1)) will satisfy (21) up to
an error of magnitue 2ε but the converse is clearly not true since (21) will (in general)
have a unique solution for any choice of parameters R and Y . One of the main problems
in this area of research is to identify which (if any) such solutions correspond to genuine
Maass cusp forms. In other words, given a tentative set of parameters Y, R and a solution
C to (21) we would like to assert whether or not R is close to a true spectral parameter
and the solution vector is close to the corresponding Fourier coefficients.

In certain cases it is indeed possible to give a rigorous qualitative answer to this ques-
tion. An algorithm for this was proposed and implemented by Booker, Strömbergsson
and Venkatesh for the full modular group [11]. There are two major obstacles for extend-
ing this method to other groups. The first, and most important for our setting, is that it
relies on the existence of Hecke operators for eliminating the continuous spectrum. The
second obstacle is that it is necessary to write down explicit estimates for Taylor series
along arcs corresponding to generators. While this is in principle possible to do for any
given subgroup of the modular group it is a tedious process which seems to be difficult
to automate.

An alternative approach for certifying the spectrum of hyperbolic surfaces was devel-
oped by Strohmaier and Uski [62]. Unfortunately their method only applies to compact
surfaces and it is not immediately clear how to adapt it to more general surfaces with
cusps. While it might be possible to incorporate parts of their algorithm into the frame-
work of [11] to alleviate the burden of writing down the explicit estimates it would still
be necessary to deal with the continuous spectrum.

The above can be summarized as saying that as far as the author is aware, there are
currently no methods for rigorously verifying discrete eigenvalues of the Laplacian in the
presence of continuous spectrum unless that spectrum can be described explicitly and
isolated by, for instance, using Hecke operators.

Since rigorous arguments are not available we instead use a number of heuristic tests
to determine whether a given solution to (20) corresponds to a genuine Maass cusp form
or not. This problem is discussed in detail in most articles where this method is used to
compute Maass cusp forms, see for instance [22, 23, 29, 65, 69]. One potential method,
which has been employed in the computations discussed here is the following. For a given
R > 0 choose two different values Y1 and Y2 both less than Y0. Then compute the two
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non-zero solution vectors C(Y1, R) = {ci(n)} and C ′ = C(Y2, R) = {c′i(n)} and set

φ(R) =
∑
j∈J

εj |c1(j)− c′1(j)|

for some index set J (for instance J = {2, 3, 4}) where εj ∈ {±1} are suitably chosen. It
follows that φ(R) will be close to zero if R is close to a genuine spectral parameter and
furthermore, if the signs εj are chosen appropriately then φ(R) will change sign close
to true eigenvalues. It is thus possible to use, for instance, the secant method to locate
zeros of h and hence find a set of potential eigenvalues in an interval. Experimentally we
find that using a single pair Y1 and Y2 still result in sporadic solutions. It is therefore
necessary to use at least one more heuristic test, for instance using another pair of Yis
or one of the following:

(a) Compare Fourier expansions at different cusps. For congruence subgroups Atkin–
Lehner theory implies that we can assume that there exists a basis which satisfy
c2(n) = ±c1(n) (assuming p2 = 0). For certain noncongruence subgroups there
are similar relations, which can be expressed as c2(n)/c2(1) = ±c1(n) for some
particular choices of ns.

(b) If the group has a reflectional symmetry of the type discussed in Section 6.3 then
we can compare c1(−1) with the expression given by (15).

(c) An extremely reliable test which, unfortunately, only applies to congruence sub-
groups is to check multiplicativity of Fourier coefficients coming from Hecke oper-
ators, e.g. c1(2)c1(3) = c1(6).

(d) Verify that the function defined through the expansions (18) with the computed
coefficients is (approximately) invariant under the generators of G.

Although tests of the form (b) involving only a single coefficient will result in many
sporadic solutions it is a very useful measure of the potential accuracy when combined
with other tests. This is illustrated in Tables 3 – 10.

Although this argument is still completely heuristic it seems that the sporadic solu-
tions for different pairs of Yi (or other tests) are independent enough that two pairs are
sufficient to eliminate all potential “false” eigenvalues.

Given the striking “near-zero” singular values in the example above it is also tempting
to try to use the singular values to detect Laplace eigenvalues. Unfortunately this is
extremely inefficient both because of the number of arithmetic operations needed to
compute singular values and also because these appear to be very sensitive to changes
in the parameters. For instance, with R as in the example and R′ = R + 1 · 10−4 we
obtain the singular values s′1 = 0, s′2 = 1.7 · 10−5 and s′3 = 1.8 · 10−5. It is in other
words necessary to use a finer resolution than 10−4 to distinguish potential eigenvalues.
Incidentally we have also found that there will be a number of sporadic values of R for
which the first non-zero singular value will be very small compared to the next larger.

8.6. Pullback
The existence of an efficient pullback algorithm which, given a z ∈ H finds a map

g ∈ G with gz ∈ FG is essential. It is easy to see that a reduction using the generators
S : z 7→ −1/z and T : z 7→ z + 1 of Γ where, in each step, S, T or T−1 is applied
depending on whether |z| < 1, <z < − 1

2 or > 1
2 , produces a map γ ∈ Γ with γz ∈ FΓ in
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a finite number of steps. It is then simply a matter of identifying the coset in G\Γ such
that γ−1 ∈ GVj . In this case g = γ−1V −1

j ∈ G and gz ∈ Vj(FΓ) ⊆ FG.
For the system (20) to correspond to Maass cusp forms for the correct group it is

important that the collection of pullbacks involve all generators of the group. It is easily
seen that this will be the case if we involve all cosets, a condition which is much easier
to verify.

8.7. Eisenstein series and Scattering matrix
It is not hard to modify the above method for computing Maass cusp forms to instead

compute the Eisenstein series Ep(z; s) for a cusp p and fixed s and we will briefly indicate
the necessary modifications. More details can be found in e.g. [5]. It is clear from the
Fourier expansions (2) and (3) that we need to introduce constant terms

cpi(0; y; s) = δpiy
s + ϕpi(s)y

1−s

in all steps. Treating ϕij(s) as a variable and ys as a constant and repeating the above
leads to an inhomogeneous equation of the form

V C = W + J2εK ,

where C = (Cjn) is the vector of coefficients, Cjn = cpj(n; s) if n 6= 0 and Cj0 = ϕpj(s).
The matrix coefficient are given by

V jinl =
1

2Q

∑
I(m,j)=i

κl(y
∗
mj ; s− 1/2)e(lx∗mj − nxm)− δnlδijκn(Y ; s− 1/2)

where κn(y; s − 1/2) =
√
yKs−1/2(2π|n|y) if n 6= 0 and κ0(y; s − 1/2) = y1−s. The

coefficients of the right hand side are then

W ji
l = δpj

1

2Q

Q∑
m=1−Q

(y∗m)se−2πinxm

and since this is in general non-zero we find that (8.7) can be solved immediately without
having to introduce any normalizations. It is important to once again remark that in
general neither the constant term nor the other coefficients are known explicitly. Al-
though the rapid decay of the K-Bessel function turns out again to sufficient to show
that there exists a suitable truncation point M0 = M(Y0) for any fixed s = σ + it the
situation is more delicate here since the coefficients can grow exponentially. From [21,
Section 6.12] we know that if 1/2 ≤ σ ≤ 3/2 and s is bounded away from the residual
spectrum then ϕpi(s) = O(1) and cpi(n;σ + it) = Ot(e

3|t|+Y0π|n|/4) where Ot indicates a
constant depending on both t and the group. More precisely, this constant depends on
the zeros and poles of ϕ(s).

It is clear that by setting up the system (8.7) simultanously for all Eisenstein series
it is now possible to compute the scattering matrix Φ(s) as the matrix of all ϕji(s) and
thus, in particular to find its poles and zeros numerically.
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9. Completion of data

In addition to locating and certifying potential eigenvalues it is also important to
determine whether a list of such computed eigenvalues is complete or not. In Section
4 we briefly described how this could potentially be achieved rigorously using Turing’s
method, as done by Booker and Platt [10] for the modular group. Unfortunately, in
the general subgroup case there are several obstacles to this and we have to settle for
a heuristic version. With notation as in Theorem 4 let Nexp(T ) be the numerically
computed total discrete counting function N(T ) + Nres + Nexc, Mexp(T ) a computed
approximation of M(T ) and set

E(T ) = Nexp(T ) +Mexp(T )− h

12
T 2 +

e∞
π
T log(2T/e)− cG, (22)

where

cG = −h 1

144
+ e2

1

8
+ e3

2

9
− e∞

1

4
+
C

2
and C =

1

2
Tr (1− Φ(1/2)) .

It is important to note that, in contrast to [29] and [10], we do not only need to
compute the number of Maass cusp forms, but also the winding number and the number
of exceptional and residual eigenvalues. Indeed, even the constant cG, or more precisely,
Φ(1/2), needs to be computed numerically. It follows directly from the functional equa-
tion (cf. e.g [21, p. 296]) that Φ(1/2)2 = 1 and hence Φ(1/2) is a diagonal matrix with
entries ±1. In the case of Γ0(N) for square-free N it can be shown that Φ(1/2) = −1.
See e.g. [21, Prop. 4.8 (p. 536)]. By using the algorithm described in Section 8.7 we
found numerically that Φ(1/2) = −1 (up to an error of magnitude 10−16 using double
precision) for all subgroups in the database, and in particular for all subgroups of index
less than or equal to 17.

The function E(T ) can now be used as follows to verify (heuristically) the complete-
ness of a given list of tentative eigenvalues. Assuming that the list is complete (including
exceptional and residual eigenvalues) we expect E(T ) to behave like S(T ) + g(T ), in
other words it should oscillate around zero and the average should satisfy

〈E(T )〉 =
1

T

∫ T

0

E(t)dt = O
(
(lnT )−2

)
as T →∞.

In case there are eigenvalues missing from the list we instead expect an oscillation around
the negative integer Nexp(T ) − N(T ). For instance, a single missing eigenvalue would
result in an oscillation around −1.

Unfortunately this argument is not as easy to apply here as in e.g. [29] since it is
impossible to distinguish between a missing discrete eigenvalue and a missing complete
“turn” of the winding number. This phenomenon will be illustrated with an example in
Section 10.4.

To computeMexp(T ) numerically we expressM(T ) as 1
2π∆T

0 Argϕ(1/2+ it), in other
words, as the change in argument of the scattering determinant ϕ(1/2 + it) as t ranges
between 0 and T . It is then straight-forward to evaluate ϕ(1/2 + it) over a set of grid
points t0 < t1 < · · · < tk and add up the changes in argument. The main difficulty here
is that the argument changes very rapidly in the presence of zeros and poles close to the
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half-line (see Table 8). It is therefore necessary to adopt an adaptive approach where the
step size is made smaller and smaller until the averages of E(T ) agree with predictions. If
this does not occur then it might also be necessary to revisit the eigenvalue computation.

9.1. Implementation
All of the algorithms for working with Maass forms and subgroups of the modular

group are implemented in Python with critical parts written in Cython and tied together
with an interface based in Sage [59]. Some of the parts which were originally implemented
by the author (in Fortran or Cython) are now implemented in GAP [18] and available
through the Sage interface. For instance, the calculation of supergroups through block
systems is now available Sage for subgroups of the modular group using GAP.

All source code used for computations in this paper is freely available in the GitHub
repository [60] which contains a large number of algorithms by the author and others,
for computing with different types of automorphic forms. A collection of examples and
data relevant to the current paper can be found in [67].

10. Numerical Results and Conclusions

To conclude this paper we will give examples of computed data which illustrates key
points from the previous sections.

10.1. Subgroups
Table 2 contains lists of specifications of conjugacy classes of subgroups of PSL2(Z)

of index less than or equal to 11. The choice of including indices only up to 11 is simply
motivated by the fact that printed the tables soon becomes unwieldy. A table with a
complete classification of conjugacy classes up to index 17 as well as a selection of classes
with index 18 are available at [67], which also contain information about how to work
directly with a database of subgroups.

The structure of the table is as follows: we first list the index h and then the signature
(h; g, e∞, e2, e3) followed by a fixed permutation σS which corresponds to the element
S ∈ PSL2(Z) and has e2 fixed points. Following this we give a list of rows corresponding
to representatives of PGL2(Z)-conjugacy classes of subgroups with the given signature
and the choice of conjugate given by the permutation σS . For each such subgroup G we
give the permutations σR and σT . In addition we also provide the columns N, |(G)| and
hG, kG, C, nsup and 〈σS , σR〉. Here N is the generalized level, |(G)| is the number of
elements in the PSL2(Z) conjugacy class of G and hG = 1 if G∗ = JGJ belongs to (G),
otherwise hG = 2. If G∗ = T−kGT k then kG = k if JT−k preserves the cusp classes,
kG = k∗ if it does not, and otherwise the field is left empty. In the C-column we write
“C” if the conjugacy class corresponds to a congruence subgroup and nsup is the number
of supergroups. The final column, labelled 〈σS , σR〉 contains the common name, if it exist
for the subgroup of Sh generated by σS and σR. Note that this group is also isomorphic
to the quotient PSL2(Z)/GN , where GN is the maximal normal subgroup of G. Most of
these quotients are given by groups in standard notation, Sn, An, PSLp(q), GLp(q) etc.
The groups without a simple description, or if that description is too long, are described
by their identifier in the GAP small group database [18]. The group Gapm,n has order
m and the index in the database is n. It can be retrieved from the command line in
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GAP as “SmallGroup(m,n)”. In some of the cases where a simple structural definition
is available we provide this as well.

The existence of a reflectional symmetry α in the sense of Proposition 23 is indicated
in the table by the fact that the PSL2(Z) and PGL2(Z) conjugacy classes coincide, in
other words that hG = 1 and that kG is not empty. Note that if hG = 1 but kG is empty
then the map which conjugates G into G∗ does not preserve the cusp classes.

As an independent verification that we have at least been able to obtain the correct
number of classes and subgroups we compare with the total number, nh, of subgroups of
a given index h, which can be computed using the recursive formula

nh = 4nh−3 +2nh−4 +(h−3)nh−6−2nh−7− (h−6)nh−9 +

h−7∑
i=1

nh−6−ini−
h−10∑
i=1

nh−9−ini

given in [20] together with the initial values ni = 1, 1, 4, 8, 5, 22, 42, 40, 120 (1 ≤ i ≤ 9).
This gives ni = 265, 286, 764, . . . for i = 10, 11, 12, . . . and these numbers indeed agree
with the count from the table up to index 17. When referring to a particular group in the
tables we use the notation Γ (h; g, κ, e2, e3;N, i) to denote the ith subgroup of signature
(h; g, κ, e2, e3) and level N in order of appearance in Table 2. In case there is only one
matching group the index i is omitted. If we want to refer to a subgroup not in the tables
then we give the signature, together with the permutation σT where it is assumed that the
corresponding σS is normalized to have the form (1)(2) · · · (e2)(e2 + 1 e2 + 2) · · · (h−1h).

To illustrate how permutations correspond to subgroups we include figures of funda-
mental domains for groups of index 7. In Figure 1(a) we see a fundamental domain for
the group Γ(7; 0, 2, 1, 1; 6) and from Table 2 we see that the corresponding permutation
for T is σT = (1 3 2 4 6 5)(7) which is also clearly seen in the figure. If we reflect this
group then we obtain a group with σ∗T = (1 5 6 4 2 3)(7) which is also visible in Figure
1(b). Observe that the standard fundamental domain for PSL2(Z) is the copy labelled
with 1 and this is the copy with center along the imaginary axis. Similar correspondences
between fundamental domains and permutations can be seen in Figures 1(c) and 1(d).

µ (µ; g, κ, e2, e3) σS
σR σT N |(G)| hG kG C nsup 〈σS , σR〉

2 (2; 0, 1, 0, 2) (1 2)
(1)(2) (1 2) 2 1 1 0 C 0 S2

3 (3; 0, 1, 3, 0) (1)(2)(3)
(1 2 3) (1 2 3) 3 1 1 0 C 0 A3

(3; 0, 2, 1, 0) (1)(2 3)
(1 2 3) (1 2)(3) 2 3 1 0 C 0 S3

4 (4; 0, 1, 2, 1) (1)(2)(3 4)
(1 2 4)(3) (1 2 4 3) 4 4 1 1 C 0 S4

(4; 0, 2, 0, 1) (1 2)(3 4)
(1)(2 3 4) (1 3 2)(4) 3 4 1 2 C 0 A4

5 (5; 0, 1, 1, 2) (1)(2 3)(4 5)
(1 3 5)(2)(4) (1 3 2 5 4) 5 5 1 0 C 0 A5

6 (6; 0, 1, 0, 3) (1 2)(3 4)(5 6)
(1)(2 4 6)(3)(5) (1 4 3 6 5 2) 6 2 1 1 C 1 C3 × S3

(6; 0, 1, 4, 0) (1)(2)(3)(4)(5 6)
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(1 2 5)(3 4 6) (1 2 5 3 4 6) 6 3 1 1 C 1 C2 ×A4

(6; 1, 1, 0, 0) (1 2)(3 4)(5 6)
(1 3 5)(2 4 6) (1 4 5 2 3 6) 6 1 1 0 C 2 C6

(6; 0, 2, 2, 0) (1)(2)(3 4)(5 6)
(1 2 3)(4 5 6) (1 2 3 5 4)(6) 5 6 1 1 C 0 A5

(1 3 5)(2 4 6) (1 3 6)(2 4 5) 3 3 1 0 C 1 A4

(1 3 5)(2 6 4) (1 3 2 6)(4 5) 4 3 1 0 C 1 S4

(6; 0, 3, 0, 0) (1 2)(3 4)(5 6)
(1 2 3)(4 5 6) (1 3 5 4)(2)(6) 4 3 1 0 C 1 S4

(1 3 5)(2 6 4) (1 6)(2 3)(4 5) 2 1 1 0 C 4 S3

7 (7; 0, 1, 3, 1) (1)(2)(3)(4 5)(6 7)
(1 2 6)(3 5 7)(4) (1 2 6 3 5 4 7) 7 7 2 C 0 PSL2(7)

(7; 0, 2, 1, 1) (1)(2 3)(4 5)(6 7)
(1 3 4)(2)(5 6 7) (1 3 2 4 6 5)(7) 6 7 2 0 Gap42,1
(1 4 6)(2)(3 5 7) (1 4 7)(2 5 6 3) 12 7 1 0 0 S7

(1 4 6)(2)(3 7 5) (1 4 3 2 7)(5 6) 10 7 1 0 0 S7

8 (8; 0, 1, 2, 2) (1)(2)(3 4)(5 6)(7 8)
(1 2 7)(3)(4 6 8)(5) (1 2 7 4 3 6 5 8) 8 8 1 1 0 PSL3(2)nC2

(1 4 7)(2 6 8)(3)(5) (1 4 3 7 2 6 5 8) 8 4 2 C 1 GL2(3)
(1 4 7)(2 8 6)(3)(5) (1 4 3 7 6 5 2 8) 8 8 1 6 0 PSL3(2)nC2

(8; 0, 2, 0, 2) (1 2)(3 4)(5 6)(7 8)
(1)(2 4 5)(3)(6 7 8) (1 4 3 5 7 6 2)(8) 7 8 1 1 C 0 PSL2(7)
(1)(2 5 7)(3)(4 6 8) (1 5 8 2)(3 6 7 4) 4 4 1 3 C 2 S4

(1)(2 5 7)(3)(4 8 6) (1 5 4 3 8 2)(6 7) 6 4 1 2 C 2 C2 ×A4

9 (9; 1, 1, 1, 0) (1)(2 3)(4 5)(6 7)(8 9)
(1 2 4)(3 6 8)(5 7 9) (1 2 6 9 3 4 7 8 5) 9 9 1 0 0 PSL2(8)

(9; 0, 1, 5, 0) (1)(2)(3)(4)(5)(6 7)(8 9)
(1 2 6)(3 4 8)(5 7 9) (1 2 6 9 3 4 8 5 7) 9 9 1 5 C 1 Gap324,160

(9; 0, 1, 1, 3) (1)(2 3)(4 5)(6 7)(8 9)
(1 3 8)(2)(4)(5 7 9)(6) (1 3 2 8 5 4 7 6 9) 9 9 2 0 PSL2(8)nC3

(9; 0, 2, 3, 0) (1)(2)(3)(4 5)(6 7)(8 9)
(1 2 4)(3 5 6)(7 8 9) (1 2 4 6 8 7 3 5)(9) 8 9 2 0 Gap432,734
(1 2 4)(3 6 8)(5 7 9) (1 2 4 7 8 5)(3 6 9) 6 9 1 1 1 Gap54,5
(1 2 4)(3 6 8)(5 9 7) (1 2 4 9 3 6 5)(7 8) 14 9 1 1 0 S9

(1 4 6)(2 5 8)(3 7 9) (1 4 8 3 7)(2 5 6 9) 20 9 1 3 0 S9

(1 4 6)(2 7 8)(3 9 5) (1 4 3 9 2 7)(5 6 8) 6 3 1 0 C 2 C3 × S3

(9; 0, 3, 1, 0) (1)(2 3)(4 5)(6 7)(8 9)
(1 2 4)(3 5 6)(7 8 9) (1 2 5)(3 4 6 8 7)(9) 15 9 1 0 0 A9

(1 2 4)(3 6 5)(7 8 9) (1 2 6 8 7 5)(3 4)(9) 6 9 1 0 1 Gap54,5
(1 2 4)(3 6 7)(5 8 9) (1 2 6 3 4 8 5)(7)(9) 7 9 1∗ 0 0 PSL2(8)
(1 2 4)(3 6 8)(5 9 7) (1 2 6 5)(3 4 9)(7 8) 12 9 1 0 1 Gap648,703

10 (10; 0, 1, 4, 1) (1)(2)(3)(4)(5 6)(7 8)(9 10)
(1 2 7)(3 4 9)(5)(6 8 10) (1 2 7 10 3 4 9 6 5 8) 10 10 1 5 0 S10

(1 2 7)(3 6 9)(4 10 8)(5) (1 2 7 4 10 3 6 5 9 8) 10 10 2 0 S10

(1 2 7)(3 6 9)(4 8 10)(5) (1 2 7 10 3 6 5 9 4 8) 10 10 2 0 S10

(10; 0, 1, 0, 4) (1 2)(3 4)(5 6)(7 8)(9 10)
(1)(2 4 9)(3)(5)(6 8 10)(7) (1 4 3 9 6 5 8 7 10 2) 10 5 1 1 C 2 C2 ×A5

(10; 1, 1, 0, 1) (1 2)(3 4)(5 6)(7 8)(9 10)
(1)(2 3 5)(4 7 9)(6 8 10) (1 3 7 10 4 5 8 9 6 2) 10 10 1 9 0 A6nC2

(10; 0, 2, 2, 1) (1)(2)(3 4)(5 6)(7 8)(9 10)
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(1 2 5)(3)(4 6 7)(8 9 10) (1 2 5 7 9 8 4 3 6)(10) 9 10 2 0 A10

(1 2 5)(3)(4 7 9)(6 10 8) (1 2 5 10 4 3 7 6)(8 9) 8 10 1 1 0 A10

(1 2 5)(3)(4 7 9)(6 8 10) (1 2 5 8 9 6)(3 7 10 4) 12 10 1 1 0 A10

(1 4 5)(2 6 7)(3)(8 9 10) (1 4 3 5 7 9 8 2 6)(10) 9 10 2 0 A10

(1 4 5)(2 7 9)(3)(6 10 8) (1 4 3 5 10 2 7 6)(8 9) 8 10 2 0 A10

(1 4 5)(2 7 6)(3)(8 9 10) (1 4 3 5 2 7 9 8 6)(10) 9 10 2 0 A10

(1 4 5)(2 7 9)(3)(6 8 10) (1 4 3 5 8 9 6)(2 7 10) 21 10 2 0 A10

(1 5 7)(2 6 9)(3)(4 8 10) (1 5 9 4 3 8)(2 6 7 10) 12 10 2 0 A10

(1 5 7)(2 8 9)(3)(4 10 6) (1 5 4 3 10 2 8)(6 7 9) 21 10 1 5 0 A10

(1 5 7)(2 8 9)(3)(4 6 10) (1 5 10 2 8)(3 6 7 9 4) 5 10 1 3 C 0 A5

(10; 0, 3, 0, 1) (1 2)(3 4)(5 6)(7 8)(9 10)
(1)(2 3 5)(4 6 7)(8 9 10) (1 3 6 2)(4 5 7 9 8)(10) 20 10 1 3 0 S10

(1)(2 3 5)(4 7 9)(6 10 8) (1 3 7 6 2)(4 5 10)(8 9) 30 10 1 4 0 S10

(1)(2 3 5)(4 7 6)(8 9 10) (1 3 7 9 8 6 2)(4 5)(10) 14 10 1 6 0 S10

(1)(2 3 5)(4 7 8)(6 9 10) (1 3 7 4 5 9 6 2)(8)(10) 8 10 1 7∗ 0 A6nC2

11 (11; 0, 1, 3, 2) (1)(2)(3)(4 5)(6 7)(8 9)(10 11)
(1 2 8)(3 10 5)(4)(6)(7 11 9) (1 2 8 7 6 11 5 4 3 10 9) 11 11 2 C 0 PSL2(11)
(1 2 8)(3 10 5)(4)(6)(7 9 11) (1 2 8 11 5 4 3 10 7 6 9) 11 11 2 0 A11

(1 2 8)(3 10 9)(4)(5 7 11)(6) (1 2 8 3 10 5 4 7 6 11 9) 11 11 2 0 A11

(1 5 8)(2 10 7)(3 11 9)(4)(6) (1 5 4 8 3 11 7 6 2 10 9) 11 11 1 8 0 A11

(1 5 8)(2 7 10)(3 9 11)(4)(6) (1 5 4 8 11 2 7 6 10 3 9) 11 11 2 0 A11

(1 5 8)(2 9 10)(3 11 7)(4)(6) (1 5 4 8 10 7 6 3 11 2 9) 11 11 1 7 0 A11

(11; 0, 2, 1, 2) (1)(2 3)(4 5)(6 7)(8 9)(10 11)
(1 3 6)(2)(4)(5 7 8)(9 10 11) (1 3 2 6 8 10 9 5 4 7)(11) 10 11 2 0 S11

(1 3 6)(2)(4)(5 8 10)(7 11 9) (1 3 2 6 11 5 4 8 7)(9 10) 18 11 2 0 S11

(1 3 6)(2)(4)(5 8 7)(9 10 11) (1 3 2 6 5 4 8 10 9 7)(11) 10 11 2 0 S11

(1 3 6)(2)(4)(5 8 10)(7 9 11) (1 3 2 6 9 10 7)(4 8 11 5) 28 11 2 0 S11

(1 6 8)(2)(3 10 7)(4)(5 11 9) (1 6 3 2 10 9)(4 11 7 8 5) 30 11 2 0 S11

(1 6 8)(2)(3 5 10)(4)(7 11 9) (1 6 11 3 2 5 4 10 9)(7 8) 18 11 1 0 0 S11

(1 6 8)(2)(3 5 10)(4)(7 9 11) (1 6 9)(2 5 4 10 7 8 11 3) 24 11 1 0 0 S11

(1 6 8)(2)(3 5 7)(4)(9 10 11) (1 6 3 2 5 4 7 8 10 9)(11) 10 11 2 0 S11

(1 6 8)(2)(3 7 10)(4)(5 11 9) (1 6 10 9)(2 7 8 5 4 11 3) 28 11 1 0 0 S11

(1 6 8)(2)(3 9 10)(4)(5 11 7) (1 6 5 4 11 3 2 9)(7 8 10) 24 11 1 0 0 S11

Table 2: Conjugacy classes of subgroups of PSL2(Z) with index at most 11

10.2. Maass forms
The spectrum of all subgroups mentioned in the previous section, and in particular

all subgroups of index up to and including 17, has been numerically investigated. As
expected we found newforms on all congruence subgroups and all cycloidal subgroups.

In addition, we also found newforms (in the sense of Section 3) on precisely those
noncongruence, non-cycloidal subgroups which satisfy Theorem 26. In this case, all
newforms we found were α-odd and the number of newforms were approximately one
half of what is indicated by Weyl’s law for the surface G\H, as is to be expected for the
α-odd space L2

− (G\H) . (In this vein, cf. [57, pp. 448 (footnote 1), 670 (middle)].) Since
our investigation has been directed at investigating as many groups as possible, we have
generally not taken R beyond 10 or so for most groups. Although 10 is not very large by
any stretch, a view at the refined Weyl’s law in Theorem 4 this corresponds to the error
terms being |g(T )| < 0.15 (for all groups in the database) and log(T )−2 < 0.2. Assuming
the implied constant in the latter is, say 1, we still have an average Weyl’s law with an
error smaller than 0.22. This will be discussed in more detail in Section 10.4.
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(a) Γ (7; 0, 2, 1, 1; 6)

1 5 6 4 2 3

7

(b) Γ(7; 0; 2, 1, 1; 6)∗

1 4 7

2
5

6

3

(c) Γ(7; 0; 2, 1, 1; 12)

1 4 3 2 7

5

6

(d) Γ(7; 0; 2, 1, 1; 10)

Figure 1: Fundamental domains for groups of index 7

In the case of noncongruence, non-cycloidal groups which do not satisfy Theorem 23,
we found no newforms whatsoever. An example of a group satisfying (G∗) = (G) , but
that violates the cusp class preserving condition is Γ(10; 0, 3, 0, 1; 8). These observations
are the foundations for our believe in Conjecture 2.

When testing for existence/nonexistence of newforms we ran the program up to height
R = 10 for indexes ≤ 10 and up to R = 5 for larger indices. In all cases of non-congruence,
non-cycloidal groups that we have checked, all newforms found have been of α−odd
type. For the cycloidal groups, we found both α-even, α-odd and in certain cases non-
symmetric newforms, as expected from formula. For a flavor of what the spectrum of a
noncongruence subgroup look like see e.g. Tables 3-6. See also Figure 2 for density plots
, i.e. plots of |ϕ|2, with Maass forms for the group Γ(7; 0, 2, 1, 1; 10). Red corresponds to
larger values and dark blue to smaller values.
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Γ(7; 0, 2, 1, 1; 10; 1)

R |c(−1) + 1|

2.983 808 901 779 54 7 · 10−12

4.258 645 097 477 14 1 · 10−12

4.895 406 600 255 45 2 · 10−13

5.288 848 631 589 81 1 · 10−12

6.152 348 385 289 98 1 · 10−16

6.271 990 729 984 24 2 · 10−13

6.760 365 173 257 39 2 · 10−13

7.206 038 584 288 36 4 · 10−13

7.557 649 673 705 70 4 · 10−13

7.774 564 592 467 36 6 · 10−14

8.042 769 062 365 77 4 · 10−13

8.503 596 850 114 89 8 · 10−13

8.773 664 790 192 67 3 · 10−13

8.887 529 839 933 04 2 · 10−13

9.292 040 731 796 63 5 · 10−14

9.533 695 261 353 54* 2 · 10−14

9.677 361 510 450 37 4 · 10−13

∗ Oldform from PSL2(Z).

Table 3: Eigenvalues λ = 1/4 +R2 for a noncongruence subgroup of index 7

Γ(9; 0, 2, 3, 0; 20)

R |c(−1)− e
2πi
10 |

2.054 959 760 639 79 6 · 10−11

3.255 632 269 515 52 1 · 10−12

4.017 434 214 484 55 8 · 10−13

4.399 904 568 660 76 3 · 10−13

4.920 411 813 025 57 1 · 10−13

5.223 542 232 856 16 1 · 10−11

5.702 965 171 076 18 2 · 10−14

6.207 834 009 447 97 3 · 10−12

6.526 183 042 065 66 8 · 10−13

6.787 830 298 885 73 4 · 10−13

7.077 914 615 887 07 2 · 10−12

7.388 770 481 072 01 5 · 10−15

8.027 434 558 845 34 3 · 10−10

8.706 568 933 844 87 2 · 10−13

8.811 649 115 274 79 6 · 10−15

9.033 598 584 225 41 9 · 10−11

9.500 358 393 362 83 2 · 10−11

9.533 695 261 353 54* 5 · 10−09

9.661 132 482 081 74 3 · 10−11

Γ(9; 0, 3, 1, 0; 15)

R |c(−1) + 1|

3.112 745 261 279 58 8 · 10−13

3.797 583 145 246 66 8 · 10−14

4.682 771 297 306 10 2 · 10−14

5.614 201 345 563 06 9 · 10−12

6.178 406 054 443 98 4 · 10−14

6.280 231 343 169 72 2 · 10−11

6.500 852 250 087 14 8 · 10−10

6.872 574 139 903 97 8 · 10−09

7.217 839 385 351 66 2 · 10−10

7.419 801 077 357 53 2 · 10−11

7.738 116 113 398 96 2 · 10−12

7.895 431 013 941 90 3 · 10−10

8.334 295 576 350 11 5 · 10−11

8.821 476 075 397 15 4 · 10−08

8.830 358 511 263 17 6 · 10−09

9.177 115 482 230 84 3 · 10−10

9.230 415 426 610 88 6 · 10−08

9.533 695 261 352 99* 4 · 10−09

9.736 752 500 289 69 3 · 10−09

* Oldform from PSL2(Z).

Table 4: Eigenvalues λ = 1/4 +R2 for noncongruence subgroups of index 9
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Γ(10; 1, 1, 0, 1; 10; 1)

R |c(−1)− e
9πi
5 | |c(−1) + e

9πi
5 |

1.564 605 307 961 10 e 6 · 10−11

2.119 393 430 239 23 o 1 · 10−11

2.504 145 325 099 67 e 1 · 10−09

2.915 927 624 762 98 e 6 · 10−10

3.000 234 689 279 10 o 2 · 10−11

3.108 451 111 456 84 o 1 · 10−13

3.562 374 827 224 76 e 6 · 10−11

3.657 660 228 718 34 o 1 · 10−12

3.882 748 504 312 87 o 2 · 10−12

4.106 940 940 681 38 e 6 · 10−11

4.559 472 706 134 01 o 4 · 10−12

4.747 824 247 364 86 o 3 · 10−13

4.767 524 925 368 72 e 6 · 10−11

4.849 538 175 317 20 e 1 · 10−10

e and o denotes even and odd with respect to z 7→ −z̄+9.

Table 5: Eigenvalues λ = 1/4 +R2 for a cycloidal
noncongruence subgroup.

Γ(10; 0, 2, 2, 1; 12)

R |c(−1) + e
2πi
6 |

2.781 873 182 852 8 5 · 10−11

3.371 843 208 417 7 5 · 10−11

3.760 351 069 542 8 7 · 10−12

4.229 857 173 365 0 2 · 10−12

4.853 523 682 362 5 5 · 10−12

Γ(10; 0, 2, 2, 1; 8)

R |c(−1) + e
2πi
8 |

2.409 318 774 845 8 1 · 10−10

3.298 039 002 368 1 7 · 10−09

3.709 531 860 180 8 9 · 10−12

4.274 596 594 978 5 3 · 10−10

4.586 466 803 010 4 4 · 10−10

Γ(10; 0, 2, 2, 1; 21, 2)

R |c(−1) + e
5πi
7 |

1.909 955 905 891 5 3 · 10−08

3.204 560 494 975 9 6 · 10−09

3.504 758 698 506 9 6 · 10−09

4.207 535 813 202 4 2 · 10−10

4.777 443 717 815 3 2 · 10−08

Γ (10; 0, 3, 0, 1; 30, 1)

R |c(−1) + e
4πi
5 |

2.681 719 833 290 4 8 · 10−09

3.564 512 565 901 9 4 · 10−11

4.442 051 249 800 9 1 · 10−11

4.701 893 708 852 6 5 · 10−12

4.974 371 066 893 5 3 · 10−11

Γ(10; 0, 3, 0, 1; 20, 1)

R |c(−1) + e
3πi
4 |

3.087 733 940 893 3 2 · 10−09

3.507 090 217 692 8 2 · 10−11

4.345 659 442 115 4 5 · 10−12

Γ (10; 0, 3, 0, 1; 14, 1)

R |c(−1) + e
6πi
7 |

2.574 403 886 331 1 3 · 10−11

3.794 133 974 581 6 2 · 10−10

4.061 732 262 798 8 8 · 10−11

4.686 137 044 251 4 7 · 10−11

Table 6: Eigenvalues λ = 1/4 +R2 for noncongruence subgroups of index 10
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(a) R = 9.67736151045037

(b) R = 50.1682919704053

Figure 2: Density plots of Maass cusp forms for Γ(7; 0, 2, 1, 1; 10)

10.3. Residual eigenvalues
Recall that the residual spectrum consists of eigenvalues λ = s(1 − s) where s is a

pole of the scattering determinant in the interval (1/2, 1]. It follows from the functional
equation ϕ(s)ϕ(1− s) = 1 that s is a pole of ϕ(s) if and only if 1− s is a zero and it is
therefore sufficient to locate zeros in the interval [0, 1/2). To find the zeros of ϕ(s) in a
rectangle R we first use the argument principle and a recursive subdivision to obtain a
list of rectangles containing precisely one zero each. Then, if R contains a single zero,
say z∗, this is located using the general argument principle:

z∗ =

∮
∂R

z
ϕ′(z)

ϕ(z)
dz = z0 −

1

2πi

∮
∂R

Logϕ(z)dz,

where z0 is a specific point on the rectangle, for instance the lower left corner, and the
integral over the closed boundary is evaluated starting at z0 and Log is using a continuous
choice of branch of the argument. In our specific implementation we use a standard Gauss
quadrature to evaluate the final line integral.
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Signature σT Generalized level σ

(13; 0, 3, 1, 1) (1 3 2 4 6 9 5)(7 8 10 12 11)(13) 35 0.528 495 16
(14; 0, 2, 2, 2) (1 2 7 11 14 8)(3 6 5 9 12 13 10 4) 24 0.545 901 40
(14; 0, 2, 2, 2) (1 4 3 7 11 14 8)(2 6 5 9 12 13 10) 7 0.561 282 55
(14; 0, 3, 0, 2) (1 4 3 5 7 10 6 2)(8 9 11 13 12)(14) 40 0.580 509 45
(14; 0, 3, 0, 2) (1 5 8 2)(3 9 12 4)(6 7 13 10 11 14) 12 0.598 962 34
(15; 0, 3, 3, 0) (1 4 7)(2 8 5 6 9 10 13 14 11)(3 12 15) 9 0.539 029 11
(15; 0, 3, 3, 0) (1 2 4 3 6 8 11 7 5)(9 10 12 14 13)(15) 45 0.624 658 59
(15; 0, 3, 3, 0) (1 2 4 10 13 5)(3 6 14 7 8 11 12 9)(15) 24 0.625 221 58
(15; 0, 3, 3, 0) (1 2 4 10 13 5)(3 6 14 11 12 15 9)(7 8) 42 0.619 394 37
(15; 0, 3, 3, 0) (1 2 4 10 13 5)(3 6 9)(7 8 14 11 12 15) 6 0.656 962 49
(15; 0, 2, 1, 3) (1 3 2 8 12 15 9)(4 7 6 10 13 14 11 5) 56 0.613 888 54
(15; 0, 2, 5, 0) (1 2 6 10 13 14 11 5 7)(3 4 8 12 15 9) 18 0.598 401 42
(15; 0, 4, 1, 0) (1 2 6 8 11 7 5)(3 4)(9 10 12 14 13)(15) 70 0.641 391 01
(15; 0, 4, 1, 0) (1 2 6 3 4 8 11 5)(7)(9 10 12 14 13)(15) 40 0.646 189 23
(15; 0, 4, 1, 0) (1 2 5)(3 4 6 8 11 7)(9 10 12 14 13)(15) 30 0.672 812 82

Table 7: Poles s = σ of ϕ(s) with 1/2 < σ < 1, all with an error estimate of 2 · 10−8

For the modular group the explicit formula for ϕ(s) shows that the residual spectrum
is trivial and only contains λ = 0, corresponding to s = 1, and the same is true for some
other families congruence subgroups, like Γ0(N).

Using the method described above we calculated the residual spectrum for all sub-
groups of index at most 17 and found non-trivial eigenvalues for 59 of the subgroups with
index between 13 and 17 and for each of these we found precisely one residual eigenvalue.
Table 7 contains the computed data for indices up to 15. all eigenvalues are estimated
to be correct up to an error of magnitude 2 · 10−8.

10.4. On completeness of lists of eigenvalues
To illustrate the process of using the average Weyl’s law to determine whether or not

a list of eigenvalues is complete we consider the example of Γ(7; 0, 2, 1, 1; 10) and the list
of eigenvalues in Table 3 together with the eigenvalue zero. With notation as before

E(T ) = Nexp(T ) +Mexp(T )− 7

12
T 2 +

2

π
T log(2T/e)− 115

144
, (23)

where we used the calculated value of Φ(s)) = −1 to evaluate the constant cG.
It is possible to again use the algorithms from Section 8.7 to evaluate ϕ(1/2+ it) with

an error of about 1 · 10−13 in 150ms at t = 10 and 350ms at t = 20 using a single core
on a standard Intel Xeon E5-2660 CPU.

While this might seem entirely sufficient to compute the function M(T ) to a rea-
sonable precision it turns out that the the presence of poles of ϕ(s) close to the line
<(s) = 1/2 causes the argument of ϕ(1/2 + it) to change very rapidly. As an example
consider Figure 3 (a) – (d). Subplot (a) shows E(T ) where M(T ) is computed using a
fixed interval size of 10−5 and it clearly shows that there is either an eigenvalue missing
or we have missed an entire turn of M(T ) at some point around T = 8. A magnifica-
tion of the relevant part of the graph (c) reveals a “bump” of magnitude 0.25 close to
T = 7.84. A renewed calculation with adaptive step size, illustrated in (d), shows that
there is indeed a missing complete turn here with M(T ) decreasing at a rate of about
828. An independent search for zeros of ϕ(s) revealed a zero of ϕ(s) close to the half-line
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Γ(7; 0, 2, 1, 1; 10) Γ(7; 0, 2, 1, 1; 6)
s Error

0.572733065 + 1.976751925i 5 · 10−10

0.733513575 + 3.375697229i 3 · 10−9

0.534077067 + 4.033089787i 5 · 10−9

0.636831204 + 4.647281035i 3 · 10−9

0.578894318 + 5.218542906i 5 · 10−9

0.576128364 + 5.740065201i 5 · 10−10

0.712936665 + 5.931656436i 3 · 10−9

0.511603498 + 6.373898733i 6 · 10−9

0.529113447 + 6.993308974i 5 · 10−10

0.500123176 + 7.843821725i 3 · 10−8

0.804713953 + 8.021994888i 4 · 10−9

0.508112457 + 8.087176693i 2 · 10−9

0.578811417 + 8.583881045i 2 · 10−9

0.507979773 + 8.887458090i 9 · 10−10

0.597375474 + 9.064110991i 2 · 10−8

0.501820568 + 9.279816666i 2 · 10−9

0.518175331 + 9.532449467i 4 · 10−9

0.743162005 + 9.734794680i 5 · 10−9

0.529459612 + 9.897753902i 7 · 10−9

s Error

0.967441570 + 1.735920495i 2 · 10−9

0.550661283 + 2.448560792i 3 · 10−9

0.613351172 + 3.353051161i 3 · 10−9

0.841054922 + 3.590272898i 7 · 10−9

0.535600005 + 3.957558007i 2 · 10−9

0.507905955 + 4.750759633i 2 · 10−9

0.538548210 + 5.026498170i 2 · 10−9

0.785442907 + 5.133366299i 2 · 10−9

0.549270364 + 5.389216334i 2 · 10−9

0.548870559 + 5.701826617i 8 · 10−9

0.508207069 + 5.945138320i 9 · 10−10

0.551735033 + 6.086341159i 4 · 10−9

0.501006626 + 6.385351857i 5 · 10−10

0.779918148 + 6.627319594i 3 · 10−9

0.504894510 + 6.741907670i 2 · 10−9

0.654810433 + 6.934126508i 4 · 10−9

0.541560608 + 7.042933521i 4 · 10−9

0.749999984 + 7.067362595i 2 · 10−9

0.504757748 + 7.321269688i 2 · 10−10

Table 8: Zeros of ϕ(s) with 1/2 < <(s) < 1

at s = 0.50012317 + 7.84382174i. See Table 8 for a complete list up to height =(s) = 10.
For a plot of E(T ) and 〈E(T )〉 over a slightly larger range of T see Figure 4(b).

In contrast, consider the group Γ(7; 0, 2, 1, 1; 6) where we have found no new discrete
eigenvalues. To justify our belief that there are indeed no such eigenvalues we again study
the average Weyl’s law, which again turn out to have the form (23). The constants are the
same but the counting functions and winding number are of course different. In this case
the plot of E(T ) and 〈E(T )〉 in Figure 4(a) is very similar to that of Γ(7; 0, 2, 1, 1; 10)
even though we have much fewer discrete eigenvalues (only old forms from PSL2(Z)).
When counting the eigenvalues with R ≤ 10 together with the zeros of ϕ(s) in the strip
1/2 < <(s) < 1 and imaginary part up to 10 then we find 17+19 = 36 for Γ(7; 0, 2, 1, 1; 10)
and 6 + 36 = 42 for Γ(7; 0, 2, 1, 1; 10). See also Table 8 which contains all the zeros we
have found in this region for Γ(7; 0, 2, 1, 1; 10) (and a subset for Γ(7; 0, 2, 1, 1; 10)).

10.5. Fourier coefficients
For congruence subgroups the generalized Ramanujan–Petersson conjecture implies

that the Fourier coefficients of a Maass cusp form should satisfy a bound of the form
|c(p)| ≤ 2 when p is a prime. It is also expected that the coefficients c(p) behave like
independent random variables, distributed according to a Sato–Tate (semi-circle) distri-
bution. See e.g. [40] and also experimental data in [63, 65]. For “generic” subgroups, in
particular nonarithmetic groups, on the other hand, the Fourier coefficients are expected
to behave like Gaussian distributed random variables. Since this question has not been
previously investigated for noncongruence subgroups we computed a larger number of
Fourier coefficients for a few select examples.

In the definition of a newform we assume that the first non-zero Fourier coefficient
at infinity is normalized to 1. In all examples of newforms that we have computed it has
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(a) Fixed interval size 0.0005 (b) Aptive interval size > 7 · 10−7

(c) Fixed interval size 0.0005 (d) Adaptive interval size > 7 · 10−7

Figure 3: Error function E(t), average 〈E(t)〉 and winding number Mexp(T ) for Γ(7; 0, 2, 1, 1; 10)

(a) Γ(7; 0, 2, 1, 1; 6) (b) Γ(7; 0, 2, 1, 1; 10)

Figure 4: Error function E(T ) and average 〈E(T )〉
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Figure 5: Gaussian fit of 12422 coefficients for Γ(7; 0, 2, 1, 1; 12) and R = 3.341 . . .

been possible to set c1(1) = 1. Only in the case of oldforms has it been necessary to use
other coefficients.

Figure 5 shows the value-distribution of 12422 (real) Fourier coefficients of a newform
with eigenvalueR = 3.34168098977 on Γ(7; 0, 2, 1, 1; 12) compared to a normal (Gaussian)
distribution with mean 0 and standard deviation 0.886, as given by the coefficients.

As a second example we studied the Fourier coefficients of a newform on G =
Γ (10; 0, 2, 2, 1; 8, 1) with eigenvalue R = 2.40931877484576. The symmetry in this case is
given by α : z 7→ 1− z and the cusp width at infinity is 8. Hence the Fourier coefficients
will not be real in this case, but have arguments shifted by multiples π

8 , to be precise

c (n) = a (n) e
πi
8 (1−n) with a(n) ∈ R,

as shown in Section 6.3. The surprising observation here is that it seems that the different
residue classes modulo 8 also have different standard deviation, as can be seen in figure
6(a)-(e), which shows the distribution of the real-valued coefficients a (n) separated into
congruence classes with respect to n mod 8 and compared to the normal distribution
with mean 0 and standard deviation given by the a (n)s. In all of these cases the fit to
the Gaussian density looks good and it seems plausible that the coefficients are indeed
similar to random variables sampled from a normal distribution.

10.6. Exceptional eigenvalues
The final topic for our investigation of spectra for noncongruence subgroups is ex-

ceptional eigenvalues, that is, small eigenvalues which are associated with Maass cusp
forms. For more details see Section 3.2. By Zograf’s theorem [73] we know that a cy-
cloidal group of index 96 and genus 0 must have exceptional eigenvalues. By using the
algorithms described earlier we found examples of such groups for 5 different signatures
and at least one, sometimes two, exceptional eigenvalues on each of these groups.

We used a number of heuristic tests to confirming that these eigenvalues indeed
correspond to Maass cusp forms, including checking that the absolute value of c(−1) is
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(a) Coefficients a (n) with n ≡ 0 mod 8
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(b) Coefficients a (n) with n ≡ ±1 mod 8
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(d) Coefficients a (n) with n ≡ 4 mod 8
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(e) Coefficients a (n) with n ≡ 0 mod 8
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Figure 6: Gaussian fit of Fourier coefficients for Γ (10; 0, 2, 2, 1; 8; 1) and R = 2.049 . . .
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Figure 7: A density plot of a Maass cusp form with exceptional eigenvalue on a group of index 48

close to 1. Since none of these groups have a reflectional symmetry we do not expect
c(−1) to be a root of unity. This was confirmed by the computations, as can be seen in
Table 9, which contains all the exceptional eigenvalues we found for these groups. Note
that in these tables we decided to list λ = 1/4 +R2 itself rather than the parameter R.

If we believe in Selberg’s conjecture then there should not be any exceptional eigen-
values for congruence subgroups and indeed, we did not find any exceptional eigenvalues
for any of the subgroups up to index 18 which we classified. Since the list of subgroups
between index 96 and 18 is rather long we “randomly” checked groups amenable to com-
putation, e.g cycloidal groups of genus 0 of various indices between 18 and 96.

The only other index for which we found exceptional eigenvalues in this search was
index 48 where we found 3 such groups. See Table 10 and also Figure 7. The existence
of these exceptional eigenvalues indicate that Zograf’s theorem, and in particular the
bound he give for the first eigenvalue: λ1 < 8π(g + 1)/(FG), is not sharp. It would be
very interesting to see if it is possible to improve Zograf’s theorem in a way which can
explain also these eigenvalues or if they are beyond a purely geometric approach.

Signature λ = 1/4 +R2 c(−1) | |c(−1)| − 1|

(96, 0, 1, 2, 24) 0.18243512022064 −0.290561475101079− 0.956856325947566i 3 · 10−10

(96, 0, 1, 2, 24) 0.08728303723840 0.290325721699923 + 0.956927884053285i 2 · 10−11

(96, 0, 1, 6, 21) 0.18084119616407 −0.433509032349625− 0.901149221155274i 4 · 10−11

(96, 0, 1, 10, 18) 0.17866865406717 −0.576297458202358− 0.817240013498072i 4 · 10−12

(96, 0, 1, 10, 18) 0.08637835017746 0.540882479332576 + 0.841098177126570i 7 · 10−12

(96, 0, 1, 14, 15) 0.18039028688469 −0.674042684512656− 0.738692398176520i 2 · 10−10

(96, 0, 1, 14, 15) 0.08499600279378 0.628289200748876 + 0.777979871324950i 2 · 10−11

(96, 0, 1, 18, 12) 0.18378606746903 −0.719011587442541− 0.694998084138351i 8 · 10−11

(96, 0, 1, 18, 12) 0.08352690935761 0.670044016537574 + 0.742321369702485i 7 · 10−12

Table 9: Small Eigenvalues on groups of index 96 and genus 0

Signature λ = 1/4 +R2 c(−1) | |c(−1)| − 1|

(48, 0, 1, 2, 12) 0.19958333500894 0.557382098772570 + 0.830256102643485i 4 · 10−12

(48, 0, 1, 6, 9) 0.19551437034185 0.761233264784584 + 0.648478154295867i 7 · 10−12

(48, 0, 1, 10, 6) 0.18842480680558 0.823802234041514 + 0.566877305246636i 8 · 10−12

Table 10: Small Eigenvalues on groups of index 48 and genus 0
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