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Abstract

Close-range photogrammetry can be used to reconstruct dense point clouds of an object with
very high surface coverage, making it useful for manufacturing metrology tasks such as part
inspection and validation. However, compared to competing techniques, data processing times
can be slow. In this paper we present a method to autonomously remove the background from
the images within a photogrammetric dataset. We show that using masked images directly in the
reconstruction results in much lower data processing times, with lower memory utilisation.
Furthermore, we show that the point density on the object surface is increased while the number
of superfluous background points is reduced. Finally, a set of reconstruction results are
compared to a set of tactile coordinate measurements. Reconstructions with the background
removed are shown to have a standard deviation in the point to mesh distance of up to 30 um
lower than if the background is not removed. This improvement in standard deviation is likely
due to the static background, relative to the object on the rotation stage, causing triangulation
errors when points are detected and matched on this background data. The proposed approach is
shown to be robust over several example artefacts and can, therefore, be implemented to
improve the measurement efficiency and measurement results of photogrammetry coordinate
measurement systems.

Keywords: photogrammetry, optical coordinate metrology, 3D imaging, image processing,
automation

(Some figures may appear in colour only in the online journal)

1. Introduction reconstructs an object’s surface by detecting, matching and tri-
angulating features across a set of overlapping photographic
images [1]. Optical methods of coordinate metrology are
growing in popularity due to their non-contact probing
methods and high surface coverage. Photogrammetry has
advantages over competing optical methods, such as laser
scanning [2] and digital fringe projection [3], in that it requires
relatively inexpensive hardware and allows for inherently
multi-view measurement. However, these benefits come at the
cost of slow reconstruction times.

In manufacturing metrology applications, we are usually
only concerned with measuring points on a given part,

Close-range photogrammetry, referred to here as photogram-
metry, is a method of optical coordinate metrology which
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so any background points reconstructed are not useful
to the measurement task and can be removed. In this
paper we present a method for improving the efficiency of
photogrammetric reconstructions by removing superfluous
background pixels from the captured images used in
reconstruction. We show not only that this improves the speed
of reconstruction and reduces the number of background
points, but also improves the measurement results’ agree-
ment with traceable tactile coordinate measurement machine
(CMM) data.

There has been some research effort into decreasing
the processing time of photogrammetric reconstructions.
Eastwood et al [4] proposed a view-planning optimisation
approach to minimise the number of imaging positions while
maintaining reconstruction quality. Because each feature in an
image is a potential match with each feature in every other
image, feature matching algorithms scale poorly with the num-
ber of images in the measurement data; therefore, by min-
imising the number of images taken computational expense
can be reduced. However, reducing the number of images
in the measurement data will eventually impact the meas-
urement result even if captured from the most optimal posi-
tions. For example, computer vision tasks often only use two
images to reconstruct a scene at high speeds, but the accuracy
requirements of this task are far lower than needed for precise
measurement [5, 6]. Therefore, it is desirable to increase the
per-image processing efficiency.

Removing the background from images has the potential to
improve computational time as it reduces the number of fea-
tures present in the image which will be extracted and then
matched. Most current approaches to background removal rely
on manual masking of images by the user [7, 8]. If the back-
ground is static relative to the camera, such as in measurement
systems using a rotation stage, this can be exploited to remove
the background in an automated way (see [9]). Furthermore,
as static background feature matches can cause the reconstruc-
tion algorithms to fail, the removal of these features has the
additional benefit of making the reconstruction more stable.
Because of these benefits, commercial photogrammetry soft-
ware packages can accept masks as part of their reconstruction
algorithms. OpenMVG [10], an open-source structure-from-
motion library, can use binary masks to determine which fea-
tures are included in the reconstruction. However, generating
these masks is left entirely up to the user. Agisoft Metashape
[11], a commercial photogrammetry package, can generate
image masks but requires the user to manually outline the
object in a sub-set of the images used for reconstruction.

In this work we present a method for automated masking
of the object from the background of the measurement system
and propose an algorithm that performs well across a range
of object geometries and materials. We show that passing
these masked images to the photogrammetric reconstruc-
tion algorithms directly decreases processing time, memory
usage and the number of reconstructed background points.
We further show that, when background masking is applied,
the number of object surface points reconstructed increases

and that the measurement result agrees more closely with a
measurement from a calibrated tactile CMM over repeated
measurements.

2. Background removal technique

For the background removal algorithm to be general across
any object which can be placed in the measurement volume,
we make one major assumption about the measurement sys-
tem: the proposed approach assumes that the background of
the scene never contains any closed contours regardless of the
measurement head position. Figure 1 shows how the Taraz P2
[12] measurement system in this paper meets this requirement.

As can be seen in figure 1, all the background contours are
open and thus the largest closed contour in the image must
represent the boundary of the object. As such, the problem of
background masking can be reduced to the extraction of the
largest closed contour in the image.

2.1. Algorithm detail

Python bindings for the OpenCV image processing library
[13] was used to perform all image processing operations and
file input/output (I0) in the implementation presented here.
The steps used to robustly extract the largest closed contour
from an image can be split into three stages; preprocessing,
edge extraction, and contour selection. The details of each
stage of the background removal pipeline are summarised in
the diagram shown in figure 2.

First, the image is converted to grayscale as the required
contours can be extracted from image intensity information
alone. Next, the mean pixel intensity is calculated across the
entire image; individual pixel values are then scaled linearly
so that the average intensity across the image is equal to 52.
This process is to correct any changes due to material dif-
ferences between different objects. Fifty-two was used as it
was the mean intensity recorded across a range of artefact
measurements.

During edge detection, high spatial frequency information
such as the rough surface texture of an additively manufac-
tured (AM) part can negatively impact edge detection and
contour extraction from the image. To prevent this effect, a
denoising scheme is applied to the image. Recent publications
have suggested multiple approaches for image noise reduction.
Popular approaches include wavelet transforms [14—16], non-
local methods [17, 18], and deep learning (DL) [19]. Due to
our desire for simplicity, computational efficiency, generalisa-
tion and robustness an edge preserving smoothing filter was
selected as the best approach. To this end, a bilateral filter is
applied to the image [20], the bilateral filter was chosen as it
can smooth out high spatial frequency information while pre-
serving edges. A bilateral filter is composed of two Gaussian
convolutions, one spatial and one intensity filter (referred to as
the range filter). The spatial filter f acts as a standard Gaussian
blur parameterised by the bilateral kernel size k and the spatial
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Figure 1. An example image (a) from the Taraz P2 measurement
system, (b) with extracted contours highlighted, open contours
shown in red the largest closed contour shown in green.

standard deviation o;. The range filter g acts over the space
of pixel intensities and is parameterised by k and the intensity
standard deviation o,. The result of a bilateral filter on image
I is calculated by,

U =L (f(k,05) x g (k, o)), (D

where * is the convolution operator. For small values of o, this
filter results in pixels which are spatially close to the current
pixel but remote in intensity contributing much less to the out-
put than pixels which are close both spatially and in intensity.
Therefore, pixels which lie on opposite sides of a boundary do
not contribute highly to the smoothing operation compared to
pixels on the same side of this boundary. As o, — 255 for 8-bit
images, the bilateral filter acts like a Gaussian blur. In this case,
through experimentation, the filter values were set to k =25
pixels, o, =25, o, = 150. These values result in large Gaus-
sian blurring on faces but strong edge preservation. Figure 3
shows the effect of this filter on an example image and the
impact on the performance of Canny edge detection [21].

Once the image has been filtered, Canny edge detection is
applied (for full details see [15]). In brief, image gradients are
extracted, areas of high gradient are taken to be edges, these
edges are then thinned using non-maximum suppression in the
direction of the gradient at that location, and edges are further
refined using a hysteresis pruning algorithm. Image gradients
can be found efficiently by decomposing the Sobel operator
into four 1D convolutions given by,

1
G.,=1|2
1

«([1 0 —1]%1), )

G,=| 0
-1

*([1 2 1}*1), 3

where G, and G, represent the horizontal and vertical
components of the gradient respectively. From these

components, the gradient magnitude G and direction © can

be calculated from,
G:,/G§+G§, 4)

and,
© = atan2 (G,,Gy) . 5)

Each pixel is set to the value of the local image gradient
at that image coordinate. Then, every pixel is compared to
its two neighbours in the direction of the local image gradi-
ent. If the pixel is not a maximum compared to these neigh-
bours, it is set to zero. This process can be iterated until only
thin edges remain. Finally, hysteresis pruning is applied to the
remaining gradient values to produce the final detected edges.
Two threshold gradient values are set, one high and one low.
If the image gradient at a given pixel is larger than the high
threshold, it is considered an edge pixel and is left untouched.
If the image gradient at a given pixel is lower than the low
threshold, it is not considered an edge pixel and is set to zero.
If an image pixel lies between the two thresholds, it is con-
sidered an edge pixel only if at least one of its eight neigh-
bours is also considered an edge pixel. Setting the low and high
thresholds is normally done by the user—in this case, because
we desire automation as well as the algorithm to operate on any
object, a slightly modified version of the Canny edge detector
is used called AutoCanny [22]. In this case, the high and low
thresholds are set based on the median image intensity I as,

fhigh = min ({255, (140.33) ﬂ) , 6)

flow = Max ([o, (1-0.33) TD : )

AutoCanny was found to perform well over a set of artefacts
of many shapes and materials. The detected edges are dilated
with a 25 square pixel kernel and then blurred. The blurring
helps connect any discontinuities in the extracted edges, which
can then be eroded to re-thin the new connected edges. The
final edge image is passed to cv2::findContours which imple-
ments a pixel following algorithm to extract continuous con-
tours from the detected edges. Finally, the contours are sorted
by the area they inscribe, and the contour of maximum area is
selected. This boundary is then used to mask the background
from the image by setting each pixel outside its area to zero,
and each pixel within its area equal to its value in the original
colour image.

Figure 4 summarises each stage of the background removal
pipeline and figure 5 shows the results when applying this
method on a range of artefacts.

2.2. Experimental procedure

In each experimental test, images were collected using the
Taraz Metrology P2 system [12]. Every scan was comprised of
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Figure 2. The proposed background removal pipeline.

Figure 4. Background removal pipeline (a) captured image,
(b) filtered image, (c) detected edges, (d) extracted contours,
(e) selected maximum contour, (f) masked image.

60 pairs of stereo images captured in two equally spaced rings
of 30 positions. Figure 6 shows an example of a reconstructed
scene showing the 120 individual imaging positions.

Two aretefacts, shown in figure 7, were used to test the
impact of applying background removal on photogrammet-
ric reconstruction. Artefact 1 shown in figure 7(a) was meas-
ured once, while the measurement of artefact 2, shown in
figure 7(b), was repeated three times to assess the variance
and repeatability of the method. During each reconstruc-
tion, processing time and memory utilisation were recorded.
Finally, each reconstruction was compared to a set of CMM
measurements.

Figure 5. Example results of background removal across a range of
artefacts.

3. Results

Reconstruction was performed using Agisoft Metashape using
‘high’ camera alignment settings and ‘medium’ dense recon-
struction settings [11]. Every measured point cloud was then
scaled using the stereo baseline distance between the optical
centres of the cameras in the measurement head. Any back-
ground points were then manually removed to assess the ratio
of object to background points in the scene.

3.1 Impact on reconstruction efficiency and point density

Figure 8 shows the reconstructed dense point clouds of artefact
1, both with and without image masking applied.
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Figure 6. Imaging positions used for every scan.

Figure 7. Two test artefacts used (a) artefact 1 (b) artefact 2.

Figure 8. Reconstructions of the artefact 1 (a) without background masking (b) with background masking.
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Table 1. Comparison of reconstruction metrics for artefact 1.

Without

background With background

masking masking Difference
Densification 1398 903 —495
time (s)
Object points 215 467 1140 950 4925 483
Background 4302 679 71 500 —4231 179
points

It is clear that a large number of background points, shown
in black, were produced in figure 8(a) but that this number
was significantly reduced by using the background masking,
as shown in figure 8(b). Table 1 summarises the impact on per-
formance of the proposed method when compared with tradi-
tional reconstruction.

As can be seen in table 1, applying the background
masks reduced overall processing time by approximately eight
minutes. The reason for this speed increase is clear as when the
masks are applied around four million fewer overall points are
reconstructed. Of these four million missing points, the major-
ity are from the background, which would be removed in fur-
ther data analysis steps anyway. The number of points on the
surface of the pyramid object itself has increased by almost a
million points.

Figure 9 shows a comparison of reconstructions of artefact
2 with and without background masking.

Again, figure 9(a) shows a large number of superfluous
background points were reconstructed compared to when
masking was applied in figure 9(b). Tables 2—4 show a detailed
breakdown of the processing time, memory usage and points
reconstructed, averaged over the three repeated measurements
of the Tomas artefact.

The results on artefact 2 agree with what was shown for
artefact 1. The overall processing time, the number of back-
ground points reconstructed and memory usage are reduced,
but the number of points reconstructed on the object surface
are increased.

3.2. Comparison to tactile CMM

The reconstructed dense point clouds were then triangulated
into a mesh. When the background points had been removed,
an iterative closest point algorithm was employed to register
the meshes to data taken from a tactile CMM. Specifically,
a Mitutoyo Crysta Apex S 7106 [23] with a 1 mm probe
tip diameter was used in scanning mode. The CMM max-
imum permissible error (Epmpe) is manufacturer calibrated
as (1.7 + 3.0 1 M—!) um. Each CMM artefact measurement
was repeated three times. The point to mesh (PTM) distances
could then be calculated between the CMM and photogram-
metry data. The results for artefact 1 are shown in figure 10.
As can be seen in figure 10, the unmasked reconstruction
contains a higher number of outlying points, shown in red.

Figure 11 shows a comparison between the histograms of PTM
distances across the two measurement comparisons using 400
bins.

As can be seen in figure 11, when background masking is
applied the PTM distance spread is reduced. Fitting a Gaus-
sian to the distribution in figure 11(a) yields a standard devi-
ation of 85 um, while fitting a Gaussian to the distribution in
figure 11(b) yields a standard deviation of 70 wm. In addition
to the lower deviation in the PTM distances, there are also
many fewer outliers when masking is applied; this can be seen
in the spike on the far left of the distribution in figure 11(a)
which represents PTM distances larger than 500 pm.

Figure 12 shows one of the three repeat measurements of
artefact 2. Figure 13 shows the combined histograms over all
three repeat measurements for both masked and unmasked
reconstructions.

In figure 13(a) the combined standard deviation of the PTM
distances over three repeat measurements was 93 um. When
background masking was applied to the measurement data in
figure 13(b) the standard deviation reduced to 70 um with
masking, representing a decrease of 23 um. Additionally, the
number of outlying points with PTM distances greater than
500 wm also, was again, reduced by applying background
masking. Figure 12(a) shows that many of the outlying points
are concentrated around the more complex features such as
the cylinders, spheres and recesses which were reconstructed
more faithfully in figure 12(b), as shown by the reduced num-
ber of red points.

4. Discussion

As can be seen in figures 9-12 the agreement with CMM is
improved when background masking is applied. This is likely
mainly due to the removal of the static background from the
image. As was discussed in section 1, the static portion of the
background, present due to the use of a rotation stage, creates
a set of points which are static relative to the camera while the
rest of the points have undergone some relative motion. This
means that when the bundle adjustment algorithm attempts to
globally optimise the camera positions and point locations, the
triangulation of the object points can be degraded. Figure 14
shows a comparison of the cylindrical features on artefact 2.
It can be seen that the reconstruction quality of these features
improves when background masking is used. Because the cyl-
inders on artefact 2 are prominent features and intersect with
the static portion of the background in many views, this rein-
forces the hypothesis that it is the removal of the static back-
ground that leads to improved measurement results.

A further possible reason for the improved measurement
result when masking is applied are the patch-based algorithms
used for densification. These dense reconstruction algorithms
operate by growing and refining rectangular patches of points.
In the case of the masked data, these patches can only be pro-
duced on the object surface, whereas in the unmasked case
many are created in the background data.
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Figure 9. Dense reconstructions of artefact 2 (a) without background masking (b) with background masking.

Table 2. Comparison of time expended at each reconstruction step, averaged across three reconstructions of artefact 2.

Time (s)
Image processing  Feature matching  Camera alignment  Densification Total
No Mask 0.0 157.7 81.0 2459.0 2697.7
Mask 180.2 223.7 52.7 1143.3 1599.7
Difference 180.2 66.0 —28.3 —1315.7 —1098.0

Table 3. Comparison of memory usage at each reconstruction step, averaged across three reconstructions of artefact 2.

Memory usage (GB)
Image processing  Feature matching ~ Camera alignment  Densification Total
No Mask 0.000 0.365 0.067 2.999 3.430
Mask 0.471 0.536 0.099 0.923 2.028
Difference 0.471 0.171 0.032 —2.075 —1.402

Table 4. Comparison of points reconstructed, averaged across three reconstructions of artefact 2.

Points
Sparse points Dense points Object points Background points
No Mask 58 373 3600 644 282721 3317923
Mask 71436 377 862 312 560 65 301
Difference 13 062 —3222 783 29 839 —3252 622

WL/ 92UB)SIp Ysaw O} Julod

Figure 10. Comparison of PTM distances for artefact 1 (a) without background masking (b) with background masking.
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Figure 11. Comparison of the distribution of PTM distances for artefact 1 (a) without background masking (b) with background masking.
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Figure 12. Comparison of PTM distances for artefact 2 (a) without background masking (b) with background masking.
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Figure 13. Comparison of the distribution of PTM distances for artefact 2 (a) without background masking (b) with background masking.

—

Figure 14. Comparison of the reconstruction of cylindrical features on artefact 2 (a) without background masking (b) with background
masking.
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Figure 15. Example failure case of the background removal,
masking contour shown in red.

The histograms in figures 10 and 12 show that the
distribution of all the PTM distance data has some skew. This
is likely due to a small error in the scale applied to the pho-
togrammetric portion of the data. This scale is based on the
stereo baseline, the distance between the optical centres of
the stereo cameras. This is difficult to measure directly so
was established through reconstructing a ball bar of calibrated
size. However, the tighter spread of the data when background
masking was applied, as shown by the lower standard devi-
ations, is still strong evidence of greater agreement with CMM
measurements despite this potential scaling error.

Although the background removal approach is relatively
robust to a range of objects, as was shown in figure 5, it is not
perfect and there are occasional viewing angles which cause
the masking process to erroneously remove some of the object
data. Figure 15 shows an example of this from the data used
to reconstruct artefact 1.

The erroneous masking shown in figure 15 occurs when the
bottom edge of the object is in shadow due to the lighting con-
ditions present within the measurement system. The shadow
effectively blurs the boundary of the object and causes the
edge detection part of the pipeline to fail. However, because
this only occurs from very few viewing angles, enough of the
surrounding views detect and triangulate points in the area of
missing data that the result on the final measurement result is
minimal. These erroneous cases could be prevented entirely by
changing the lighting conditions in the measurement volume
to be as diffuse and uniform as possible.

It is worth noting that the exact time taken to mask each
image (approximately 1.5 s per image) is largely dependent
on the implementation of the presented algorithm. It is likely
that an optimised and compiled version of the algorithm could
operate much faster than the Python implementation used here,
especially with the many file IO operations required. There is
also an obvious hardware dependence; in this case all image
processing and reconstruction operations were performed on
the same PC with an Intel Xeon W 2123 CPU, 32G GB of
RAM.

Recent research has explored the use of DL methods
for both edge extraction (see review [24]), and end-to-end
background removal (see review [25]). However, many of
these methods as they are currently implemented are either
inaccurate such as extracting only bounding boxes [26] or are
developed for specific applications and as such would not gen-
eralise well across any possible measurement artefact [27].
Furthermore, as our method has been shown to be effect-
ive with only traditional methods we avoid the computational
overhead required to train a DL model. Avoiding ‘black box’
style neural networks also makes our results simple to interpret
and understand.

5. Conclusions

In this paper we have proposed an image processing pipeline
for the removal of background pixels from images taken
within a photogrammetric measurement system. This pipeline
is dependent on there being no closed contours in the back-
ground portion of any images captured in the measurement
data. The background masking problem can, therefore, be
reduced to the extraction of the closed contour of largest area
within the image. It was shown that this approach can effect-
ively remove the background from a large range of example
objects.

To test the impact of using masked images directly within
photogrammetry measurements, two test artefacts were recon-
structed both with and without background masking applied
to the input images. It was shown in both cases that applying
imaging masking reduced reconstruction times and memory
usage, increased the number and density of surface points
reconstructed, and dramatically reduced the number of super-
fluous background points reconstructed.

The impact on the measurement result was investig-
ated by comparing them to the measurement data gathered
through repeat tactile measurement using a CMM. It was
found that applying background masking lowers the num-
ber of outlying points reconstructed and reduces the stand-
ard deviation in the PTM distances when the photogram-
metry and CMM data are registered together. This improve-
ment in measurement agreement with CMM is likely
due to the static background degrading the triangulation
quality of the points when background masking is not
applied.

6. Future work

In order to get the most efficient and optimal measurement
strategy, it would be advantageous to integrate the approach
shown here with the view-planning optimisation approach
given in Zhang et al [28]. However, initial testing has shown
that directly applying masking to the optimised imaging
positions results in poor measurement results. Therefore, a
modified version of the view optimisation algorithm will be
developed to take the reduced information within each image
into account.
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