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Abstract

Purpose – The voices of children and young people have been largely neglected in discussions of the extent to which the internet takes into account their needs and concerns. This paper aims to highlight young people’s lived experiences of being online.

Design/methodology/approach – Results are drawn from the UnBias project’s youth led discussions, “Youth Juries” with young people predominantly aged between 13 and 17 years.

Findings – Whilst the young people are able to use their agency online in some circumstances, many often experience feelings of disempowerment and resignation, particularly in relation to the terms and conditions and user agreements that are ubiquitous to digital technologies, social media platforms and other websites.
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Practical implications – Although changes are afoot as part of the General Data Protection Regulation (herein the GDPR) to simplify the terms and conditions of online platforms (European Union, 2016), it offers little practical guidance on how it should be implemented to children. The voices and opinions of children and young people are put forward as suggestions for how the “clear communication to data subjects” required by Article 12 of the GDPR in particular should be implemented, for example, recommendations about how terms and conditions can be made more accessible.

Originality/value – Children and young people are an often overlooked demographic of online users. This paper argues for the importance of this group being involved in any changes that may affect them, by putting forward recommendations from the children and young people themselves.
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Introduction
A body of scholarly research has emerged that considers how digital technologies and the online world intersect with the experiences of children and young people, revealing many ethical concerns. Research has identified the risks (e.g. of physical harm) that may be posed to children online (Livingstone et al., 2010; Livingstone and Haddon, 2009), as well as the impact of digital technologies on children’s well-being and development (Children’s Commissioner, 2018; Kidron and Rudkin, 2017; McDool et al., 2016; Royal Society for Public Health and Youth Health Movement, 2017). Social media has been shown to have some potentially damaging effects on children’s well-being, including worsening children’s anxiety, disrupting their sleep patterns and heightening their concerns around body image (Royal Society for Public Health and Youth Health Movement, 2017). Moreover, a study by McDool et al. (2016) found that increased time spent on social media was correlated with children having a decreased level of overall satisfaction with their lives. Such findings indicate a concerning lack of ethical consideration by internet providers of their effects on children and young people, leading some to argue that the digital world is not fit for purpose in meeting the needs of these groups (Children’s Commissioner, 2017; Kidron and Rudkin, 2017).

Research addressing the intersection of digital technologies and children has revealed other ethical concerns in relation to their data. Children’s use of the internet has been shown to have increased rapidly (Frith, 2017), with 2016 signifying a substantial shift in children’s behaviour as they now spend more time online than they do watching television (Childwise, 2016). The internet has become an intrinsic part of young people’s lives as they grow up in a digital age; however, young people risk becoming “datafied”, meaning that substantial amounts of information are being collected about their lives, posing concerns for their privacy and ability to consent (Lievens and Verdoodt, 2017; Lupton and Williamson, 2017). This datafication of children’s lives has led some scholars to express apprehension that little is being done to tackle the issue: “there remains little evidence that specific instruments to safeguard children’s rights in relation to dataveillance have been developed or implemented, and further attention needs to be paid to these issues” (Lupton and Williamson, 2017, p. 780). Internet providers and platforms have been accused of harbouring a “cavalier” attitude to the rights and needs of children by behaving unethically and failing to account for the needs of children (Kidron and Rudkin, 2017, p. 4). The digital world has not been designed with children and young people in mind, and as a result, this is having a detrimental effect on their safety and well-being.
That said, the intersection of digital technologies and children is attracting growing attention. The importance of internet platforms and websites behaving ethically towards children and young people has become a prominent issue amongst legislators, for example the Children and the internet inquiry by UK House of Lords (Department for Digital, Culture Media and Sport, 2017), and national (e.g. 5Rights, in the UK) and international (Unicef) organisations that protect the rights of children (Kidron and Rudkin, 2017; Third et al., 2014). Moreover, it is also slowly drawing the attention of political parties from across the political spectrum. For example, the UK Government is currently in the process of introducing an “Age Appropriate Design Code” to serve as an amendment to the Data Protection bill in an effort to champion children’s digital rights (Information Commissioner’s Office, 2018).

This paper argues that whilst moves have been made to promote the adoption of a more ethical approach towards children and young people in the digital world across the scholarly, political and policy-making spectrum, considerable work still remains to improve young people’s online experiences. Children play a central role in the UnBias project as they are invited to share their lived experiences of their online activity in Youth Juries, which are sessions designed to promote reflection, discussion and debate, and which are discussed in more detail below. By drawing attention to lived experiences, this paper uncovers important findings related to feelings of disempowerment and resignation. Previous research has discussed children’s sense of disempowerment in relation to the impact of “sharenting”, which refers to when parents post pictures and videos of their children on social media, without necessarily having asked for their child’s consent (Children’s Commissioner, 2018).

This paper explores other ways that children may feel disempowered by their internet experiences, focussing in particular on their experiences of online terms and conditions. It should be noted that in this paper the term “online terms and conditions” is used as an overarching term that also includes “terms of use”, which “[...] establish the rights and obligations that will govern an agreement between two parties” (Wauters et al., 2014, p. 12), in accord with how the young people themselves talk about and understand such agreements.

The use of plain and transparent language in official, legal and technical documents aimed at all sectors of society has been campaigned for over a number of years, including several calls for evidence around this important topic from the UK government, (Koene, 2016a, 2016b). The use of plain and intelligible language also forms part of the Consumer Rights Act (2015), Legislation.gov.uk., 2015, for example in §64 and §68 (Conklin et al., 2019). Furthermore, there is a growing body of literature that discusses how online terms and conditions and click-through agreements are inadequate for ensuring that users are fully informed, are rarely read by users, and are often inaccessible even to adults (Elshout et al., 2016; Plaut and Bartlett, 2012; Wauters et al., 2014). Online terms and conditions also often include clauses that are mostly irrelevant to the average user; for example, a clause in Apple’s Mac App Store states that a customer is forbidden from downloading a book for the purpose of the development of nuclear weapons. Such clauses “[...] add to the length and complexity of T&Cs and thus to the unattractiveness for consumers to reading them” (Elshout et al., 2016, p. 15). Moreover, research has highlighted the recommendations of adults that online user agreements should be revised to be shorter and clearer, to increase readability and comprehension, and increase the overall levels of trust that users have in their fairness (Elshout et al., 2016; Plaut and Bartlett, 2012).

There is a need to go beyond this literature to also take into account the opinions of children and young people, since they have been born into a digital age and spend
increasing amounts of time online (Coleman et al., 2017; Perez Vallejos et al., 2015). The Children’s Commissioner asked a law firm (Schillings) to change Instagram’s terms and conditions to be more user friendly, and the results of this showed that children were able to understand the agreement with ease (Children’s Commissioner, 2017). Thus, the significance of changing online terms and conditions should not be underestimated.

Furthermore, it is encouraging that some efforts are being made to improve the user experience of documentation, including online terms and conditions, through the General Data Protection Regulation (GDPR) (European Union, 2016), which came into force in May 2018. Article 12 states that information that relates to processing data should be clearly communicated “[…] in a concise, transparent, intelligible and easily accessible form, using clear and plain language, in particular for any information addressed specifically to a child” (European Union, 2016). Recital 58 of the GDPR acknowledges the importance of safeguarding children on the internet by ensuring that any information that is for children is communicated in “[…] a clear and plain language that the child can easily understand” (European Union, 2016). However, the GDPR “offers little clarity as to the actual implementation and impact of a number of provisions that may significantly affect children and their rights, leading to a legal uncertainty for data controllers, parents and children” (Lievens and Verdoost, 2017, p. 1). Whilst there are multiple areas of uncertainty in relation to guarding the rights of children in the GDPR overall (Lievens and Verdoost, 2017, for further information), moves are being made to add clarity through the “Age Appropriate Design Code” (Information Commissioner’s Office, 2018).

This paper will also build upon Article 12 of the GDPR in relation to the young people’s experiences of, and recommendations to improve, online terms and conditions.

This paper serves as a timely reminder to social media platforms, policymakers and others about the need to ensure that the changes in the stipulations of the GDPR (European Union, 2016) are implemented in a way that is accessible to young people. Moreover, this paper argues for the importance of involving young people in these discussions.

These claims reflect the ethical importance of considerations of well-being and autonomy. Here, “well-being” is understood as the value of a person’s life for that person, or, how well their life goes for them. This is a broad conception of well-being, whose importance is recognised by nearly all ethical traditions, not just utilitarianism (on the concept of well-being see Bradley, 2015). Accessibility matters to young people’s well-being because it mediates their access to and experience of online services, which are deeply embedded in many aspects of life. “Autonomy”, on the other hand, is the idea of self-governance: of an agent who makes their own decisions and is capable of implementing them (for a review of some different conceptions of autonomy, Mackenzie, 2014, pp. 16-19). It may therefore be assumed that autonomous use of online services requires understanding of their terms and conditions.

This suggests that, to protect and promote young people’s well-being and to enable them to access online services autonomously, the terms and conditions of those services must be comprehensible and accessible to them. Why not go further and claim that in addition, young people’s voices should feed into the process of ensuring this comprehensibility and accessibility? One straightforward but powerful answer is that, in practice, co-production is the best way to achieve this goal (Filipe et al., 2017), as it ensures that young people play a significant part in the research process. It is all too easy to jump to false conclusions about what is comprehensible and accessible to others; if these goals are to be taken seriously, the relevant audience should be consulted. Second, though, failure to consult may constitute a specific form of injustice. If failure to consult reflects a presumption that young people have
nothing worthwhile to contribute to discussions in this area, then they may be subject to testimonial injustice, in which someone’s views are given less credibility than they should receive, due to prejudice (Fricker, 2007). Co-production is not without its challenges however, as some cast doubt on the effectiveness of such methods, believing that it may not lead to an authentic representation of the voices of children, or that it may lead to tokenism, whereby young people’s voices are channelled into pre-existing adult-driven agendas (James, 2009; Todd, 2012).

Nevertheless, there are strong ethical reasons to want to make user agreements accessible to young people, and to want to involve them in this process. Considerations of well-being and autonomy both speak in favour of these things. These reasons do not depend on the precise conception of “well-being” or “autonomy”, or the exact way in which these considerations feature in any specific ethical theory. Access to online services is such a fundamental part of contemporary life that any plausible way of protecting and promoting well-being, and of respecting autonomy, will require that terms and conditions and user agreements are accessible to young people. Moreover, including young people’s voices in this process is a necessary means of achieving this goal, as well as, perhaps, a requirement of justice.

Coleman et al. (2017) postulate that whilst considerable and important attention has gravitated towards introducing measures to safeguard and protect children on the internet, “[... ] this should not be allowed to overwhelm other questions about the kind of Internet that children and young people want” (Coleman et al., 2017, p. 9). It is an imperative that research also addresses the latter by consulting children and seeking their recommendations in improving their internet experiences. The changes in the GDPR (European Union, 2016) offer an opportunity for social media providers and others to take note of the recommendations of children and young people, allowing them to be involved in the production of such agreements, with the view to improve the online experiences of this group.

Method
This paper draws on data from the UnBias project’s first wave of Youth Juries that took place in February 2017. A total of fourteen two-hour juries were conducted that included 140 young people aged between 12 and 18, plus two 19 year olds, one 20 and one 23 year old; this gave 144 participants with a mean age of 15 years. The Youth Jury method is highly regarded as an effective way to involve young people in a discussion that is youth led and that centralises the importance of discussion and reflection. Participants are encouraged to share experiences, discuss and debate issues, form and change opinions, and ultimately put forward recommendations for how an issue may be solved. The method is designed to understand the thoughts, ideas and recommendations of young people about their experiences of the internet, through facilitated group discussions around specific scenarios that were co-created with age-matched peers (Coleman et al., 2017; Perez Vallejos et al., 2015). The Youth Jury method enables the tackling of challenges related to the online world by engaging young people with the problems they may encounter, and by encouraging them to reflect on their online behaviours.

The overall purpose of the Youth Juries was to bring the voices of young people to the fore, by understanding how they use the internet and to gather a sense of their experiences online. The juries set about eliciting the views of young people by using a facilitator to stimulate discussion on different aspects of algorithmic decision making processes. The content of the juries is dynamic and changes in response to the knowledge and experience of the young people attending, although a common format ran throughout
all sessions. Focussing on youth-led discussion and debate, the facilitator used slides to introduce the concept of algorithms and how they affect the online world, across each of three main themes. The three themes were: personalisation through algorithms, including consideration of filter bubbles and echo chambers; “gaming the system” as reported for autocomplete, search results and fake news and algorithm transparency and regulation. In general the topic was introduced and a couple of examples given, the jurors were encouraged to share their opinions and experiences of the issues, and then they were asked how they would like to see things change or how they would like issues to be tackled. Additional prompts were used as needed. The audio from the Youth Juries was recorded with the permission of participants, transcribed by a University approved, GDPR compliant external company, and then thematically analysed. A single researcher used an inductive approach to code all of the transcripts, before grouping them into themes using NVivo. Three other members of the research team independently coded a random selection of the transcripts. The results were validated collectively as a team, and any discrepancies were discussed and reconciled. Key themes were then identified from this analysis.

Results and discussion

Many scholars have identified the paradigm shift within social research that now views children as social actors and agents in their own right (James, 2009; Porter et al., 2012; Todd, 2012). Holt (2011) argues that scholars focussing on the importance of emphasising children’s agency have helped to counteract prevalent views that have suggested that children lack agency. This paper illustrates the importance of recognising children’s agency, although it acknowledges the challenges, both methodologically and theoretically, in adopting this viewpoint (Todd, 2012 for a detailed discussion). It is important to note that the agency of children may differ from that of adults; children now grow up in a digital age that often means that they fall under considerable peer pressure to use social media frequently, and fear social exclusion if they do not take part (Children’s Commissioner, 2018). The following results highlight the multiple ways in which jurors were able to use their agency online, before exploring how the agency of young people may be constrained by the structures that govern the online world. Discussions are framed in relation to terms and conditions, as they were marked by the jurors as something that was critically in need of change.

Agency and its constraints

Some jurors demonstrated their use of agency by identifying various strategies to help them to assess the validity of the information that they read online: “If I saw it on Facebook and I don’t know if it was true, I would search it up on Google to see if there’s any more about it [. . .]” Whilst some will search for other similar reports online, others will pay close attention to the source of the online news, for example one juror pointed out that they would trust BBC Bitesize “because that’s made for schools so you can normally trust it.” Many jurors expressed how they used their agency by weighing up in their own minds whether something appeared to be credible: “my first filter, like personal filter when looking at something would definitely just be common sense”, with one juror postulating that fake news was “quite obvious” to identify. Others were able to look for visual clues to help them to decide whether something was credible or not. It is encouraging that young people are able to undertake these activities, as the UK curriculum does not currently teach children how to identify fake news (Children’s Commissioner, 2017).
However, not all young people will necessarily engage in such verification practices, or indeed arrive at a conclusion that is credible. Indeed, one juror pointed out that although they were able to rely on their prior knowledge to determine whether something that they read online is true or not, they acknowledged that they may not necessarily be able to adopt the same approach successfully when it came to information that was less well known: “but then what about all the other little stupid things?”

The Youth Juries also revealed that young people often displayed agency in finding ways to counteract the power of an algorithm: “I can change my IP address and use other browsers so that I can trick the algorithm.” Others pointed to alternative strategies, for example using applications to block advertisements: “what I usually do to prevent all the sponsored stuff is like turn on AdBlock”, or by turning away from applications altogether if they are bothersome, as one juror pointed out that they did this because they had “favorited a bunch of things and it kept recommending things I didn’t like and it was really annoying”. Whilst it is encouraging that some young people are able to readily utilise their agency to try to influence the behaviour or the effect of an algorithm, their strategies also indicate that many of the young people felt overwhelmed and annoyed by some of the features of algorithms. For example, many of the young people complained about being exposed to relentless advertising online, “whenever I play one game after each level ad, ad, ad. It doesn’t stop”, and felt that their countermeasures appeared to be ineffective: “well, I just get annoyed, because yesterday I was on Facebook and it was just coming up with a lot of ads like ad after ad, so I just decided to block all of them but that didn’t stop it.” Thus, whilst on one level, many of the young people actively apply methods to soften the sometimes burdensome effect of targeting by algorithms, when probed further, some responses pointed to their agency being constrained by the powerful nature of the algorithm.

During the Youth Juries, many of the young people showed a strong awareness of the importance of protecting their personal data: “I wouldn’t let anything go on social media that I wouldn’t want anyone to see.” Some expressed ways in which they were able to do this, for example, in assuming an online persona: “I generally don’t use my actual name if I do so it would be pretty hard to find me”, or in closely guarding what personal data they choose to share with other social media platforms:

I only give my name and my email address, because that’s the only information they really need and I don’t want them having my private information because then they can do stuff with that, but they can’t really do much with my name.

Despite results showing that young people actively demonstrate their agency in a digital context, in verifying information, counteracting annoying content, and protecting their personal data, there were also many ways that the young people expressed feelings of disempowerment in their online experiences. This is not to argue that young people cannot be social actors with agency, but that the nature of the online world, which has so often disregarded the needs of children, constrains their agency (Children’s Commissioner, 2017). Expressions of disempowerment permeated the discussions amongst young people, as many alluded to a disparity in power between the platform and the individual:

[...] and it’s just scary how much information they have about you, just like you sharing some of your information, because that shouldn’t be how it is, because you should be able to do your own stuff.

Jurors expressed how they “[...] can’t really talk to the creator of the website because they don’t listen to people”, indicating that some feel that they are overlooked and silenced by a digital world that does not take account of their needs and opinions.
Many of the young people recognised the benefits of algorithms in being able to personalise online searches to the users’ interests (“I like it because it’s quicker!”); however, other jurors raised concerns in relation to feeling disempowered:

It feels like, I know this sounds a bit extreme but they’re like taking away your human rights. Because it’s like you have a right to give information and keep information to yourself as well. So they’ve sort of like got rid of that line between having a choice and not a choice.

**Disempowerment as a result of terms and conditions**

The young people’s feelings of being excluded and disempowered by their online experiences were particularly exacerbated by their experiences of online user agreements as specified in the form of terms and conditions. This part of the paper will focus on the lived experiences of young people by identifying the current problems that they have with terms and conditions. Focussing on this particular concern allows a timely response to be given to the changes suggested by the GDPR (European Union, 2016) by putting forward the recommendations of young people as to how to improve online terms and conditions.

The jurors overwhelmingly believed that online terms and conditions were not accessible: “it is Standard English but it’s not written in a way that you can easily understand it.” One juror believed that terms and conditions were particularly exclusionary towards young people: “especially for people our age, they definitely don’t target it towards us.” Such findings support existing studies, which have found that Instagram’s terms and conditions are written in such a complex way that they are only accessible to those with a postgraduate qualification (Children’s Commissioner, 2017). Some jurors raised concerns that online terms and conditions were not transparent and that users remained wholly unaware of what happens to their information when signing up to applications: “them selling off your data to external companies, not actually being consented at all. They should make that more obvious that they’re going to do that.” A general unawareness that their data is being sold to third party companies has also been found amongst adults (doteveryone, 2018a, 2018b). However, by specifically contributing to the ‘dataveillance’ of children, both through online technologies and mediums such as educational software (Lupton and Williamson, 2017), this can exacerbate an already important problem for young people; therefore the experiences and views of this vulnerable group in response to this knowledge are also important to consider.

Other jurors believed that internet platforms and companies deliberately obfuscate their terms and conditions to ensure that individuals sign up, prioritising their profits over any moral or ethical obligation to ensure that users fully understand and consent to how they operate: “companies do it on purpose, they blatantly make them as confusing as possible so people don’t take them up on it.” This is a concerning indication that internet platforms are attracting young people to engage in an environment that contravenes numerous articles of the UN Convention on the Rights of the Child (e.g. Article 42 “knowledge of rights”, Unicef, 2010), and UK guidelines for online child safety (UK Council for Child Internet Safety, 2015).

For some, this has fostered a sense of resignation, for example many jurors said that they accepted the Terms and Conditions because they wished to use the internet platform, despite believing that they were neither accessible nor transparent: “I might read the bottom bit but most of the time I don’t understand it […] so I just tick it anyway.”
Terms of use are, more often than not, created by the service providers without any consultation with the user, and many young people disliked the fact that they had little alternative but to sign them (Plaut and Bartlett, 2012; Wauters et al., 2014). One juror had attempted to use a website without accepting the terms and conditions, however they eventually relented to sign them when the site did not allow them to continue their activity on the site:

I thought that because I tried it once on some random website and I scrolled down and I said no I do not agree and then it wouldn’t let me click the signup account like signup button until I actually said yes I agree.

This is an example of the agency of users, including children, being restricted by the current structures of digital technologies. Moreover, the social media platform may hold dominance within the market, and there may be few alternatives that offer a similar service for the user to choose instead (Wauters et al., 2014). Thus, young people may find themselves stuck between a rock and a hard place, as they are excluded from any meaningful accessibility to online terms and conditions, but have little choice but to accept them anyway to avoid feeling excluded by not being able to use their chosen website. Existing research points out that young people often feel immense pressure by their peers to join particular social media platforms and to always be available on them, which may continue to limit the active choices that they have to resist agreeing to online terms and conditions (Children’s Commissioner, 2018).

A minority but important viewpoint expressed during the Youth Juries was that often people did not actually wish to know the terms and conditions, because they will participate in the website or online platform regardless of what they say:

I think the problem is people don’t want to know because if they’re using those sites, you’re using them and your friends are using them so you’re probably going to use them anyway. But the fact that you don’t know what they’re using them for is a bit worrying but you’re not going to find out, because you just don’t want to know.

Thus, this paper argues that the digital world has been complacent in not offering any form of meaningful transparency to their users, and as a consequence this is unethical as it has fuelled a sense of exclusion amongst many young people and adults alike. Whilst efforts are under way to ensure that Terms and Conditions are accessible to all, through changes to the GDPR (European Union, 2016), it is not yet clear how this will be implemented. Wauters et al. (2014) have already identified the importance of considering the needs of the user as a basis for any agreement.

**Young people’s recommendations**

This paper argues that social media platforms must take into account the experiences and views of young people, and that changes to terms and conditions should be co-produced with the young people themselves. Whilst recognising the challenges and limitations of co-production (James, 2009; Porter et al., 2012; Todd, 2012), this paper argues that it is imperative that young people are consulted in how social media platforms and others communicate their terms and conditions in their user agreements. Young people across all the Youth Juries overwhelmingly agreed that online terms and conditions needed to be improved. As part of the Youth Juries, the voices of the young people were brought to the fore by not only asking them about their experiences of existing online terms and conditions, but also by asking them for their recommendations for how terms and conditions may be improved, particularly for their age group.
As a result, the jurors made many recommendations about how to improve the accessibility and transparency of online platforms, including their terms and conditions, to ensure that meaningful informed consent is achieved: “[...] it should be made fair so that the public can understand at a general level what’s going on when they’re agreeing to the terms and conditions,” and to counteract the sense of powerlessness that many of the young people alluded to when “consenting” to existing terms and conditions of online services. Such findings support the work of Eslami et al. (2015) who recognise the importance of transparency in building overall levels of trust amongst all users of social media.

The next part of this paper discusses how the terms and conditions can be made more accessible, by considering how changes to the layout, content and overall structure or format of online terms and conditions may improve their accessibility not just to young people but to all internet users. The young people believed that terms and conditions should be made more accessible “to average people”, and in particular to their age group. One juror summarised their concerns about the dangers of young people not being properly informed about the terms and conditions:

[...] it should be like a lot clearer because there’s so many much younger children using things like Instagram and they might not understand that their photo is being posted like so many different places [...] So I feel as though they should make it, so like a more concise or just like easier version so that people do understand.

There was much debate around how existing terms and conditions could be changed to make them more user-friendly. Many suggested that bullet points would be a useful way for communicating the terms and conditions, however there was some disagreement as to how many would suffice: “ten bullet points and quick to the point, no long thing”. Others believed that there should be fewer bullet points: “if there were [...] three bullet points then I’d probably read them but otherwise I can’t really see myself reading them”. In the absence of a consensus, it is still clear that the young people wanted online terms and conditions to be presented in a format that was clearer, ideally with the use of bullet points.

The jurors also made many suggestions in terms of the type of language that should be used in the user agreements of social media platforms. Agreements are often filled with “legalese” that use difficult and complex legal terminology, which exclude the user and deter them from reading such agreements (Milne and Culnan, 2004; Wauters et al., 2014). The jurors believed that the language of the user agreements should be simple, and the agreement should be as short as possible. In addition, the young people spoke of their recommendations for the content of terms and conditions: “I’d like to know how long they keep your data for.” It is disappointing that existing terms and condition agreements already state this information, yet they are so inaccessible that young people (and indeed, many adults) are not aware of it. Moreover, a primary concern for many jurors was for social media platforms to have greater transparency in where and how their personal data is shared with third parties and others: “a bad thing how they don’t directly tell you they’re going to sell information to make money”. There was some disparity between the youth jurors with regards to the extent of their concerns, however even amongst those who appeared to be less concerned, many wanted more transparency in relation to where their data is sold:

If they’re going to sell it I’m not really bothered about that but I would be concerned about, I’d maybe like to know where it went or who was going to use it.

To many of the young people, the sharing and selling of their information to third parties by social media platforms was a revelation. Moreover, many expressed a great
unease that the social media platforms were able to do this (“that’s really creepy”), especially if their location data was revealed: “yeah, like location data, you don’t want that being sold because that’s sensitive and there’s a lot of users that are under the age that Facebook says.” As this appeared to be a primary concern amongst many jurors, this paper argues for the importance of making this clear and transparent in the terms and conditions.

As well as changes being made to existing terms and conditions, some jurors suggested other innovative ways in which this information may be communicated after the signing of such agreements. For example, one juror explained that the user should receive an email after the social media platform sells their data, which should provide details of where the data had been sold to, and give the user the opportunity to contact the company if they do not wish for their data to be used. The juror believed that this would not only increase transparency between the platform and the user, empower the user by giving them the opportunity to withdraw their data from third parties, but that the process itself would be quite time consuming, which may deter some users and therefore benefit the company:

[... ] so it’s a long process, so people are less likely to do it so they still make money but still do it as an option, so people can still opt out, but it’s just a bit more difficult.

Amongst the suggestions, the jurors came up with some interesting suggestions for how the design of engagement between the user and social media platform may be rethought. Some jurors felt that the terms and conditions could be made to be more “user-friendly”, by using pictures or videos to convey their messages. Haapio et al. (2012) discuss the opportunities that are presented by using visuals in contracts, as they may allow complex information to be communicated more simply. However, using visuals is not without its challenges, as they must suitably fit the content of the agreement so that it is understood properly, and they must be age appropriate (Haapio et al., 2012; Wauters et al., 2014). Moreover, such methods may not account for the heterogeneity in the audience, which may include children with multiple and diverse learning needs (Lievens and Verdoodt, 2017).

Some youth jurors also explained that they wanted to be able to personalise terms and conditions so that they were able to opt in and out of different parts of the agreement, particularly in relation to what personal data is shared and who it is shared with:

They could add check boxes so it’s like will you let us sell the data without consent and you can either tick it or not tick.

Given the need for companies to make money, personalised terms and conditions that allow users to decide if their data is sold on to third party companies may seem optimistic. However, it is vital that the voices of children and young people are considered, and that platforms and others recognise and work with these recommendations to make them practicable.

Whilst the jurors agreed that the terms and conditions should be more transparent, some also believed that it should be made harder for the user to simply agree without reading them. One juror recommended that there should be a minimum amount of time that the user should have to stay on the page: “I think they should force you to stay on that page for a certain amount of time.” Others suggested that the terms and conditions should be made so that the user does not have to click on a separate page to read them:

[...] and to have it somewhere where you’re kind of forced to read it. Like a lot of places you’ve got to click on to a separate page to read them. It’s like nobody’s that bothered.
Indeed, a report by the European Commission (Elshout et al., 2016) found that online internet users are considerably more likely to read terms and conditions when they are available on the same internet page.

Conclusions

The voices of young people have been systematically ignored by digital technology companies, despite them being a pivotal audience and user of the digital world. This paper puts forward the opinions and experiences of young people to convey their feelings of powerlessness and resignation. Some young people showed digital agency by their ability to counteract the effect and impact of algorithms on their internet searches, to verify information, and to stay safe online by closely guarding particular data, especially related to their location. However, often the agency of young people is constrained by the systems and structures that currently govern the way that the internet works. In particular, online terms and conditions were vocalised by the young people as being a point of frustration and inevitability. Whilst adults too may have similar experiences with terms and conditions, this paper argues that children and young people are more likely to feel pressure to sign up to platforms, and their voices are often forgotten about. Their current experiences of online terms and conditions are evidence of this, and signify that they are little understood.

In this paper, it has been argued that young people should play an instrumental role in shaping the digital world. It is vital that solutions are put forward that promote and cultivate agency amongst young people. As part of the Youth Jury methodology, the paper reiterated the value of eliciting the views of young people and encouraged them to make recommendations for how the internet could be improved. The paper also uses young people’s recommendations to provide guidance to social media platforms and others on how to implement the stipulations of Article 12 of the GDPR (European Union, 2016) effectively, and in particular how to ensure that young people are listened to and are involved in co-producing such changes. The findings from the Youth Juries have revealed that whilst young people actively use their agency when online, their sense of agency is constrained by the way that the internet is currently governed.

It is important to involve young people in the production of the terms and conditions for social media platforms and similar sites. This paper presented some of the jurors’ recommendations to help to remedy the young people’s sense of exclusion, and to contribute to fostering a more ethical and empowering internet for all. Whilst it focussed on the views of young people, for the reasons detailed above, it is important to note that adults are also affected by unclear terms and condition, so the proposed solutions are not just applicable to young people. These recommendations are of value to all stakeholders, as solutions that improve the transparency and clarity of such contracts for young people are also likely to make them more usable by others. A summary of suggestions as to how to improve the accessibility and transparency of online terms and conditions across all sections of the population are below:

- use simple language;
- use bullet points to convey the information;
- summarise the key information and make explicit any information relating to the sharing and selling of data to third parties; and
- offer “personalised” terms and conditions, which allow users to opt in and out of different parts of the agreement.

Both industry and the government must recognise the importance of the opinions of children, who are often overlooked despite being a key demographic for the online world.
They must take responsibility for adapting the digital world to inform, protect and empower young people in ways that are meaningful, so that they may become informed citizens who are aware of their digital rights. Doing so forms a large part of making the digital world safer and accessible for all.
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