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High demand for components with complex
geometries at macro and micro levels drives the
development of additive manufacturing (AM).
However, the scientific basis for designing energy
beam scanning strategies (e.g. beam scanning speed,
beam path, beam power) still relies on trial and
error approaches (i.e. experimental/simulation
of predefined beam trajectories) followed by the
evaluation of process outcomes (e.g. structural/
metallurgical properties of the built parts); this is
the Direct Problem. To address such drawbacks,
this paper reports, for the first time, a mathematical
model for selecting key parameters related to beam
exposure time in AM processes as an attempt to
improve the build part’s uniform properties, i.e. the
Inverse Heat Placement Problem. Our algorithm yields
variable beam scanning speeds and optimized beam
paths for achieving a desired maximum temperature
distribution (uniform or target pattern) and is
suitable for different circumstances and scanning
strategies dependent on the print part configuration.
Here, raster and spiral predefined beam paths
are chosen as examples. Variable beam scanning
speeds and optimized beam paths obtained from
our algorithm are able to induce a desirable uniform
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maximum temperature distribution compared with the conventional approach of constant
beam scanning speeds and a predefined beam path.

1. Introduction
Additive manufacturing (AM) is an enabling technology that can be used to print parts with
complex three-dimensional shapes and structures for use in a broad range of industries. A wide
variety of AM technologies exists, and many of them rely on an energy (laser, electron) beam to
deliver localized heat to the growing part, which melts or sinters the material powder/wire in a
layer-by-layer manner [1,2]. There have been many in-depth studies of the detailed mechanisms
of AM processes, with focus ranging from the resulting microstructure [3–6] to large structural
aspects such as geometrical distortion [7–9]. Theoretical studies mainly rely on computationally
expensive, multi-physics packages (e.g. COMSOL, ALE3D) to simulate fine details of the small-
scale phenomena (including melt pool geometry, and mushy zone solidification) that occur
during AM processes and from these a selection of the ‘optimal’ working parameters for desired
built part properties is made [10–12]. This is a ‘direct’ approach to the problem. Sets of operating
parameters are selected first, and then the process outcomes (e.g. distribution of temperature in
the powder bed) could be estimated by running off-the-shelf packages. If these outcomes are not
as expected (usually the case in the first round of simulations), the procedure will be repeated until
a near-optimal solution is obtained. This is time-consuming (as these multi-scale Multiphysics
models are computationally expensive) but still can be considered a computational trial and error
approach.

As a time-dependent process, AM mostly relies on the movement of an energy beam
across the feature to be generated. This means that thermal energy is adaptively deposited
into complex parts, which significantly affects process outcomes. Build quality and material
properties have been shown to be highly dependent on processing parameters (e.g. beam
power, scanning speed, track overlapping, etc.) [13,14]. Some studies consider the effect of
the processing parameters by defining them as the input energy density, which is directly
proportional to beam (most commonly laser) power but inversely proportional to scanning
speed, hatching space and layer thickness [15–17]. This is a simplifying approach since these
studies do not explicitly consider the influence of beam exposure time on their results. The beam
exposure time means the period of time on which a given point is exposed to the energy beam.
Under the Continuous Wave laser mode of operation in the AM system, the beam exposure
time is controlled by the beam scanning speed. Moreover, the input energy density cannot
fully characterize the complex interactions between printing outcomes and parameters. This
is because even with constant input energy density, energy absorption varies notably when
laser power and speed are changed [18,19]. This was validated by imaging the melt pool in
a laser powder bed fusion process using an in situ, high-speed, high-energy X-ray imaging
system [18,20,21].

Apart from these parameters, the scanning strategy defined by the path of the energy beam
is also a decisive factor in establishing the required process outcomes. The most common
approaches are to make the energy beam follow a raster path in straight lines under constant
processing (e.g. scanning speed) parameters [22,23]; this approach neglects the influence of the
varying beam dwell time at the end of the lines with the inherent influence of the amount of
induced heat. These raster strategies at different alternating angles between the built layers,
e.g. alternating with 45°, 67° and 90° rotation [24–26], are widely employed to improve the
structural uniformity of the parts. It was found that the smaller re-melting area under 90° induces
a smaller cooling rate and a smaller order of grain size in laser powder bed fusion copper alloys,
generating a weak order of texture strength [27]. For 316 l stainless steel, the 30° angle shows better
mechanical properties [28], and ±45° raster angle specimens exhibits a more ductile behaviour
than 0° and 90° specimens [29].
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Figure 1. The Inverse Heat Placement Problem in AM processing.

Although this previous work makes a valuable contribution to understanding AM processes,
there are few studies on how best to manage the dynamics of the thermal field in evolving parts.
Some work on beam scanning strategy ‘optimization’ is implemented by printing numerous
samples using different sets of parameters (sometimes using the design of experiments approach),
and then observing the resulting grain size and crystallographic texture [30–32]. These ‘optimal’
scanning strategies are limited by the predefined process conditions and should be thought of as
ad hoc ‘optima’ obtained by solving only the direct or forward problem.

The pivotal question here is: Why has the usual approach been to use raster paths, considering
that the inherent acceleration of the energy beam at the end of the raster paths (inducing
varying exposure times) will automatically induce different amounts of energies along the beam
paths, which results in non-homogeneous AM built structures? Of course, someone can choose
other beam paths (e.g. spiral [33], Hilbert [23]), but still, there are no in-depth (i.e. physics-
based) reasons for choosing these beam path strategies. Ultimately, it can be chosen to be any
arbitrary/predefined beam path, but what is the scientific basis for doing so? Apart from beam
paths, beam scanning speed, beam power, beam size, hatching space and layer thickness also
affect the heat placement in AM. The heat placement is related to general challenges in AM,
in terms of thermal stress reduction and surface quality improvement. Some thermal stress
prediction models were proposed to obtain the relationship between controlling parameters and
thermal stress [34,35]. To reduce it, combined laser beams were used to generate post-heating
to avoid an extremely high temperature gradient [36]. The investigations on surface quality
concerning the controlling parameters in AM are normally experimental based [37–39].

In the authors’ opinion, this still could be considered a trial-and-error approach and, as will be
demonstrated later in the paper, these arbitrarily selected controlling parameters result in highly
variable heat-induced fields in the AM built structure.

We believe that what really needs to be addressed is the Inverse Heat Placement Problem, i.e.
given bounds on the temperature and its temporal and spatial gradients (needed to control
process outcomes), determine a suitable beam path (position and speed) and set of other
process parameters (figure 1). Some partial attempts have been made to solve this problem.
Farshidianfar et al. [40] developed a closed-loop direct energy deposition system by employing
an IR thermography camera to monitor the real-time cooling rate which is set as the reference
for adjustments of the scanning speed in real-time, aiming to improve the uniformity of the
microstructure and hardness. Similar work is implemented by Rezaeifar & Elbestawi [41] on
porosity mitigation by using a PID controller to adjust laser power based on the measurement
from the thermal camera and IR-transmissive window; however, no modelling work has been
undertaken here and therefore, the route to address it is by using an additional monitoring
system to enable corrections of parameters. Halsey et al. [42] showed theoretically how local
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microstructure can be controlled by manipulating the position of the electron beam spot
(discontinuous heating) and dwell time on individual pixels that was optimized by a genetic
algorithm to find the solution of the physics-based model.

However, it has been shown for other dwell-time energy beam processes (e.g. waterjet milling,
pulsed laser ablation, focused ion beam) [43–46], that the solution to the Inverse Heat Placement
Problem does not usually consist of simple linear paths and significant scientific, engineering and
mathematical challenges must be dealt with to make progress.

The Inverse Heat Placement Problem in AM (i.e. laser powder bed) that we aim to solve here is
to obtain uniform microstructure properties by controlling the beam scanning path and speed.
From investigations of the solidification process, the microstructures of as-built parts in AM
are dependent on thermal gradient and solidification rate which are influenced by the heat
placement [47]. Due to the non-uniform distribution of beam energy and its spatial variations,
thermal gradient and solidification rate vary in real-time from location to location in the mushy
zone, as well as microstructure morphology and size variations. Controlling the starting point
of the solidification processes makes it possible to improve the uniformity of the features of
the built part. In other words, it is difficult to obtain constant and uniform thermal gradients
and solidification rates across the whole three-dimensional workpiece if we do not address the
Inverse Heat Placement Problem: given a required ‘uniform’ maximum temperature distribution on
the part, determine the optimal (laser) beam path and scanning speed. This is the basis of our
approach in this paper.

By contrast to previous work, we propose a generic theoretical modelling approach for the
Inverse Heat Placement Problem in AM that in principle allows us to obtain uniform properties
in AM built structures (e.g. microstructure, deformations, residual stresses). As we control
the temperature distribution when building the AM structure, this model provides references
for further customized intelligent microstructure design in AM and presents, as discussed
later, the need for open-source control in three-dimensional printing machines that allows the
implementation of such scientific-based (but very effective) beam path generators.

2. Theoretical modelling
In AM, the beam energy is normally considered as top-hat or Gaussian distribution [48]. In
our case, the Gaussian distribution is accepted, i.e. with more energy at the centre than at the
edge. The essence of processing parameter control is how to organize the motion of this centre-
focused energy beam to obtain the desired outcomes. This is similar to other time-dependent
material removal processes (abrasive waterjet milling, pulsed laser ablation, focus ion beam
milling and shape adaptive grinding), but the difference is that the heat generated for melting
the material powder in AM is not transported away immediately when the energy beam moves
to another position; it gradually moves through the adjacent gas atmosphere and powder. Energy
absorption, accumulation and dissipation in time underlies temperature evolution in the target
region, which increases the complexity of the resulting microstructure.

Our aim in solving the Inverse Heat Placement Problem is to optimize the laser speed and path
(with an example on laser powder bed AM) to obtain a close to constant maximum temperature
in the laser powder bed fusion system. We consider here the target of our optimization as
the maximum temperature on the surface, as an example and a good start to obtain uniform
characteristics (e.g. microstructure, residual stresses) of the built structure, on the assumption
that cooling rates are constant.

But before solving the Inverse Heat Placement Problem (given the maximum temperature in the
structure, determine the beam path and scanning speed), we need to consider the direct problem.
Therefore, we first use a transient thermal analysis of a half-space of uniform material with an
insulated boundary to represent the print sample and thereby solve the Inverse Heat Placement
Problem to obtain the time-dependent temperature distribution.
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(a) Transient thermal analysis
The main focus of our work is to make a first attempt at optimizing the beam path to control
material properties. With this in mind, we have chosen to use the simplest possible thermal model,
namely one in which none of the thermal properties of the material is temperature-dependent.
While this is of course not the case, it allows us to use a Green’s function formulation, and
consequently develop a very efficient numerical solution method for the Inverse Heat Placement
Problem. As we shall see, this proof-of-concept solver indicates that it is indeed possible to improve
on the usual constant speed raster paths for optimization of material properties. In subsequent
work, a more realistic model could use a model with temperature-dependent material properties,
for which more sophisticated methods for both the forward problem (finite difference or finite
element) and the Inverse Heat Placement Problem (an adjoint problem solver) will be required.

The initial temperature is assumed constant (here, it is room temperature, 25°C). The evolution
equation is [49]

∂T
∂t

− ∇.(λ∇T) = q(x, y, z, t), t > 0, x ∈ D, (2.1)

where D is the domain containing the workpiece (z ≤ 0); T(x, t) is the workpiece temperature at
point (x, y, z) and q(x, t) is the source strength, which models the heat placed in the sample by the
incident laser. This is to be solved subject to a no flux condition on the upper surface along with
initial conditions T(x, 0) = constant.

The heat supplied by the laser beam is modelled as Gaussian, with exponential decay in the
z-direction, so that [45]:

q(x, y, z, t) =
(

ηP

πr2
b

)
exp(−((x − xb(t))2 + (y − yb(t))2)/r2

b)exp(z/zp)/zp, (2.2)

where η is the laser heat absorption ratio; P is the laser power; rb is the laser spot radius; (xb(t),
yb(t)) is the transient position of the laser spot centre on the upper surface, z = 0 and zp is the
penetration depth of the laser beam into the powder.

To solve the linear heat conduction equation (equation (2.1)), we use the Green’s function (G),
which is the solution when q(x, y, z, t) is a delta function in space and time. This can be used to
calculate the evolution of the temperature distribution for any heat flux q(x, y, z, t), so that for
T(x, y, z, t) given by (equation (2.2)),

T(x, y, z, t) = α

k

∫ t

τ=0

∫∞

xq=−∞

∫∞

yq=−∞

∫∞

zq=−∞
G(x, y, z, t|x′, y′, z′, τ )q(x′, y′, z′, τ ) dx′dy′dz′dτ , (2.3)

with G(x, y, z, t|x′, y′, z′, τ ) = (2/(4πα(t − τ ))3/2)exp( − ((x − x′)2 + (y − y′)2 + (z − z′)2)/4α(t − τ ))
[49], α is the thermal diffusivity and k is the thermal conductivity.

The transient temperature can, therefore, be expressed in the form

T(x, y, z, t) =
(

2αηP

kzpπr2
b

) ∫ t

τ=0
f (t − τ ) dτ . (2.4)

This integral is straightforward to evaluate numerically using Gauss–Legendre quadrature.
A detailed description of the function f (t − τ ) and equation (2.4) are given in appendix A. The
transient temperature is for the single layer. This could be considered appropriate because when
another layer is built the scanned zone is already at a temperature close to that of the bulk.

(b) The inverse heat placement problem
Although the forward problem has a solution given explicitly by equation (2.4), which can easily
and efficiently be evaluated numerically to give the temperature at any position or time for a
given laser beam path and power, the solution of the Inverse Heat Placement Problem is significantly
more challenging, for a number of reasons. We seek a laser power and beam path that leads
to as uniform as possible a maximum temperature at each point on the surface z = 0. To study
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gn = (Tn – Tt + �T)2 

gn = 0

gn = (Tn – Tt – �T)2 

0 �T–�T Tn – Tt 

gn

Figure 2. Schematics of gn function. gn is a defined function to calculate the deviation between the maximum temperature at
the observation point n and the target value based on the consideration of a range of perturbation (�T).

the temperature distribution, observation points are distributed across the workpiece surface as
squares. By adjusting the side length of squares between beam spot radius and hatching space,
the observed points can be coarsely distributed in the area with steady temperature or densely
distributed in the path corners. For raster paths, it is better to distribute observed points on the
interval which has different distances to the path. While for curved paths, squared distribution
can make observed points have different distances to the path naturally. At each of the observed
points, the evolution of the temperature can be calculated from equation (2.4). This leads to the
first challenge, which is to find this maximum at each observation point in a computationally
efficient manner. We also need to define a suitable cost function whose minimum corresponds
to the desired maximum temperature, along with constraints on the laser beam path and power
that arise from practical considerations (for example, constraints based on maximum possible
beam speed and acceleration). With the consideration of total fabrication time, during iteration,
the average scanning speed is calculated after the cost function (with a small range of temperature
variation as introduced in the following paragraph) is satisfied, and the solution with maximum
average scanning speed is chosen. Finally, we must select a suitable iterative method to solve the
Inverse Heat Placement Problem along with an initial guess of the optimal solution that satisfies the
constraints.

In our modelling approach, we seek to control the maximum temperature generated by the
moving laser. In order to try to create a homogeneous maximum temperature, and thereby obtain
uniform microstructure properties, we define the cost function as the deviation from the target
peak value (Tt). In practice, it is impossible to fix this maximum temperature at an exact value,
and we allow temperature variation in a small range, �T (figure 2). We, therefore, define the cost
function (C) to be

C = 1
N

N∑
n

gn, (2.5)

where n is the index (1, 2, 3 , . . . , N) of the observation points which we place in a uniform mesh
on the surface of the sample (z = 0); Tn is the maximum temperature of the nth observation point.

The simplest approach to obtain the maximum temperature is to search the whole temperature
evolution at each observation point, but this is very time-consuming and inefficient. We assume
that the temperature is maximal when the laser is close to the observation point. Locating the
beam area where it is close to the observation point is more direct and efficient for finding the
maximum temperature than global calculation and search. To make this clear, the temperature
profiles in the time domain for the observation points are calculated based on equation (2.4).

Two cases of conventional laser predefined paths, i.e. raster and spiral, are chosen as examples
to analyse the maximum distribution characteristics for a beam moving with a constant speed,
i.e. the current way to conduct AM process. For each scenario, two generic cases could be taken
into observation:
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Figure 3. Temperature profiles in the time domain under raster (a,b) and spiral (c,d) paths. Point A is the observation point
located at the beam path on the built part (a,c), and point B is another observation point located between two adjacent tracks
on the built part (a,c). p1 and p3 are track approach points for point A (see the beam-point distance in (b,d)), p5 and p7 are track
approach points for point B (see the beam-point distance in (b,d)). When the laser passes these approaching points, the local
temperature peak value is reached (see the temperature in (b,d)).

— The observation point is located at the beam raster/spiral path (that is point A in
figure 3a,c). In this case, the peak of the temperature profile (blue lines in the subfigure
above figure 3b,d) is reached when the laser passes the approach points (p1 and p3) on the
track where the observation point is located (p1 → p2), or in the next track (p3 → p4).

— The observation point is not at the beam raster/spiral path (that is point B in figure 3a,c).
In this case, the peak (red lines in the subfigure above figure 3b,d) occurs at a similar
location, but the approach points are in the preceding (p5) and subsequent (p7) tracks.
This is a rationale for our use of a local search when the laser passes the approach points
with a small range (i.e. p5 → p6 and p7 → p8).

A constant maximum temperature can be obtained by minimizing the cost function defined
in equation (2.5) by controlling processing parameters. Several approaches are considered here
to make comparisons, including (i) laser speed control; (ii) laser position control and (iii)
combination control. In order to create a vector of control parameters, the predefined laser path
is discretized into vectors with constant (arc) length (dl). For the speed control (approach (i)), the
time increment (dt) for each vector is controlled to allow speed variations, while for the laser path
control (approach (ii)), the perturbation relative to the vector nodes is used to express the control
parameters as changes relative to the predefined path. The vectors of control parameters for the
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inverse model using each of these different approaches are, therefore,

(i) u = [dt1; dt2; dt3; . . . ; dtNb ;], (2.6)

(ii) u = [dxb1; dxb2; dxb3; . . . ; dxbNb ; dyb1; dyb2; dyb3; . . . ; dybNb ] (2.7)

and (iii) u = [dt1; dt2; dt3; . . . ; dtNb ; dxb1; dxb2; dxb3; . . . ; dxbNb ; dyb1; dyb2; dyb3; . . . ; dybNb ;],
(2.8)

where Nb is the vector node number in the beam path.
We also need to define some constraints related to the dynamics of the laser. The laser

beam scanning speed (vb = dl/dt) should not exceed the allowed maximum (vbmax), so the time
increment (dt) should satisfy:

dt ≥ dl
vbmax

. (2.9)

The laser beam scanning speed acceleration (ab) should not exceed the allowed maximum (abmax)
either, so that, using a simple approximation based on a constant acceleration,

− l2abmax

v3
bmax

≤ dtj − dtj+1 ≤ l2abmax

v3
bmax

. (2.10)

The time increment should also be positive, so dt ≥ 0.
We used the sqp algorithm, which is built into the constrained minimization function fmincon

in MATLAB, to solve this Inverse Heat Placement Problem. We provided this function with the
gradient of the cost function with respect to the control parameters to accelerate the search
process. The gradient of the cost function with respect to the control parameters given in
equations (2.6)–(2.8) is discussed in appendix B. One key observation is that because this is a linear
problem, and the control parameters only influence the function q(x, t) locally, the gradient can
be calculated from a simple integral along a small section of the laser path, which is significantly
more efficient than either perturbing the path and calculating the full temperature evolution or
using an adjoint approach. In addition, the fact that the cost function depends upon the location
of a maximum in T allows a significant simplification of the calculation.

3. Results and analysis
We wanted to experimentally verify the improvements offered by our inverse method to select the
process parameters to obtain a uniform temperature distribution on the surface of the AM build
structure when compared with existing methods. The scanning speed is fast and continuously
changed on small incremental distances (comparable with radius of the laser beam, e.g. 50 µm)
along the beam path. When the beam moves from one vector to another, the beam is powered on
(i.e. no switch on-and-off actions). In our cases (equations (2.6)–(2.8)), the power is kept constant
during scanning. However, the beam power and beam size can also be chosen as the controlling
parameters in the Inverse Heat Placement Problem by using power-modulated continuous beams
and alternative geometry-modulated continuous beams. Beam power is proportional to the
temperature (as denoted in equation (2.4)) so the solution is much easier, but the beam size
control needs to comprehensively consider the energy distribution over the powder bed and
concentration in each beam spot. Similar to the scanning speed control, the variation of the
beam power and beam size between vectors should be sharp but constant in each vector. Inconel
718 is one of the difficulty-to-machine materials. AM technologies are widely and successfully
used for Inconel 718 to print the desired components in the aerospace field. We chose Inconel
718 as the printed material in the laser powder bed fusion system (as shown in table 1) and
made comparison simulations with conventional approaches to demonstrate the significant
improvements offered by our approach. Two laser paths were investigated as the predefined path,
i.e. raster and spiral. These were used as follows:

— Using the conventional approach, i.e. a constant scanning speed of the beam.
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Table 1. Inconel 718 property parameters and processing conditions.

parameter value

density,ρ 8146 kg m−3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

thermal conductivity, k 0.015× T+ 11.002 W (m K)−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

specific heat capacity, c 1e3(0.0002× T+ 0.4217) J (kg K)−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

heat absorption ratio, η 0.4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

liquidus temperature, TL 1337°C
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

laser spot size in radius, rb 50 µm
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

laser power, P 280 W
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

hatch spacing, hs 110 µm, 55 µm
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

constant speed, vo 950 mm s−1, 1200 mm s−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

— Using variable scanning speeds and small deviations from the generic path (i.e.
raster/spiral) that have been obtained using the solutions of our Inverse Heat Placement
Problem.

The process parameters are shown in table 1. These are values that are usually employed in these
circumstances [45,50]. In both cases, we compared the values of the maximum temperature on the
AM built surface which, ultimately, proves the advantage of our approach. In laser powder bed
AM processes, the powder, liquid and transition phases are all involved. The material properties
of these phases are different, which will change the simulation result in absolute values. In
this paper, we made a back-to-back comparison of the results obtained by the conventional
(i.e. direct problem—trial and error) with our method (i.e. Inverse Heat Placement Problem). As
such, these details on material aspects are not our focus as the approach we proposed here, and
the comparison of the back-to-back results is independent of these.

(a) Raster path
The widely used raster path in AM was chosen as the predefined path. It is discretized into vectors
with equal length (dl), and then the vector nodes (xbr, ybr) can be expressed as

⎧⎪⎨
⎪⎩

xbr = [0; 0; 0; . . . ; 0; dl; dl; dl; . . . ; dl; 2dl; 2dl; 2dl; . . . ; 2dl; . . .]
ybr = [0; dl; 2dl; . . . , (Nbc − 1)dl; (Nbc − 1)dl; (Nbc − 2)dl; (Nbc − 3)dl; . . . , 0; 0; dl; 2dl; . . . ,

(Nbc − 1)dl; . . .]
, (3.1)

in which Nbc is the nodes number in the y-direction.

(b) Spiral path
The predefined spiral path is an Archimedean spiral, with vector nodes (xbs, ybs) given by

{
xbs = (a + bθ )cosθ
ybs = (a + bθ )sinθ

, (3.2)

where θ is the radian angle of the spiral rotation; a is the radius when θ = 0, which controls the
spiral shape; b is the incremental radius per rotating degree, which controls the distance between
tracks.
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Here, θ is set as a vector θ j(j = 1, . . . , Nb), given by

θj+1 =

(
−a +

√
a2 + 2b(dl + aθj + (b/2)θ2

j )
)

b
, (3.3)

a = hs

2
(3.4)

and b = hs

2π
, (3.5)

where θ1 = 0 and hs is the hatching space.

4. Analysis of simulation results
Based on the forward model, the maximum temperature in the conventional approach, i.e. Case I,
where the beam follows the predefined raster path under a constant scanning speed is calculated.
Figure 4a shows the non-uniform maximum temperature field following a raster, which is also
lower than the desired value with an average error of 15.7% (see the dark blue solid line for
Case I in figure 5). It shows a slightly increasing trend due to heat accumulation. The figures
in the following discussion do not present the instantaneous temperature distribution, but the
maximum values reached in all the points covering the printed part.

When our Inverse Heat Placement Model uses only the speed as the controlling factor (figure 4b),
i.e. Case II, it does not change the path pattern but drags the maximum temperature to the nearby
target value with an average error of 13.2% (see the purple solid line for Case II in figure 5).
The optimized scanning speed (see the middle plot in figure 4b) shows a slight increase. This is
consistent with the increase of maximum temperature with time using a constant beam speed.

When comparing Case III (optimized path) with Case II, this shows less perturbation in the
maximum temperature map (figure 4c and light blue solid line in figure 5), but its deviation from
the target value is in the same range as Case I with an average error of 10.0% (dark blue solid line
in figure 5).

In Case IV, we optimized both beam speed on each element of the path and the path itself. This
clearly shows a more uniform maximum temperature map (with an average error of 3.6%) than
other cases (figure 4d) and the maximum temperature profile in the cross-section is around the
target value (see green solid line in figure 5).

The vector length in the path is 55 µm and the distance between adjacent observation points is
54 µm. To avoid regularities in representing the local maximum temperature, the above uneven
values are chosen for better uniformity.

Of course, our Inverse Heat Placement Model is not only applicable to the widely used raster
path but also to other paths designed to align with the built shape. Here, as another example,
a spiral case is chosen to compare with the conventional case. For the spiral path, a hatching
space of 55 µm is chosen, and the overall maximum temperature is then higher than the raster
path under the same laser power of 280 W, scanning speed of 950 mm s−1 (figure 6a). Based on
previous findings, for this scenario, we have run simulations only for Case I (constant scanning
speed and predefined path) and Case IV (variable scanning speed and optimized paths).

These trial-and-error approaches in simulation prove how tedious and imprecise is the
conventional approach (i.e. using the solution of the direct problem) in selecting process
parameters for laser powder bed AM, with very limited changes to reach the optimal solution.

By contrast, the solution of our Inverse Heat Placement Problem yields a much more uniform
temperature distribution in a single run.

In this spiral path scenario, the temperature uniformity for Case I is improved but still is
patterned and higher than the target value (i.e. 3000°C). As a comparison, the optimized spiral
path, i.e. Case IV, with variant scanning speeds calculated from our Inverse Heat Placement Model
gives a much more uniform maximum temperature map (figure 6b). Errors between the target
value and the map under a constant speed of 950 mm s−1 (figure 7a, with an average error of
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Figure4. Localmaximum temperaturemapunder (a) Case I: predefined raster path and constant speed (950 mm s−1), (b) Case
II: predefined raster path and varied speeds, (c) Case III: optimized raster path and constant speed and (d) Case IV: optimized
raster path and varied speeds.

15.9%) are much higher than the errors in the optimized case (figure 7c, with an average error of
3.2%). This is because the chosen constant speed is low and induces a long dwell time for melting
the powder. Nevertheless, for the conventional approach, i.e. Case I, even when a higher constant
value of the scanning speed (i.e. 1200 mm s−1) is set, the uniformity is not improved (figure 7b,
with an average error of 6.8%). The scanning speed of 1200 mm s−1 is around the average value
of the optimized variant speeds. Lower and higher scanning speeds than this value cause larger
errors.

We should note some issues associated with our approach that would benefit from more
detailed analysis in the future. First, the optimized beam path and speed do show some
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Figure 8. Computing time with vector length (30, 55 and 110 µm) and the number of observation points. This computing time
is calculated under the same initial guess of control parameters in Case IV of the raster path.

dependence on the initial guess used, although the distance from the desired maximum
temperature map remains similar. This is to be expected in a difficult global optimization problem
with many local minima in the cost function. Second, the number of observation points chosen
is a trade-off between computational speed and the accuracy of the solution. A large number
of observation points allow greater control of the maximum temperature at the cost of longer
computation times (figure 8). In a similar manner, choosing more points in the beam path (i.e.
shorter vector length), and therefore more control parameters, allows more control of the beam
(assuming this is carefully checked against the capabilities of the real beam control system) at the
cost of longer computation times. The Inverse Heat Placement Problem approach is even more useful
for creating small features or parts since these need to be divided into even smaller cells where the
temperature must be controlled. For such small cells, the influence of the previous pass is more
important, and hence it is more difficult to obtain a uniform maximum temperature distribution
using the conventional, trial and error approach.

As well as the uniform maximum temperature, a maximum temperature map distributed as
some predefined target patterns is not possible in the conventional case of a constant scanning
speed. Using the approach outlined in this paper, we can achieve a good degree of control of
the maximum temperature and try to achieve more complex patterns of maximum temperature.
Here, a pattern composed of a rhombus, circle, square and triangle with small dimensions (less
than 1 mm) is chosen as the target. Instead of setting the target temperature as a single value as
in the uniform case, the target peak value is position-dependent. The target peak value on these
shapes (rhombus, circle, square and triangle) is set as T1(=2500°C) and on the remaining part of
the surface at T2(=1500°C). Our Inverse Heat Placement Model is able to compute the optimized
scanning speed and beam path (figure 9a) to obtain the desired target pattern (figure 9b). This
could be further used to control the processing parameters for obtaining other complex target
values in three-dimensional printing of functionally graded materials.

5. Discussion and future work
The Inverse Heat Placement Model shows an obvious advantage in manipulating processing
parameters for the target maximum temperature on the built surface. The consideration of
laser scanning speed and beam path optimization is compared with the conventional case with
constant scanning speed following the predefined raster and spiral path. It shows a better
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blue solid line in (a)) using our Inverse Heat Placement Model to generate rhombus, circle, square and triangle shapes (b) with a
target surface temperature of T 1(=2500°C) and T2(=1500°C).

uniformity and precision in obtaining the desired uniform maximum temperature. Our model
further demonstrates its capability to obtain a complex target maximum temperature pattern by
laser scanning speed and beam path control.

Here, our model only concerns heat placement factors, that is, laser scanning speed and beam
path. In addition, laser power can be further considered in the inverse model by controlling
energy input at the source. We note that in our modelling approach the beam speed remains
constant along each vector but varies between vectors. The sharp changes between vectors are
restricted by the allowable maximum acceleration of the laser movement. In future studies, we
will consider a linearly varying speed on each vector to fit the speed variation allowed by the
three-dimensional printing machine. The possibility of switching the laser on and off as part
of its motion along the beam path preset in three-dimensional printing machines provides the
convenience of simultaneous multi-sample printing. Nevertheless, it takes some time to reach
the target power and scanning speed after turning on the laser switch again. This causes the real
power to be lower than the nominal. It renders incomplete powder melting, especially when the
vector has a short length. The needed adjusting time is related to the laser duty cycle. It would
be better to keep the power on between vectors in such cases. When using a pulsed laser, dwell
time is related to the pulse width and pulse position (corresponding to speed control in the case
of the continuous wave laser). When using a power-modulated/geometry-modulated laser, the
beam power and beam size can also be considered the controlling parameters in our method. The
proposed method requires open-source controlling of the laser in terms of its power and speed so
that the variation of speeds between vectors can be sharp for obtaining the desired temperature. It
has been proved that the desired maximum temperature map (uniform map or target pattern) can
be obtained by the heat placement control based on our algorithm. Further advancements can be
made to link with thermal gradient and cooling rate control, i.e. thermal stress and microstructure,
by inversely adjusting controlling parameters for the desired outcomes.
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Appendix A
Substitution of the expression (equation (2.2)) for the heat source (q) and Green’s function (G) on
the right side of (equation (2.3)) gives

T(x, y, z, t)

= α

k

∫ t

τ=0

∫∞

x′=−∞

∫∞

y′=−∞

∫ 0

z′=−∞
2

(4πα(t − τ ))3/2

× exp

(
− (x − x′)2 + (y − y′)2 + (z − z′)2

4α(t − τ )

)
ηP

πr2
b

exp

(
− (x′ − xb(τ ))2 + (y′ − yb(τ ))2

r2
b

)
1
zp

× exp
(

z′

zp

)
dx′dy′dz′dτ

= 2αηP

kzpπr2
b

∫ t

τ=0

1

(4πα(t − τ ))3/2

4π
√

πα(t − τ )
(

1 − erf
(

(z/2
√

α(t − τ )) + (
√

α(t − τ )/zp)
))

1/(α(t − τ )) + 4/r2
b

× exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

)
exp

(
z
zp

+ α(t − τ )

z2
p

)
dτ

= 2αηP

kzpπr2
b

∫ t

τ=0
f (t − τ ) dτ .

(A 1)
When z = 0, then

f (t − τ ) = 1

(4πα(t − τ ))3/2

4π
√

πα(t − τ )
(

1 − erf
(√

α(t − τ )/zp

))
1/α(t − τ ) + 4/r2

b

× exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

)
exp

(
α(t − τ )

z2
p

)
, (A 2)

in which exp(α(t − τ )/z2
p) → +∞ and

(
1 − erf

(√
α(t − τ )/zp

))
→ 0 as (t − τ ) → +∞. We,

therefore, used an asymptotic expansion for sufficiently large values of (t − τ ) so that

f (t − τ ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2α(t − τ )

(
1 − erf

(√
α(t − τ )

zp

))
1

1/α(t − τ ) + 4/r2
b

×exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

+ α(t − τ )

z2
p

)
, t − τ ≤ 100z2

p
α

4πzp

(4πα(t − τ ))3/2
1

1/α(t − τ ) + 4/r2
b

exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

)
, t − τ >

100z2
p

α

(A 3)
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Appendix B
The gradient of the cost function with respect to the time increment is

∂C
∂dtj

= 1
N

N∑
n

∂gn

∂dtj
, (B 1)

∂gn

∂dtj
=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2(Tn − Tt − �T)
∂Tn

∂dtj
, Tn − Tt > �T

0, |Tn − Tt| ≤ �T

2(Tn − Tt + �T)
∂Tn

∂dtj
, Tn − Tt < −�T

(B 2)

and
∂Tn

∂dtj
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, j > In + 1
2αq0

kzp

(
1

lIn+1

∫ sn

sIn+1

f (t(sn) − t(s))ds + dtIn+1

l2In+1

×
∫ sn

sIn+1

df
dt

(t(sn) − t(s))(sn − s)ds

)
, j = In + 1

2αq0

kzp

(
1
lj

∫ sj+1

sj

f (t(sn) − t(s))ds + dtj

l2j

∫ sj+1

sj

df
dt

(t(sn) − t(s))(sj+1 − s)ds

)
, j < In + 1

,

(B 3)

where s is the beam position in path length; sn and In + 1 are the beam position and vector node
number when the temperature at a particular point is maximum (Tn). Here, the temperature
equation is considered as the beam moving arc length (s) function, and the speed in each vector
is constant. Note that this involves integrals along the two adjacent vectors only, and not the full
path, which makes this analytical approach very efficient. A key part of the derivation of this
expression and those given below is that the temperature, by definition, is a local maximum at
this time, so that the time-derivative is zero.

Let

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A1 = 1
2α(t − τ )

A2 = 1 − erf

(√
α(t − τ )

zp

)

A3 = 1

1/α(t − τ ) + 4/r2
b

A4 = exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

+ α(t − τ )

z2
p

)

B1 = 4πzp

(4πα(t − τ ))3/2

B2 = A3

B3 = exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

)
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then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dA1
dt

= − 1

2α(t − τ )2

dA2
dt

= − 1
zp

√
α

π (t − τ )
exp

(
−α(t − τ )

z2
p

)

dA3
dt

= αr4
b

(r2
b + 4α(t − τ ))

2

dA4
dt

= A4 ∗
⎛
⎝ (x − xb(τ ))2 + (y − yb(τ ))2

(r2
b + 4α(t − τ ))

2 ∗ 4α + α

z2
p

⎞
⎠

dB1
dt

= −24π2αzp

(4πα(t − τ ))

5
2

dB2
dt

= dA3
dt

dB3
dt

= B3 ∗
⎛
⎝ (x − xb(τ ))2 + (y − yb(τ ))2

(r2
b + 4α(t − τ ))

2 ∗ 4α

⎞
⎠

We can then write

df
dt

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

dA1
dt

∗ A2 ∗ A3 ∗ A4 + A1 ∗ dA2
dt

∗ A3 ∗ A4 + A1 ∗ A2 ∗ dA3
dt

∗ A4

+ A1 ∗ A2 ∗ A3 ∗ dA4
dt

, t − τ ≤
100z2

p

α

dB1
dt

∗ B2 ∗ B3 + B1 ∗ dB2
dt

∗ B3 + B1 ∗ B2 ∗ dB3
dt

, t − τ >
100z2

p

α

. (B 4)

The gradient of the cost function to perturbations in x (or y) axis is

∂C
∂dxj

= 1
N

N∑
n

∂gn

∂dxj
, (B 5)

∂gn

∂dxj
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2(Tn − Tt − �T)
∂Tn

∂dxj
, Tn − Tt > �T

0, |Tn − Tt| ≤ �T

2(Tn − Tt + �T)
∂Tn

∂dxj
, Tn − Tt < −�T

, (B 6)

∂Tn

∂dxj
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0, j > In + 1
2αq0

kzp

∫t
τ=0

∂f
∂dxIn+1

dτ , j = In + 1

2αq0

kzp

∫t
τ=0

∂f
∂dxj

dτ , j < In + 1

(B 7)
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∂f
∂dx

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2α(t − τ )

(
1 − erf

(√
α(t − τ )/zp

)) 1

1/(α(t − τ )) + 4/r2
b

×exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

+ α(t − τ )

z2
p

)
∗ 2(x − xb(τ ))

r2
b + 4α(t − τ )

, t − τ ≤
100z2

p

α

4πzp

(4πα(t − τ ))3/2
1

(1/α(t − τ )) + 4/r2
b

×exp

(
− (x − xb(τ ))2 + (y − yb(τ ))2

r2
b + 4α(t − τ )

)
∗ 2(x − xb(τ ))

r2
b + 4α(t − τ )

, t − τ >
100z2

p

α

.

(B 8)
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