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Driven diffusive systems may undergo phase transitions to sustain atypical values of the current.
This leads in some cases to symmetry-broken space-time trajectories which enhance the probability
of such fluctuations. Here we shed light on both the macroscopic large deviation properties and the
microscopic origin of such spontaneous symmetry breaking in the open weakly asymmetric exclusion
process. By studying the joint fluctuations of the current and a collective order parameter, we
uncover the full dynamical phase diagram for arbitrary boundary driving, which is reminiscent of a
Z2 symmetry-breaking transition. The associated joint large deviation function becomes non-convex
below the critical point, where a Maxwell-like violation of the additivity principle is observed. At
the microscopic level, the dynamical phase transition is linked to an emerging degeneracy of the
ground state of the microscopic generator, from which the optimal trajectories in the symmetry-
broken phase follow. In addition, we observe this new symmetry-breaking phenomenon in extensive
rare-event simulations, confirming our macroscopic and microscopic results.

Introduction.– The discovery of dynamical phase tran-
sitions (DPTs) in the fluctuations of nonequilibrium sys-
tems has attracted much attention in recent years [1–32].
In contrast with standard critical phenomena [33, 34],
which occur at the configurational level, DPTs appear
in trajectory space when conditioning the system to sus-
tain an unlikely value of dynamical observables such as
the time-integrated current [1, 4, 27, 35–37]. DPTs thus
manifest as a peculiar change in the properties of trajec-
tories responsible for such rare events, making these tra-
jectories far more probable than anticipated due to the
emergence of ordered structures such as traveling waves
[2, 9, 11, 21], condensates [3, 12, 29] or hyperuniform
states [15, 22, 38]. In all these cases, the hallmark of the
DPT is the appearance of a singularity in the so-called
large deviation function (LDF), which controls the prob-
ability of fluctuations and plays the role of a thermody-
namic potential for nonequilibrium systems [35, 39, 40].
DPTs play a key role to understand the physics of dif-
ferent systems, from glass formers [7, 8, 41–46] to micro-
masers and superconducting transistors [47, 48], and ap-
plications such as DPT-based quantum thermal switches
[49–51]. Moreover, by making rare events typical with
the use of Doob’s transform [52–54] or optimal fields [40],
one may exploit DPTs to engineer and control nonequi-
librium systems with a desired statistics on demand [55].

In the context of diffusive systems, DPTs in current
statistics have been throughly studied for periodic set-
tings [2, 4, 9, 11, 24], in which the broken symmetry
is time translational invariance, giving rise to a viola-
tion of the so-called additivity principle via traveling-
wave profiles [9, 56]. Nevertheless, it has not been un-
til very recently that other kind of symmetry-breaking
scenarios (involving e.g. particle-hole symmetry) have
been predicted for open systems [23], i.e. in contact with

boundary reservoirs. In particular, a perturbative Lan-
dau theory restricted to zero or small boundary gradi-
ent has been recently put forward [23, 26] which predicts
1st- and 2nd-order DPTs in some diffusive media. Key
questions remain unanswered, however, such as the di-
rect numerical observation of this DPT, its microscopic
origin, the non-perturbative physics beyond the critical
point, or its existence under strong boundary driving,
the latter being one of the most challenging problems in
nonequilibrium physics.

In this work we address these questions in a paradig-
matic diffusive system, the open one-dimensional (1d)
weakly asymmetric simple exclusion process (WASEP)
[57, 58]. In particular, by studying the joint fluctuations
of the current q and a novel collective order parameter de-
fined by total mass (m), we unveil analytically the full dy-
namical phase diagram for arbitrary boundary gradients,
see Fig. 1. A DPT is observed at a critical current |qc| for
any boundary driving symmetric around the density 1/2,
i.e. for ρR = 1 − ρL (with ρL and ρR the left and right
reservoir densities, respectively), where the joint mass-
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FIG. 1. Mass mq of the optimal trajectory responsible for
a current fluctuation q for different boundary drivings, with
ρL = 0.8, ρR ∈ [0, 0.4] and external field E = 4. Inset: Opti-
mal profiles for ρR = 0.2 and q’s signaled in the main plot.
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current LDF G(m, q) becomes non-convex (see Fig. 2).
This signals the breaking of the particle-hole (PH) sym-
metry present in the governing action but no longer in the
optimal trajectories associated to these atypical fluctua-
tions: for |q| < |qc| coexisting low- and high-mass trajec-
tories appear with broken PH-symmetry. An asymmetric
boundary gradient favors one of the mass branches, deep-
ening the associated minimum in G(m, q). Interestingly,
in the regime where G(m, q) is non-convex, instanton-
like time-dependent trajectories connecting the two local
minima become optimal, demonstrating dynamical co-
existence between the different symmetry-broken phases
and signaling a violation of the additivity principle in
open systems [2, 9, 11, 56, 59–62]. A spectral analysis
of the microscopic dynamical generator of the WASEP
shows that the DPT is triggered by an emerging de-
generacy of the associated ground state, from which one
can compute the density profiles of the symmetry-broken
phase. We provide also the first direct observation of this
phenomenon through extensive rare-event simulations
[63–68]. This work opens the door to studying DPTs in
more complex scenarios, as e.g. open high-dimensional
systems with multiple conservation laws, and represents
a step forward in connecting current fluctuations with
metastability and standard critical phenomena.

Model.– The WASEP belongs to a broad class of driven
diffusive systems of fundamental interest [35, 57, 58]. Mi-
croscopically it consists of a 1d lattice of L sites, each of
which may be empty or occupied by one particle at most.
Particles hop randomly to empty neighboring left (right)
sites at a rate 1

2e−E/L ( 1
2eE/L), with E an external field.

In addition, particles are injected and removed at the left-
most (rightmost) site at rates α and γ (δ and β), respec-
tively, yielding in the diffusive limit boundary particle
densities of ρL = α/(α + γ) and ρR = δ/(β + δ). At the
mesoscopic level, driven diffusive systems like WASEP
are characterized by a density field ρ(x, t) which obeys a
stochastic equation [69]

∂tρ = −∂x
(
−D(ρ)∂xρ+ σ(ρ)E + ξ(x, t)

)
, (1)

with D(ρ) and σ(ρ) the diffusivity and mobility coeffi-
cients, which for WASEP are D(ρ) = 1/2 and σ(ρ) =
ρ(1− ρ). The field j(x, t) = −D(ρ)∂xρ+ σ(ρ)E + ξ(x, t)
stands for the fluctuating current, and ξ is a Gaus-
sian white noise, with 〈ξ〉 = 0 and 〈ξ(x, t)ξ(x′, t′)〉 =
L−1σ(ρ)δ(x−x′)δ(t− t′), which accounts for microscopic
fluctuations at the mesoscopic level. The density at the
boundaries is fixed to ρ(0, t) = ρL and ρ(1, t) = ρR ∀t.

DPT in the thermodynamics of currents.– When
driven by E 6= 0 and/or ρL 6= ρR, the system re-
laxes to a nonequilibrium steady state characterized by
an average current 〈q〉 and a non-trivial density pro-
file ρst(x) [70]. Moreover, we can associate to any
trajectory {ρ(x, t), j(x, t)}τ0 an empirical current q =

τ−1
∫ τ
0
dt
∫ 1

0
dx j(x, t). In the following we show how

from the structure of the probability of this current, P (q),
we can predict the existence of DPTs associated with
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FIG. 2. (a) Conditional LDF G(m|q) = G(m, q) − G(q)
for ρL = 0.8, ρR = 0.2 and E = 4 as a function of m and
different values of q. (b) ρm,q(x) for |q| = 0.75 and different
m’s, together with the associated G(m|q). (c) Same results of
panel (b) but for q = 0. Two optimal profiles with high- and
low-mass emerge (black solid lines). (d)-(f) Analogous results
of panels (a)-(c) for ρL = 0.8 and ρR = 0.4.

spontaneous symmetry breaking.
The probability P ({ρ, j}τ0) of any trajectory can be

computed from Eq. (1) via a path integral formalism [35,
36, 40], and scales in the large-size limit as P ({ρ, j}τ0) ∼
exp{−L Iτ [ρ, j]}, with an action [40]

Iτ [ρ, j] =

∫ τ

0

dt

∫ 1

0

dx

(
j +D(ρ)∂xρ− σ(ρ)E

)2
2σ(ρ)

. (2)

The probability P ({ρ, j}τ0) represents the ensemble of
space-time trajectories, from which one can obtain the
statistics of any observable depending on {ρ, j}τ0 . In
particular the probability of a given current q can be
obtained by minimizing the action functional (2) over
all trajectories sustaining such current. This yields
in the long-time limit P (q) ∼ exp{−τLG(q)}, with
G(q) = limτ→∞ 1

τ min∗{ρ,j}τ0 Iτ (ρ, j) the current LDF,

and ∗ meaning that the minimization must be compat-
ible with the prescribed constraints (q, ρL,R). The opti-
mal trajectories ρq(x, t) and jq(x, t) solution of this vari-
ational problem are then those adopted by the system
in order to maintain the current q over a long period of
time, and turn out to be time-independent in many cases
(a conjecture known as additivity principle [56]).

Just as in standard critical phenomena, the action (2)
contains the symmetries which are eventually broken.
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For WASEP with ρR = 1−ρL it is easy to check that the
action (2) is invariant under the transformation ρ→ 1−ρ,
x → 1 − x, referred to as PH symmetry (resulting from
the symmetry of σ(ρ) around ρ = 1/2). The optimal
density profile ρq(x) typically inherits this PH symme-
try, mapping onto itself under the above transformation.
However, as detailed in the Supp. Mat. [70], for currents
below a critical threshold (|q| ≤ |qc|) and large enough E,
two different (but equally) optimal profiles ρ±q (x) appear

such that ρ±q (x) → 1 − ρ∓q (1 − x), see inset to Fig. 1,
giving rise to a second-order singularity in the current
LDF. This spontaneous PH symmetry breaking can be
easily understood [23, 26] by noting that, in order to sus-
tain a low-current fluctuation, the system can react by
either crowding with particles hence hindering motion,
or rather emptying the lattice to minimize particle flow.
Both tendencies break the action PH symmetry, eventu-
ally triggering the DPT.

Order parameter fluctuations.– To better understand
this DPT, we study the joint fluctuations of the current
and an appropriate global order parameter for the transi-
tion, much in the spirit of the paradigmatic Ising model of
standard critical behavior [33]. A natural choice for this
order parameter is the total mass in the system, which
clearly characterizes the DPT in this case but also in
more complex scenarios. Indeed, as shown in Fig. 1,
the typical mass during a current fluctuation, mq ≡∫ 1

0
dxρq(x), exhibits a behavior strongly reminiscent of a

standard Z2 phase transition, capturing the PH symme-
try breaking. Defining the empirical mass for a trajectory

as m = τ−1
∫ τ
0
dt
∫ 1

0
dxρ(x, t), the probability of observ-

ing a joint mass-current fluctuation for long times and
large system sizes scales as P (m, q) ∼ exp{−τLG(m, q)},
with G(m, q) = limτ→∞ 1

τ min∗{ρ,j}τ0 Iτ (ρ, j) being the

mass-current LDF, such that G(q) = minmG(m, q) =
G(mq, q). Within the additivity hypothesis [36, 56, 61]

G(m, q) = min
ρ(x)

∫ 1

0

dx

(
q +D(ρ)∂xρ− σ(ρ)E

)2
2σ(ρ)

, (3)

with the optimal profile ρm,q(x) subject to the constraint

m =
∫ 1

0
dxρm,q(x) as well as to fixed boundary condi-

tions. The mass constraint can be implemented using
a Lagrange multiplier, and we solve analitycally the re-
sulting problem in terms of elliptic integrals and Jacobi
elliptic functions, see [70]. We note that the ρm,q(x) so
obtained can be classified attending to their extrema.

Fig. 2 illustrates our results for strong boundary gra-
dients, well beyond the linear nonequilibrium regime. In
particular, for PH-symmetric boundaries (ρR = 1− ρL),
the conditional mass-current LDF G(m|q) ≡ G(m, q) −
G(q) exhibits a peculiar change of behavior at a criti-
cal current |qc|, see panel 2.a: while for |q| > |qc| the
LDF G(m|q) displays a single minimum at mq = 1/2,
with an associated PH-symmetric optimal profile (Fig.
2.b), for |q| < |qc| two equivalent minima m±q appear
in G(m|q), each one associated with a PH-symmetry-

broken optimal profile ρ±q (x), see Fig. 2.c, such that

ρ±q (x) → 1 − ρ∓q (1 − x). The emergence of this non-

convex regime in G(m|q) signals a 2nd-order DPT to a
PH-symmetry-broken dynamical phase. On the other
hand, for PH-asymmetric boundaries (ρR 6= 1 − ρL),
the governing action (2) is no longer PH-symmetric: the
asymmetry favors one of the mass branches and the asso-
ciatedG(m|q) displays a single global minimum ∀q and an
unique optimal profile (see Fig. 2.d-f), explaining why no
DPT is observed in this case [61]. Still, G(m|q) becomes
non-convex for low enough currents, and for weak gradi-
ent asymmetry metastable-like local minima in G(m|q)
may appear [70].

Maxwell construction and additivity violation.– A nat-
ural question is whether time-dependent optimal trajec-
tories exist which improve the additivity principle mini-
mizers. The emergence of a non-convex regime in G(m|q)
for |q| < |qc| suggests a Maxwell-like instantonic solution
in this region [26, 32, 71]. In particular, as we show in
[70], for PH-symmetric boundaries, fixed |q| < |qc| and
m ∈ (m−q ,m

+
q ), a trajectory which jumps smoothly (in a

finite time) from ρ−q (x) to ρ+q (x) at time t0 = τp, with

p ≡ |m−m+
q |/(m+

q −m−q ), improves the additivity princi-
ple solution, yielding a straight Maxwell-like construction
G(m|q) = pG(m−q |q)+(1−p)G(m+

q |q) for m ∈ (m−q ,m
+
q ).

This corresponds to a dynamical coexistence of the dif-
ferent symmetry-broken phases for |q| < |qc|, as expected
for a 1st-order DPT, see Fig. 1. Similar solutions exist
for PH-asymmetric boundaries in regimes where G(m|q)
is non-convex, leading to metastable dynamical coexis-
tence, and we note that the role of the instanton around
|q| ≈ |qc| can be affected by how the L→∞ and τ →∞
limits are taken [26].

Microscopic results: Spectral analysis.– Next we fo-
cus on the microscopic understanding of the symmetry-
breaking DPT for current statistics. At the microscopic
level, a configuration of the 1d WASEP is given by
C = {nk}k=1,...,L, where nk = 0, 1 is the occupation
number of the lattice’s kth site. Within the quantum
Hamiltonian formalism for the master equation [72], each
configuration is represented as a vector in a Hilbert space,

|C〉 =
⊗L

k=1(nk, 1−nk)T , with T denoting transposition.
The complete information about the system is contained
in a vector |P 〉 = (P (C1), P (C2), ...)T =

∑
i P (Ci) |Ci〉,

with P (Ci) representing the probabilities of the different
configurations Ci. This probability vector evolves ac-
cording to the master equation ∂t |P 〉 = W |P 〉, where W
defines the Markov generator of the dynamics. Such gen-
erator can be tilted Wµ,λ [36, 39, 70] to bias the original
stochastic dynamics in order to favor large (low) mass
for µ < 0 (µ > 0) and large (low) currents for λ > 0
(λ < 0), with µ and λ the conjugate parameters to the
microscopic mass and current observables, respectively.
The connection between the biased dynamics and the
large deviation properties of our system is established
through the largest eigenvalue of Wµ,λ [39, 73]. Such
eigenvalue, denoted by θ0(µ, λ), is nothing but the cu-
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FIG. 3. (a) Scaled spectral gap of the tilted generator as a
function of λ for µ = 0 and different system sizes. (b) Main
panel: LDF G(m|q = 0) obtained by Legendre transforming
Lθ0(µ, λ = −E) together with macroscopic predictions. For
increasing system sizes the microscopic G(m|q = 0) converges
to the convex envelope of the macroscopic prediction. Inset:
θ0(µ,−E) for different system sizes. Notice the kink at µ = 0.
In all cases ρL = ρR = 0.5 and E = 4.

mulant generating function of the observables m and q,
related to the LDF G(m, q) via a Legendre transform,
θ0(µ, λ) = L−1 maxm,q[λq − µLm−G(m, q)].

We now consider exact numerical diagonalization of
Wµ,λ for a particular case of PH-symmetric bound-
aries and no mass bias (µ = 0). Fig. 3.a shows that
the diffusively-scaled spectral gap, L2[θ0(0, λ)−θ1(0, λ)],
with θ1(0, λ) the next-to-leading eigenvalue of W0,λ,
tends to zero as L increases in a region λ−c < λ < λ+c
(with λ±c = −E ±

√
E2 − π2) which corresponds to

|q| ≤ |qc| =
√
E2 − π2/4 as predicted [23, 70]. This

means that the 2nd-order DPT in current statistics un-
veiled above at the macroscopic level corresponds to an
emerging degeneracy of the ground state of Wµ,λ (i.e.
that corresponding to the leading eigenvalue), in which
the sub-leading eigenvalue coalesces with the leading one.
Moreover, by varying µ for λ = −E (equiv. q = 0) a re-
markable 1st-order-like behavior associated with a kink
of θ0(µ, λ = −E) at µ = 0 is found, see inset to Fig. 3.b,
consistent with the non-convex behavior of G(m|q = 0)
found macroscopically and the associated dynamical co-
existence of the two mass branches. Indeed, the numer-
ical inverse Legendre transform of θ0(µ, λ = −E) con-
verges to the convex envelope or Maxwell construction of
the macroscopic prediction for G(m|q = 0), see Fig. 3.b.

The eigenspace associated to θ0(µ, λ) contains the mi-
croscopic information about the typical trajectories re-
sponsible for a given fluctuation (as parametrized by λ
and µ). In this way, the emergence of a degeneracy as
L increases points out to the appearance of two compet-
ing (symmetry-broken) states. For large but finite L, the
spectral gap is small but non-zero and the eigenspace of
θ1(µ, λ) defines a long-lived metastable state [74–77]. Us-
ing Doob’s transform as a tool [53, 55], one can show that
any state in the degenerate (metastable) manifold is then

given by a probability vector |P cMS〉 = L̂0(|R0〉 + c |R1〉)
[70]. Here |Ri〉 (|Li〉) is the right (left) eigenvector associ-

ated with θi(µ, λ) (i = 0, 1), and L̂0 is a diagonal matrix

whose elements (L̂0)ii are the ith entries of |L0〉. More-
over, c ∈ [c1, c2] is a constant with c1 (c2) the smallest
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FIG. 4. (a) Optimal density profiles for the open WASEP
with ρL = ρR = 0.5 and E = 4 conditioned to have a current
q = 0. Macroscopic predictions (black solid lines) and sim-
ulation results using the cloning algorithm for L = 40 (pur-
ple down triangles). Profiles associated with the extremal
metastable states for L = 10 (red squares) and L = 20 (blue
up triangles). (b) Same results for ρL = 0.8 and ρR = 0.2.

(largest) entry of the vector 〈L1| L̂−10 . Interestingly, our
microscopic approach shows that the high- and low-mass
states in the symmetry-broken phase then correspond to
the states |P c1,c2MS 〉, from which the average density profile
in each phase can be computed. Fig. 4 shows the profiles
so obtained from the exact numerical diagonalization of
Wµ,λ for two different gradients, and the convergence to
the macroscopic prediction as L increases is clear.

Direct observation of the DPT.– So far, we have ob-
tained clear indications of a symmetry-breaking DPT
both from a macroscopic approach and a microscopic
(spectral) analysis. The question remains as to whether
this phenomenon is observable in simulations, which al-
low to reach larger system sizes. To address this we
have performed extensive rare event simulations using
the cloning Monte Carlo method [63, 64, 66, 78] to study
current statistics in the open 1d WASEP. Starting from
random initial configurations, we have measured the op-
timal density profiles adopted by the system to sustain
a highly atypical current, namely q = 0, using a popula-
tion of 104 clones and L = 40. To capture the possible
symmetry breaking, we average separately profiles with
a total mass above and below 1/2. Fig. 4.a shows the
result for ρL = ρR = 0.5, while Fig. 4.b displays data for
ρL = 0.8 and ρR = 0.2 (in both cases E = 4). The mea-
sured high- and low-mass optimal profiles again converge
towards the macroscopic predictions, strongly supporting
our results on the PH-symmetry-breaking scenario.

Conclusions.– We have analyzed from a hydrodynamic,
microscopic and computational point of view a 2nd-order
DPT in the current statistis of a paradigmatic driven dif-
fusive system, the open 1d WASEP, unveiling the full dy-
namical phase diagram for arbitrary current fluctuations
and boundary driving. For that we have investigated the
joint fluctuations of the current and a collective order pa-
rameter, the total mass in the system, finding that the
associated LDF becomes non-convex for low enough cur-
rents. Microscopically, we link the observed DPT with an
emerging degeneracy of the ground state of the tilted dy-
namical generator, from which the macroscopic optimal
profiles can be computed. Our predictions are confirmed
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by the observation of this DPT phenomenon for the first
time in rare event simulations.
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