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A combined experimental and theoretical study of the infrared (IR) spectra of 2-

naphthaldehyde and 9-fluorenone in their ground and first excited singlet and triplet electronic 

states is presented. IR studies have also been carried out using supercritical krypton (scKr) as 

a solvent to measure spectra in the ground and triplet excited states.  This solvent provides a 

weakly interacting environment that is closer to the gas phase and allows a direct comparison 

with the calculated spectra for a single molecule. The IR spectra for the three different states 

are computed with Kohn-Sham density functional theory. For the first excited singlet state it is 

necessary to use an overlap procedure that allows the excited state to be studied by preventing 

variational collapse to the ground state. This allows the excited singlet state to be studied in an 

analogous approach to the ground and excited triplet state, in contrast to using time-dependent 

density functional theory. The good agreement between the calculated excited state spectra and 

the experiment provides insight into the nature of the excited states. For the ground and excited 

triplet state the anharmonic vibrational frequencies are computed using the transition optimized 

shifted Hermite method, and for these molecules the hybrid B97-1 functional is found to 

provide the closest agreement with experiment in the ground state. 

 

Introduction 
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Time-resolved infrared spectroscopy (TRIR), a combination of UV flash photolysis and very 

fast IR spectroscopy, has proven to be a successful and effective technique for characterizing 

molecules in their electronically excited states1-6 The combination of TRIR with quantum 

chemical calculations can provide detailed insights into the electronic structure as well 

providing a mechanism to assess the accuracy of quantum chemical methods. Calculations of 

IR spectra are usually based upon the harmonic approximation. These calculations can provide 

band assignments, and for excited state spectra the nature of the excited state can be identified 

provided that a sufficiently good match exists between the ground and excited state 

experimental and calculated spectra.7, 8 

 

The study of the IR spectroscopy of electronically excited states presents additional challenges 

to theory. Quantum chemical methods that are able to study electronically excited states are 

usually less accurate than their ground state counterparts and the vibrational modes themselves 

can become increasingly delocalized.9 The study of lowest triplet excited states provides an 

interesting intermediate case where the vibrational modes of an electronically excited state can 

be studied with formally ground state electronic structure methods whereas to study the first 

excited singlet state requires a ‘genuine’ excited state method to be used. In comparison to 

calculations of the IR spectra of molecules in their ground states, there have been relatively 

fewer computational studies of electronic singlet excited state spectra. This is in part due to the 

additional complexity of computing these spectra but also to the lack of reliable experimental 

data for larger molecules in the gas-phase. 

 

The nature of electronically excited states means that anharmonic effects may become 

increasingly significant. The inclusion of anharmonic effects to calculate IR spectra requires 

higher order derivatives of the nuclear potential energy surface to be determined. This rapidly 

becomes prohibitive as the size of the molecule increases owing to the associated 
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computational cost. However, the continued development of both computer resources and 

computational methodology has made more rigorous treatments of anharmonicity possible for 

increasingly larger molecules.10-18 Despite these advances, the computation of anharmonic 

frequencies remains uncommon, and usually harmonic frequencies are computed and empirical 

scaling factors used.19-25 These scaling factors will correct the frequencies for anharmonicity 

but will also incorporate corrections for the underlying electronic structure method. In some 

cases it is not necessary to scale the harmonic frequencies,26, 27 which will clearly rely on a 

subtle balance between errors in the harmonic energy surface and the electronic structure 

methods used, and indeed the production of a DFT functional parameterized using harmonic 

frequencies did not seem to produce optimum results.28 Consequently it is desirable to be able 

to compute accurate anharmonic frequencies where possible since this provides a more valid 

test of the electronic structure method.  

 

Aromatic carbonyls are known to possess two low-lying excited states of nπ* and ππ* character 

in both the triplet and singlet manifolds, and the relative energy of these states is sensitive to 

changes in the substituent and solvation environments.29  Consequently aromatic carbonyls are 

regularly used as a prototype molecule for studying photochemical processes, and assignment 

of their lowest triplet and singlet states is of significant interest with studies combining TRIR, 

Time-resolved resonance Raman,30 and density functional theory (DFT) being reported  in a 

wide variety of polar and non-polar solvents for molecules including benzophenone,31, 32 

decafluorobenzophenone,33 4-phenylbenzophenone,34 9-fluorenone,35-38 and 2-

naphthaldehyde,39-41 to name but a few. 

 

In this paper we present a combined experimental and computational study of the IR 

spectroscopy of the ground and first excited singlet and triplet states of 2-naphthaldehyde and 

9-fluorenone. TRIR spectra are recorded in deuterated acetonitrile (T1 and S1 states) and 
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supercritical krypton (scKr) (S0 and T1 states) solvents and compared with spectra calculated 

using DFT with the harmonic approximation. The calculations allow the nature of the excited 

states to be determined. For the ground state and T1 excited state, anharmonic frequencies are 

also evaluated using the transition optimized shifted Hermite (TOSH) method.42 Recent studies 

have shown that the optimal DFT theory is sensitive to the frequencies under investigation,43 

and we investigate the performance of some widely used hybrid and gradient-corrected DFT 

exchange-correlation functionals, namely B3LYP,44, 45 BLYP,46, 47 EDF1,48 EDF2,28 B97-1,49 

and B97-2,50 for ground state data in supercritical krypton (scKr).  

 

 

Experimental Details 

All compounds were used as supplied (from Aldrich). IR spectra of supercritical fluid solutions 

were measured in a custom-built high pressure cell, designed for pressures up to 5000 psi.  The 

step-scan FTIR (s2–FTIR ) experiments were conducted using a combination of a Nicolet 

Magna 860 Interferometer and a Nd:YAG laser (Spectra Physics GCR12).51 Synchronization 

of the laser with data collection was achieved using a pulse generator (Stanford DG535). The 

interferometer was equipped with both an internal 100 kHz 16-bit digitiser and an external 100 

MHz 12-bit digitiser (GAGE 8012A). In these experiments a 1 mm photovoltaic MCT detector 

was used with a 50 MHz preamplifier. This detector has AC and DC outputs, which are 

digitised simultaneously to ensure proper phase matching. The AC signal was amplified by an 

external preamplifier (Stanford SR 560) to use the full dynamic range of the digitiser. Single 

sided interferograms were obtained using one laser pulse at each mirror position. An external 

optical bench (Nicolet-TOM®) was used for locating the sample cell and MCT detector, 

allowing easy manipulation of the UV laser beam through the cell. All s2-FTIR spectra reported 

in this paper were recorded at 8 cm-1 resolution with 64 scans of the interferometer using a 

supercritical fluid flow system and 4-port cell which has been described in detail elsewhere.52 
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Ultrafast TRIR spectroscopic experiments in deuterated acetonitrile solution was carried out 

using the ULTRA facility53 located at the Rutherford Appleton Laboratory, using time-resolved 

multiple probe spectroscopy (TRMPS) and a detailed description of this instrument has been 

published previously.53 Briefly, the TRMPS experiment utilizes a pump-probe-probe-probe 

recording scheme afforded by synchronizing two oscillators. The pump laser is tuned to 355 

nm by optical parametric amplification (OPA) while the mid-IR probe is generated using OPAs 

with difference-frequency mixing units. The pump-probe delay is controlled using a 

combination of electronic and optical delays, which allows time-delays from picoseconds to 

milliseconds to be achieved in a single experiment. The pump pulse was set to ca. 2 µJ/pulse 

at the sample using a neutral density filter. Pump and probe beam polarizations were set at the 

magic angle. A portion of the probe beam was dispersed onto an MCT detector as a reference, 

while the remainder was passed through the sample, dispersed by grating monochromators and 

detected by two 128-channel linear array MCT detectors. 

 

Computational Details 

Geometry optimizations and frequency calculations were performed with Kohn-Sham DFT in 

combination with the B3LYP, BLYP, EDF1, EDF2, B97-1, and B97-2 exchange-correlation 

functionals and 6-311G(d,p) basis set using the Q-Chem quantum-chemical software 

package.54 The 6-311G(d,p) basis set was chosen since it represents a good compromise 

between accuracy and computational cost. Initial molecular structures were optimized to 

minimum energy geometries at each level of theory, before the calculation of vibrational 

frequencies and intensities. The triplet excited state was studied using unrestricted DFT while 

the maximum overlap method (MOM)55 was used to allow the excited singlet state to be 

computed. In this approach, the open-shell excited singlet is described by a single determinant 

which gives a spin-mixed state. In the calculations presented here, a spin-purified form is used 
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wherein the energy of the excited singlet state is expressed as E=2ES-ET, where ES and ET are 

the single determinant singlet state energy and the energy of the corresponding triplet state, 

respectively. Previous work has demonstrated that IR spectra for excited singlet states 

calculated with this approach are in good agreement with experiment.7, 9 

 

Harmonic vibrational frequencies and normal modes were determined using analytic second 

derivatives of the energy with respect to nuclear displacement. Anharmonic corrections to the 

vibrational frequencies were computed using the TOSH method based upon the quartic force 

field with up to two-mode coupling terms.42 The third- and fourth-order derivatives of the 

energy with respect to the nuclear displacements were evaluated numerically from finite 

differences of the analytic energy, gradient, and Hessian, using the default step size of 0.1 a0.42 

 

Simulated spectra for the frequency range 1200 and 1800 cm-1 have been generated by 

representing each vibrational band as a Gaussian function with an area proportional to its 

calculated intensity, and a bandwidth determined by that intensity. Gaussian bandwidths of 2, 

3, 4, 5, and 6 cm-1 were used for intensities in the ranges < 10, 10-20, 20-30, 30-150, and > 150 

km mol-1 respectively, as these assignments were previously found to give the best visual 

agreement with the experimental data.55 Functional specific harmonic frequency scaling factors 

proposed by Merrick et al. for the 6-311+G(d,p) basis set were used.21 The scaling factors 

0.9688, 0.9684. 0.9587, and 0.9668 were used to scale the B3LYP, B97-1, B97-2, and EDF2 

hybrid functionals, respectively. Harmonic normal mode displacement vectors were visualised 

using the VMD software package.56  

 

Results and Discussion 

 

Ground State  
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Before considering the excited states we will examine the ground state. The simulated spectra 

based upon the harmonic frequencies for the ground states of 9-fluorenone and 2-

naphthaldehyde along with the FTIR spectra recorded in scKr are shown in Figure 1 with the 

calculated and experimental vibrational frequencies summarised in Table 1 and Table 2. As 

mentioned above we have used the supercritical noble gas solvent since it is expected to closely 

represent the simulations carried out in vacuo allowing a direct comparison to be made. The 

calculated spectra in Figure 1 are based upon calculations using the EDF1 exchange-correlation 

functional. As noted in previous studies,26, 43 harmonic frequencies computed using EDF1 are 

close to experiment and scaling of the frequencies is not required.  Mean absolute deviations 

(MADs) between the experimental and calculated frequencies for the 1200 and 1800 cm-1 

frequency range are shown in Figure 2 and Figure 3. For the EDF1 functional, MADs of 10 

cm-1 and 4 cm-1 are obtained for 2-naphthaldehyde and 9-fluorenone, respectively. This 

represents a very good level of agreement and this functional is also noteworthy in that it gives 

accurate frequencies for the carbonyl stretching modes. These computed frequencies result in 

simulated spectra that closely resemble the experimental spectra for both molecules. 

 

 

Figure 1. (i) Calculated harmonic EDF1 IR spectra and (ii) FT-IR spectra in scKr. (a) 2-naphthaldehyde, 
(b) 9-fluorenone. 
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Table 1. Experimentally prominent IR modes of the S0 state of 2-naphthaldehyde. Unscaled harmonic frequencies 

shown. Calculated differences from scKr (expt) are shown in parentheses. 

  band positions / cm-1  
mode CD3CN (expt) scKr (expt) EDF1 harm. B97-1 harm. B97-1 TOSH Visualisation 
n46 1696 1715 1725 (10) 1787 (72) 1748 (33) 

 
n45 1628 1632 1631 (-1) 1663 (31) 1642 (10) 

 
n44 1599 1602 1608 (6) 1637 (35) 1614 (12) 

 
n41 1468 1466 1466 (0) 1491 (25) 1474 (8) 

 
n36 1348 1348 1345 (-3) 1367 (19) 1349 (1) 

 
n35 1274 1277 1262 (-15) 1282 (5) 1270 (-7) 

 
n34 1259 1258 1226 (-32) 1235 (-23) 1265 (7) 

 
 

 

Table 2. Experimentally prominent IR modes of the S0 state of 9-fluorenone.  Unscaled harmonic frequencies 

shown. Calculated differences from scKr (expt) are shown in parentheses. 

  band positions / cm-1  
mode CD3CN (expt) scKr (expt) EDF1 harm. B97-1 harm. B97-1 TOSH Visualisation 
n52 1718 1732 1730 (-2) 

 
1799 (67) 1800 (68) 

 
n51 1612 1615 1616 (1) 1645 (30) 1623 (8) 

 
n50 1602 1606 1602 (-4) 1632 (26) 1611 (5) 
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n45 1456 1455 1454 (-1) 1477 (22) 1460 (5) 

 
n41 1302 1301 1289 (-12) 1311 (10) 1300 (-1) 

 
 

 

As expected, the hybrid functionals systematically overestimate the experimental frequencies, 

on average by between ca. 30 to 50 cm-1, as they do not benefit from the same cancellation of 

errors. For the other functionals, scaling the harmonic frequencies reduces the deviation from 

experiment. The best results for scaling were found for the B3LYP functional, with the MAD 

falling from 34 to 18 cm-1. Here we note that the scaled frequencies tend to underestimate the 

experimental frequencies, and the resulting MAD is greater than for the EDF1 functional.  

 

Normal mode displacements for the EDF1 calculations are illustrated in Table 1 and Table 2 

for the vibrational modes that correspond to bands observed in experiment. The highest 

frequency modes of 1715 cm-1 in 2-naphthaldehyde and 1732 cm-1 in 9-fluorenone, in the 

experimental data with scKr solvent, are localized on the carbonyl group and correspond to the 

carbonyl stretching mode. The remaining modes contain a high degree of out-of-phase ring 

carbon stretching and in-phase ring carbon displacements. The band arising from the carbonyl 

stretching mode is the most intense band observed in the spectra and is of particular importance 

since the shift of this band can be used as a diagnostic of the nature of an excited state. The 

experimental data shows that this band is sensitive to the environment, with shifts of -14 cm-1 

and -19 cm-1 for 9-fluorenone and 2-naphthaldehyde in CD3CN solvent compared with scKr. 

In comparison the other vibrational modes differ by less than 5 cm-1. A closer examination of 

the frequency of the carbonyl stretching mode shows that its frequency is 17 cm-1 higher in 9-

fluorenone compared with 2-naphthaldehyde. The EDF1 calculations underestimate this 

separation and predict a difference of 5 cm-1 between the two molecules. The B97-1 functional 
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finds a difference of 12 cm-1, which is closer to experiment. Consequently, even though the 

EDF1 functional has a significantly lower MAD, its quantitative prediction in this regard to 

worse than B97-1 illustrating that MAD values can be insensitive to more subtle comparisons.  

 

 

Figure 2. MAD values for 2-naphthaldehyde, comparing the calculated harmonic and experimental frequencies 

with the CO stretching mode included (dark), and excluded (light). 

 

 

Figure 3. MAD values for 9-fluorenone, comparing the calculated harmonic and experimental frequencies with 

the CO stretching mode included (dark), and excluded (light). 

 

S1 and T1 Excited States 

The IR spectra for the T1 and S1 states of 2-naphthaldehyde are shown in Figures 4 and 5 

together with the TRIR traces in Figure 6, showing the decay of the S1 to the T1 state. The 

vibrational frequencies of the prominent features listed in Table 3. The spectra for T1 state are 

dominated by bands at about 1600 cm-1, with the remaining bands weak in comparison. The 

triplet excited state spectra were acquired 100 ns (in CD3CN) and 1 µs (in scKr) after 
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photoexcitation with a 355 nm pulse.57 After photoexcitation, bleaching of the parent bands is 

evident, and new T1 n(CO) bands at 1600 cm-1 and 1626 cm-1 for CD3CN and scKr respectively, 

appear. These band positions are similar to the 1620 cm-1 band reported in a previous study in 

cyclohexane of 1620 cm-1 for the T1 state.57 This represents a shift of ca. 90 cm-1 with the 

frequecncy of the n(CO) band sensitive to the polarity of the solvent. Previous work has 

identified an increased solvent solute interaction when examining the similar ππ* states of 9-

fluorenone in polar solvents.36, 58 A second peak in the CO region at ca. 1591 cm-1 is observed 

in CD3CN but not in scKr. Three calculations (see later) show no evidence of a peak in this 

region and definitive assignment of this band is not possible. However, one possibility is that 

this extra band is due to some form of aggregation i.e. dimerization that occurs at higher 

concentrations used in the experiments carried out in CD3CN compared to scKr or the presence 

of a rotational conformer formed by rotation of the aldehyde group due to changes in the 

electronic structure following photo-excitation. For the S1 state, recorded spectra are only 

available for CD3CN solvent. The n(CO) band is observed at 1638 cm-1, with the a 

corresponding value of 1600 cm-1 for the T1 state. This shows that the carbonyl bond is 

weakened more in the T1 state compared with the S1 state.  Another notable difference of the 

S1 state spectra is a prominent band at 1300 cm-1 which corresponds to in-plane wagging of the 

hydrogen atoms.  
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Figure 4. IR spectra of 2-naphthaldehyde. (i) and (iii) IR spectra of the T1 state, measured in CD3CN 100 ns after 
photoexcitation and in scKr 1 μs after photoexcitation at 355 nm. (ii) and (iv) FT-IR spectra measured in CD3CN 
and scKr. (v) the calculated (B97-1/6-311G(d,p), scaled harmonic) spectrum of the T1 state. 

 
 

 

Figure 5. IR spectra of 2-naphthaldehyde. (i) the IR spectrum of the S1 state, measured in CD3CN 0.1 ns after 
photoexcitation. (ii) the FT-IR spectrum measured in CD3CN. (ii) the calculated (B97-1/6-311G(d,p), scaled 
harmonic) spectrum of the S1 state. 
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Figure 6. Kinetic trace of the bands of the 2-naphthaldehyde S1 state decaying, concomitant with growth of the 
T1 state (τ = 9 ± 4 ns). The initial rise of the S1 state band occurs again, this time the S1 state bands arise from a 
nearly featureless spectrum (τ = 6 ± 2 ps) that consists only of bleaches. 

 

 

For 9-fluorenone the IR spectra for the T1 and S1 states are shown in Figures 7 and 8 with the 

TRIR traces in Figure 9. Similar to 2-naphthaldehyde, the spectra also have an intense band in 

the region of 1600 cm-1 which arises from the carbonyl stretching mode. However, for 9-

fluorenone more distinct bands can be distinguished at lower frequencies. For the T1 state the 

n(CO) band is observed at 1596 cm-1 in CD3CN and 1616 cm-1 in scKr. This represents shifts 

of 122 cm-1 and 116 cm-1, which are larger than the corresponding shifts in 2-naphthaldehyde. 

Previously observed peaks59 at 1600, 1544 and 1480 cm-1 in CD3CN are in good agreement 

with our data. For the S1 state the n(CO) band is observed at 1545 cm-1. This represents a 

significance difference to 2-naphthaldehyde. In 2-naphthaldehyde the frequency of the n(CO) 

band is greater in the S1 state (by 38 cm-1) whereas in 9-fluorenone the frequency in the S1 state 

is lower (by 51 cm-1). 
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Figure 7. IR spectra of 9-fluorenone. (i) and (iii) IR spectra of the T1 state, measured in CD3CN 100 ns after 
photoexcitation and in scKr 1 μs after photoexcitation at 355 nm. (ii) and (iv) FT-IR spectra measured in CD3CN 
and scKr. (v) the calculated (B97-1/6-311G(d,p), scaled harmonic) spectrum of the T1 state. 
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Figure 8. IR spectra of 9-fluorenone. (i) the IR spectrum of the S1 state, measured in CD3CN 0.1 ns after 
photoexcitation. (ii) the FT-IR spectrum measured in CD3CN. (ii) the calculated (B97-1/6-311G(d,p), scaled 
harmonic) spectrum of the S1 state. 

 

 
Figure 9. Kinetic trace of the bands of the 9-fluorenone S1 state decaying, concomitant with growth of the T1 
state (τ = 7 ± 1 ns). The initial rise of the S1 state band (τ = 10 ± 2 ps) is manifested in the spectra as a slight 
blueshift of the bands and may be due to internal conversion or cooling. 
 
 

 

Table 3. Experimentally prominent IR modes of the T1 and S1 states of 2-naphthadehyde, shown for experiment 

and calculated scaled harmonic spectra. Calculated differences from experiment are shown in parentheses. 
 

 band positions / cm-1 
mode CD3CN T1 

(expt) 
B97-1 T1 

Scaled 
mode CD3CN S1 

(expt) 
B97-1 S1 
Scaled 

n46 1600 1620 (20) n46 1638 1626 (-12) 
- 1591 - - 1613 - 
n45 1543 1536 (-7) n41 1487 1468 (-19) 
n44 1526 1501(-25) n40 1439 1437 (-2) 
n36 1299 1279 (-20) n38 1375 1384 (-9) 
   n36 1300 1332 (32) 
 

 

Table 4. Experimentally prominent IR modes of the T1 and S1 states of 9-fluorenone, shown for experiment and 

calculated scaled harmonic spectra. Calculated differences from experiment are shown in parentheses. 
 band positions / cm-1 

mode 
 

CD3CN T1 
(expt) 

B97-1 T1 
Scaled 

mode CD3CN S1 
(expt) 

B97-1 S1 Scaled 
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n52 1596 1603 (7) n51 1545 1565 (20) 
n51 1539 1528 (-11) n49 1496 1531 (35) 
n50 1517 1508 (-9) n44 1409 1417 (8) 
n48/47 1477 1463/1449 n40 1278 1275 (-3) 
n46 1430 1409 (-21)    
n41 1342 1315 (-27)    

 

 

The orbitals involved in the lowest electronic excitations for 9-fluorenone and 2-

naphthaldehyde are shown in Figures 10 and 11. The highest occupied molecular orbitals 

(HOMOs) have π-orbital character and are localized on the aromatic rings of the two systems, 

while the lowest unoccupied molecular orbitals (LUMOs) are of π*-orbital (anti-bonding) 

character and are also localized on the rings. Both molecules also have a non-bonding HOMO-

1 orbital localized on the carbonyl oxygen atom. These orbitals show that the states arising 

from the HOMO to LUMO transition can be described as ππ* in vacuo, consistent with 

experimental results.57, 59, 60 

 

 

 

Figure 10. The (a) HOMO-1, (b) HOMO, and (c) LUMO orbitals of 2-naphthaldehyde. 

 

Figure 11. The (a) HOMO-1, (b) HOMO, and (c) LUMO orbitals of 9-fluorenone. 

 



Page 17 of 27 
 

The calculated spectra for the T1 and S1 excited states are shown in Figures 4 and 5 for 2-

naphthaldehyde and Figures 7 and 8 for 9-flourenone. The spectra have been calculated with 

the B97-1 functional in combination with the 6-311G(d,p) basis set with the frequencies scaled 

by 0.9688. For the excited states, it was not possible to converge the EDF1 calculation for the 

triplet state to a satisfactory level, and the high level of accuracy observed for the ground state 

was not obtained. First we consider 2-naphthaldehyde. For both the T1 and S1 states, the 

calculations reproduce the features of the experimental spectra. The most intense peak in the 

spectra corresponds to the carbonyl stretching mode that is shifted by -112 cm-1 for the T1 state 

and -106 cm-1 for the S1 state relative to the corresponding ground state calculation. The 

magnitude of this shift is similar to the value observed in experiment and is associated with a 

weakening of the C=O bond as a result of exciting an electron to an orbital that is anti-bonding 

(has a node) character along this bond, and confirms the assignment of these states as pp*. The 

weaker bands also occur at frequencies in regions were peaks can be distinguished in the 

experimental spectra (shown in Error! Reference source not found.). The main discrepancy between 

the calculated spectra and experiment is the predicted frequency of the carbonyl stretching 

mode in the S1 state is too low and this results in a difference in frequency of this band between 

the T1 and S1 states of only 6 cm-1 compared with a value of 38 cm-1 in experiment, however 

the calculations do correctly predict the frequency to the higher in the S1 state. 

 

The calculated spectra for 9-fluorenone also show a large shift in the carbonyl stretching mode 

characteristic of pp* states. The frequencies of these modes are 1565 cm-1 and 1603 cm-1 for 

the S1 and T1 states, compared with values of 1545 and 1596 cm-1 in experiment. The main 

difference between the calculated and experimental spectra is associated with the intensities of 

the bands that lie below the carbonyl stretching mode. Bands in this region of the spectrum can 

be clearly identified in experiment, but the calculations predict the bands to have much greater 

intensity relative to the carbonyl band and this occurs for both the triplet and singlet states. 
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Relative intensity differences can arise from the double harmonic approximation used to 

calculate simulated IR intensities, and these values may be more susceptible to basis set or 

other deficiencies in the excited state method. The spin-purification treatment of the singlet 

excited state used here, incorporates the energy of the triplet state. Consequently, any error in 

the description of the triplet state will be inherited by the singlet state calculation. The T1 state 

of 9-fluorenone appears to be challenge for the methodology used here, as discussed above this 

state could not be described correctly by the EDF1 functional, and may indicate that this state 

has multi-determinant character and is not well described by a single determinant that underlies 

the calculations presented. 

 

 

Anharmonic Frequency Calculations 

Anharmonic frequencies were computed for the ground and T1 state using the B97-1 functional. 

This analysis is not performed for the S1 state owing to technical difficulties in extending the 

spin-purified MOM approach to compute all of the derivatives necessary for anharmonic 

frequency calculations. The computed frequencies for the ground state are given in Table 1 and 

2, with MADs shown in Figure 6 and Figure 7. Overall, the B97-1 functional gives the best 

performance, with the B3LYP functional also performing well. This is consistent with previous 

studies that have identified these functionals as being reliable for anharmonic frequency 

calculations.27 The calculated anharmonic frequencies significantly improve the unscaled 

harmonic frequencies. For most of the vibrational modes the calculations underestimate the 

anharmonic correction, resulting in frequencies that are too high. The exception to this is the 

carbonyl stretching mode in 9-fluorenone. For this mode the anharmonic calculation appears 

to fail and does not improve the frequency. Identifying the precise reasons for this failure is 

difficult, but it may be related to some numerical instability in the calculations. The B97-1 

calculations were extended to the T1 state and the computed frequencies for the vibrational 
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modes observed in experiment are shown in Table 5 and Table 6. The resulting frequencies are 

in good agreement with the experimental data with most of the vibrational modes predicted 

within 10 cm-1 of the experimental values in scKr.  

 

 

Figure 6. MAD values for 2-naphthaldehyde, comparing the calculated anharmonic and experimental 

frequencies with the CO stretching mode included (dark), and excluded (light). 

 

 

Figure 7. MAD values for 9-fluorenone, comparing the calculated anharmonic and experimental frequencies 

with the CO stretching mode included (dark), and excluded (light). 

 

Table 5. Experimentally prominent IR modes of the T1 state of 2-naphthadehyde. Calculated differences from 

scKr (expt) are shown in parentheses. 

 band positions / cm-1 
mode CD3CN (expt) scKr (expt) B97-1 TOSH 
n46 1600 1626 1628 (2) 
- 1591 - - 
n45 1543 1570 1556 (-14) 
n44 1526 1558 1513 (-42) 
n36 1299 1304 1315 (10) 
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Table 6. Experimentally prominent IR modes of the T1 state of 9-fluorenone. Calculated differences from scKr 

(expt) are shown in parentheses. 

 band positions / cm-1 
mode CD3CN (expt) scKr (expt) B97-1 TOSH 
n52 1596 1617 1619 (2) 
n51 1539 1535 1548 (13) 
n50 1517 1514 1523 (9) 
n48/47 1477 1491/1482 1483 (-8)/1477 (-5) 
n46 1430 1442 1436 (-6) 
n41 1342 1342 1344 (2) 

 

 

Conclusions 

Ground state infrared spectra recorded in deuterated acetonitrile and super critical krypton 

solvents have been compared with DFT calculations. The experimental data shows that the 

most intense band in the 1200 and 1800 cm-1 frequency range, which corresponds to the 

carbonyl stretching mode, is sensitive to the solvent environment. Simulated spectra based 

upon harmonic frequencies computed with the EDF1 exchange-correlation functional 

reproduce the experimental spectra well and allow the observed bands to be assigned to 

vibrational modes. Anharmonic vibrational frequencies calculated with the TOSH method 

using a selection of exchange-correlation functionals, find the B97-1 functional to perform 

best. The mean absolute deviations between the prominent vibrational peaks in the spectral 

window between 1200 and 1800 cm-1 show good matches between calculation and experiment 

for 9-fluorenone and 2-naphthaldehyde, with the exception of the carbonyl stretching mode of 

9-fluorenone. 

 

Excited state TRIR spectra are also reported for the T1 and S1 states of 9-fluorenone and 2-

napthadehyde. The experimental spectra show a shift of between 90 and 120 cm-1 in the 

carbonyl stretching mode in the excited states. The experimental data shows the frequency of 

the n(CO) band to be larger in the S1 state compared with the T1 state for 2-napthadehyde, 
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while for 9-flourenone the frequency is higher in the T1 state. The DFT calculations show these 

states to be pp* states. The spectra computed for these states provide a qualitatively correct 

description of the experimental data and correctly identify the shift in the carbonyl band to be 

larger for the S1 state in 9-fluorenone but larger for the T1 state in 2-napthadehyde. The 

calculated anharmonic frequencies for the T1 state are in good agreement with experiment with 

most of the vibrational modes predicted within 10 cm-1 of the experimental values in scKr. 

Overall, the work demonstrates that Kohn-Sham DFT based calculations of excited state IR 

spectra for low lying excited states can be used successfully to identify the nature of the excited 

state and interpret experimental spectra.  
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