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etal.,2016; Hummels2007). In addition, the administrative costs of cross-border trade are frequent
substantial but are extremely hard to quantify, partly because they may take the form of delays
uncertain delivery times.

These considerations have led to the widespread use of the ratio of exports plus imports to GDP:
summary measure of “real” as opposed to “financial” openness or globalisation (Grabn@0&atal.,
because this ratio is expected to encapsulate the effects of all these factors that are difficult to mea§ur(
In their survey article on openness and growth, Winters and Masters (2013, p. 1062) write in relation
to the measurement of trade openness: “Around one-third of the cross-section/panel studies we bav
sampled use a binary indicator. The remainder mostly use a (trade/GDP) measure, with all its manges
simultaneity difficulties, or occasionally, tariff averages.” :

In a cross-country context, it is well-known that the variation of the ratio of trade to GDP acro$s
countries is not just a matter of trade policy but also of structural features such as population and Ij@nc
mass, access to ports and remoteness from trading partner2(Fgii Harrison1996). Fujii (2019) i
provides a comprehensive discussion of these issues and shows that size, remoteness, and spgci:
sation affect the trade—GDP ratio of Japanese prefectures, even though, obviously, their trade pdlicy
is identical. In cross-country analysis, one possibility is to estimate the effect of these factors, to ;ﬁhe
extent that they are observable, and to measure trade openness relative to its predicted value from
regression (Chang et al009; Leamer1988; Lockwood2004; Vujakovic,2010). The accuracy of §
this depends on the completeness of the regression specification and the orthogonality of structilra
trade barriers to the artificial ones which are being measured. If, for example, larger countries tené to
have less protective trade regimes, then the difference in trade—GDP ratios between small and Ifgrg'
countries will partly reflect this difference in trade policy, and the negative effect of country size dn
trade-GDP ratios will tend to be underestimated. g

To the extent that these structural features that are associated with variation in trade openfies
across countries are time-invariant, or at least highly persistent across time, then the Within-couétry
variation in trade openness may still be a useful indicator of changes in the barriers to #rade z
given country, in either a time-series regression or in a cross-country panel estimated with cou@try
fixed effects (e.g., Harrisoi996). In fixed-effect estimation, the average difference across countries
is entirely absorbed by the country dummies and is not “explained” at all by the other variables%in
the model, whose coefficients are determined by just the within-country variation in the dependént
variable. In other words, even if cross-country differences in trade openness may tell us little abéut
differences in trade policy, trade openness could potentially still be used to address the question: \@ha
are the effects of changes in trade policy or transport costs within a country? z

The validity of such an approach depends on what other factors might influence the behaviéur
of the trade—GDP ratio over time. If the influence of these other factors is substantial, the trad;e—
GDRP ratio will be a rather noisy measure of trade barriers even in a time-series context, and gﬁis
may distort the estimation of the effect of trade policy changes. This is an issue that has recei%ed
little attention, and certainly less than it deserves. Some candidate variables that spring to nﬁnd
as “nuisance’time-varying influences on the trade-GDP ratio in this context are the real effectivg
exchange rate (because the value of non-traded output, which increases in relative value with exchgng
rate appreciation, appears in the denominator of the trade/GDP ratio but not the numerator); the prig:ce:
of primary commodities that are exported or imported (a rise in the price of either will likewise raise
the value of trade relative to non-traded output); the investment—GDP ratio (because in many count%ies
investment has a particularly high import content); and the level of GDP relative to its trend, whi€h
may affect the demand for imports. In this paper, we attempt to estimate how important these fac%rs
are in the variation of the trade—GDP ratio across time for different groups of countries.

[IQ]JN\QEQ €202 'T0L6L9VT

no

S

uuu0//sdﬁy wouy poy

MYTTTT

1HpUO;

qrpull

M

85UG0| 7 SUOLULLIOD) BA IR



BLEANEY anp TIAN 1321

2 | DESIGN OF THE STUDY
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In order to highlight the issue, we initially estimate a first-difference model of the logarithm of th
ratio of trade to GDP as a function of the real effective exchange rate, commodity price shocks, |nv§st-
ment, and the cyclical position:

AlnTRit = ai + b*AInREERi; + c*APMit + e*AP Xy + f*AINVj; + g*AlnYis +uir (1)

100" Ao 1M AReg1 U U/

whereTR is the ratio of exports plus imports to GDP; REER is the real effective exchange rate (a fse
representing an appreciation); INV is the ratio of gross fixed capital formation to GDP; Y is GDP§n
constant local currency is the first-difference operatak,P M andA P X are real import and export
commodity price shocks as a proportion of GDP as estimated in Gruss and Kebhaj {2igHotes
the country and t time; u is a random error; ant, &, e, f, and g are parameters to be estimated. €
Note that the model specifies a change in the logarithm of the trade ratio as the dependent Val’l%bk
ratherthan a percentage point change, so the estimated effect on trade as a percentage of GDP <§ ar
given change in an independent variable will be larger in percentage point terms when the trade— (EDF
ratio is higher.
This model is estimated from 1970 to 2019 for the following country groups, the membership gf
which is listed in the Appendix Tabkel: Advanced Countries (23), the Americas (15), sub—Saharan§
Africa (25), and Asia and the Mediterranean (19); and for all countries together. Some countries ?re
omitted: those with a population of less than two million or that have been significantly disrupted By
conflict, and those with a substantial quantity of entrepét trade. Transition economies are also omiéed
because their trade liberalisations have just been one element of much broader changes in ecorp;)m
institutions and policies.
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3 | EMPIRICAL RESULTS
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Figurel shows the evolution of the trade—GDP ratio over the period for the different country groups.
There has been a steady upward trend in this ratio since 1970 for all country groups, except that si?nc'
2010, the trend has continued much as before only in the advanced countries; for all other cou@try
groups, the upward trend came to an abrupt halt after the global financial crisis.

Some basic statistics are shown in Tabtn the year-to-year variation in the trade/GDP ratio for
individual countries. Tablé gives the within-country standard deviation of the change in the Ioga
rithm of trade/GDP, which varies from a low of 0.064 in the advanced countries to a high of 0.151§n
sub-Saharan Africa, with intermediate values for the Americas and the Asia plus the Mediterran§an
region. This suggests that the year-to-year variation in trade openness can be quite substantial ahd
greater in poorer countries. For comparison, the cross-country standard deviation of the log of i.'(he
trade ratio in 2010 is much larger (0.424). This implies that cross-country variation dominates tlrﬁle
variation. We show that time variation is nevertheless significant relative to the effects of trade Iiber:él—
isation measures; but the difference in the trade ratios between small and large countries is enorrﬁou
relative to either.

Table2 shows the results of estimating Equation (1) for different country groups. Since countg
fixed effects are included and absorb all the cross-country variations, the explanatory variables

£311M uo (suonipu

re

1To estimate these shocks, the US$ commaodity price indices are deflated by the IMF's index of unit values of manufacturi
trade.
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Cross Country Average of Trade Openness: 1970 - 2019
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FIGURE 1 Average trade/GDP ratio across countries 1970-2019 [Colour figure can be viewed at
wileyonlinelibrary.com]

TABLE 1  Standard deviation of din(trade/GDP) 1970-2019

All countries 0.112
Advanced 0.064
Americas 0.113
Sub-Saharan Africa 0.151
Asia + Mediterranean 0.104
St. Dev. of In(Trade/GDP) in 2010 (82 countries) 0.4240
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only significant to the extent that they are correlated with the within-country variation in the depengl-
ent variable. The change in the logarithm of the real effective exchange rate is always significang’i at
the 1% level, with a negative coefficient, indicating that appreciation is associated with a fall in tge
trade—GDP ratio. The elasticity varies from 0.250 for sub-Saharan Africato 0.642 for the advanceé;
countries. The negative coefficient is consistent with the interpretation of the real effective excha@e
rate as the price of non-traded goods relative to traded ones, even though it is actually measuregd e
relative consumer prices in different currencies.

An import commodity price shock is also always significant at the 1% level, with a positive coe%
ficient that is again closest to zero for sub-Saharan Africa (2.034) and highest for the advanced cgijun-
tries (2.640). The positive coefficient reflects the increase in the relative value of a given volume%')f
commodity imports. An export commodity price shock also has a positive coefficient throughotg,
which is significant at 1% and approaching that of an import price shock for the Americas (1.8224),
but is not significant even at 5% for the other country groups (0.684, 0.097, and 0.047, respectively,

:
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TABLE 2 Determinants of changes in trade openness g

Countries g

Dep. Var.: DIn TR  All Advanced Americas  Sub-Saharan Africa  Asia + Mediterranean g

Variables g

din REER 0.349*** 0.642*** 0.388*** 0.250*** 0.440*** ‘_2‘

(6.89) (18.7) (6.25) (3.40) (5.97) 35

dPM 2.399%* 2.640%** 2.515%** 2.034%** 2.375%* 'Qg

(11.2) (8.97) (5.44) (4.90) (9.16) %

dPX 0.390* 0.047 1.827*** 0.684* 0.097 §

(1.90) (0.26) (11.4) 1.72) (0.45) %

dINV 0.579%* 0.376%** 0.618*** 0.663** 0.510%** g

(3.87) (3.39) (3.10) (2.58) (2.86) ‘g

diny 0.029 0.249*** 0.056 0.028 0.028 §

(0.41) (2.76) (0.48) (0.18) (0.33) :

No. of obs. 3615 1089 685 954 887 3

No. of countries 82 23 15 25 19 g

RMSE 0.095 0.046 0.092 0.134 0.087 .E

R-squared within ~ 0.23 0.47 0.34 0.16 0.25 §
Note The dependent variable is the change in the logarithm of trade/GDP. Fixed country effects are included. Figures in parenthe%s

are t-statistics. *, **, and ***: significantly different from zero at the 10, 5, and 1% level, respectively. RMSE — root mean sq
error. REER - real effective exchange rate; INV — gross fixed capital formation/GDP; Y — GDP in constant local currency;

dPM — commaodity import price shock (volume of imports times price change divided by GDP summed over all commodity |
dPX — commodity export price shock (volume of exports times price change divided by GDP summed over all commodity €

for sub-Saharan Africa, Asia and the Mediterranean and the Advanced Countries). This reflectsihe
limited importance of commaodity exports for many countries. ]

The change in the investment share of GDP is always positive and significant at the 1% leel,
with a coefficient ranging from 0.376 in the Advanced Countries to 0.663 in sub-Saharan Africa. The
higher level for poorer countries is consistent with the idea that investment goods are often of hgigh
complexity and therefore most likely to be produced in richer countries. Consequently, investmeznt
tends to have a high import content, particularly in poorer countries. Real GDP growth has an in§g—
nificant coefficient except in the Advanced Countries, where it is significantly positive at the 1% levél.

How much each of these variables contributes to the year-to-year variability of the ratio of tradesto
GDP depends not only the coefficients in Tableut also on the variable's intrinsic volatility. TaBle
shows the within-country standard deviation of each independent variable which, when multiplied
by its coefficient, shows the estimated effect of an increase in that variable by one standard deviagior
(shown in Table 4).

Measured by this criterion, the real effective exchange rate comes out id Batilee most imper
tant factor, followed by import price shocks. Investment is almost equally important in sub-Saharzan
Africa and is of some significance in the Americas, but negligible elsewhere. Export price shoc;;(s
are the third important factor in the Americas, and somewhat less so in sub-Saharan Africa, but t@ey
are also negligible elsewhere. Although in the Advanced Countries the REER coefficient is much ghe
largest in absolute value, and has easily the highest t-statistic, its estimated impact is lower than gha
elsewhere because of much lower real exchange rate volatility.
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TABLE 3 Table of standard deviations
Countries
All Advanced Americas Sub-Saharan Africa Asia + Mediterranean
Variables
din REER 0.110 0.050 0.141 0.147 0.089
dPM 0.011 0.011 0.009 0.011 0.013
dPX 0.025 0.014 0.022 0.022 0.036
dINV 0.029 0.017 0.023 0.042 0.028
dinY 0.038 0.026 0.039 0.048 0.037

TABLE 4 Estimated standardised effect of each variable on din(trade/GDP)

Countries
All Advanced Americas Sub-Saharan Africa Asia + Mediterranean
Variables
din REER 0.0385 0.0319 0.0546 0.0368 0.0393
dPM 0.0267 0.0296 0.0230 0.0225 0.0315
dPX 0.0098 0.0007 0.0268 0.0166 0.0035
dINV 0.0168 0.0062 0.0140 0.0281 0.0014
diny 0.0011 0.0063 0.0022 0.0013 0.0010

Note The figures shown are the coefficients in the corresponding position in Table 2 multiplied by the variable's within-country
sample standard deviation from TaBIEREER — real effective exchange rate; INV — gross fixed capital formation/GDP; Y — GDP in
constant local currency; dPM — commodity import price shock (volume of imports times price change divided by GDP sumi

all commodity imports); dPX — commodity export price shock (volume of exports times price change divided by GDP sumn

all commodity exports).
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It is possible that the ordinary least squares (OLS) estimates in Zabféer from endogeneity
bias, although the direction of any such bias is far from clear. We have experimented with instrume@tal
variable (IV) estimation, using the lagged level of each independent variable as an instrument forgits
rate of change. Although the instruments are sufficiently strongly correlated with the regressors, tiey
fail the test of lack of correlation with the error term. The IV results are available from the authogs
upon request, but since we use a different specification later, we do not show them here.

We now consider whether, after controlling for these nuisance factors, movements in trade op%n—
ness are correlated with other measures of changes in trade policy. We use three measures: a \a/or
Bank data file on average tariffs; and two measures of major trade liberalisation episodes: one fraom
Sachs and Warner (1995) [hereafter SW] and the other an adaptation and update of SW by Waczglarg
and Welch (2008) [hereafter WW]. The tariff average is a continuous variable and clearly relatgd
to trade policy, but is available only from 1988. We use the weighted average tariff rate, where the
weights reflect the value of imports of the relevant commodities and are rolling rather than fixed O\Z*er
time. The SW and WW measures have the advantage of being available back to 1970, but they Iéav'
their drawbacks. Because they are binary (open/closed), they do not capture policy changes thatgrna
be sizeable but do not cross the somewhat arbitrary threshold. As discussed below, they are alsog)pe
to the criticism that they reflect the relaxation of the state control of the economy in other areas’gas
much as trade policy liberalisation (Rodriguez & RodPi&)0). Wacziarg and Welch (2008) defend
their measure against this criticism by arguing that the trade liberalisation aspect of the policy cha
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was still significant, even if not large enough on its own to satisfy the SW criteria for classification &
a switch to an open economy.

Figure 2 shows how average tariffs have evolved over time in each region since 1988 (unfort-
nately the data are unavailable before 1988). Average tariffs in the advanced countries have alvéay<
been well below 10%; in the rest of the world, they have been below 15% since 1996, with soine
tendency to decline over time, but before 1996, they could be considerably higher.

Table5 shows the results of adding the change in the weighted average tariff to the regressggm
Its inclusion severely reduces the sample size. Only in the case of Asia and the Mediterranean isjthe
coefficient of the change in tariff rates significant (at the 1% level) and negative, as expected. '§1e
coefficient implies that a fall in tariffs by one percentage point raises the log of the trade-GDP ratioén
Asia and the Mediterranean by 0.025 or approximately 2.5 percentage points. For all the other coutry
groups, the coefficient is unexpectedly positive. This probably reflects the fact that in most years, the
change in average tariff rates has been small, as Figure 2 shows.

Sachs and Warner (1995) define an economy as closed if any one of the following criteria app

S
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1. An average tariff rate greater than 40% (TR);

2. Non-tariff barriers covering more than 40% of imports (NTB);

3. A state monopoly of principal exports, often through an export-marketing board (XMB);
4. A black market exchange rate at least 20% depreciated relative to the official rate (BMP);
5. The economy is socialist (SOC).

Average Tariff Rates across Country Groups
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FIGURE 2 Average tariff rates across country groups [Colour figure can be viewed at wileyonlinelibrary.
com]
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TABLE 5 Adding tariff rates to the model g

Countries g

Dep. Var.: DIn TR All Advanced Americas  Sub-Saharan Africa  Asia + Mediterranean §

) %

Variables g

din REER 0.437*** 0.666*** 0.528*** 0.099 0.668*** g‘

(853) (14.2) (6.11) (0.57) (7.03) %g

g

dPM 2.229%** 2.220*** 2.238*** 1.870*** 2.396*** g

(8.97) (5.08) (4.70) (3.24) (7.71) %

dPX 0.600** 0.286 1.265*** 1.108 0.223 §

(2.60) (1.12) (6.39) (1.62) (1.14) %

dINV 0.898*** 0.597*** 1.126%** 1.147%* 0.580* %

2

(4.75) (4.82) (2.88) (3.36) (1.89) s

diny 0.062 0.398** 0.063 0.350** 0.129 é

(0.40) (2.65) (0.23) (2.14) (0.77) e

Change in tariff 0.101* 0.049 0.134 0.027 0.126 S

rates (1.76) (0.24) (0.56) (0.24) (0.85) g

8

No. of obs. 1613 646 361 349 298 g

No. of countries 81 23 15 25 18 §

RMSE 0.074 0.043 0.061 0.110 0.072 §

3

R-squared within 0.32 0.47 0.57 0.18 0.48 5
Note See notes to Table 2. The dependent variable is the change in the logarithm of (trade/GDP). Fixed country effects are includé%d.

Figures in parentheses are t-statistics. *, **, and ***: significantly different from zero at the 10, 5, and 1% level, respectively ES

rates (%) are the weighted mean of effective applied tariff rates (World Bank data). REER — real effective exchange rate; I %

fixed capital formation/GDP; Y — GDP in constant local currency; dPM — commodity import price shock (volume of imports g:

price change divided by GDP summed over all commodity imports); dPX — commodity export price shock (volume of expor §

price change divided by GDP summed over all commodity exports). Nepal is omitted because of its very large spike in tarif %

1 year only in 2008. g

a

]

i

Of these, the last criterion (SOC) is largely irrelevant to the present study because we ignore trailsi-
tion economies, and XMB is based purely on African data. The black market exchange rate prem?;Urr
(BMP) may reflect factors other than strictly trade policy, such as the likelihood of detection and the
harshness of punishment for converting foreign currency outside the official channels. There is aéso
the issue that if a country is only just above the threshold for being closed in any given year, it niay
take only a minor reduction in tariffs or non-tariff barriers to move it below the threshold in the negt
year. In other words, although the criteria for the state of openness may be consistent across coungrie
the degree of liberalisation in the particular year that takes the country below the threshold is r%ot
Because of this, these measures may be better at capturing the long-run than the short-run effec@s (
policy changes, particularly if they are rather gradual or take time to have their full impact. B

Wacziarg and Welch (2008) update and amend SW's liberalisation dates in ways that are discugse
in detall in their paper. They also present a graph (Wacziarg & W&IEIB, Figure 4) that shows a
substantial but gradual increase in trade openness around the liberalisation dates (as in the case
no country, once open, ever becomes closed again, so liberalisation is never reversed).

We test the effect of major liberalisations by including a dummy variable for openness as ide
fied by SW (SWOPEN) or alternatively by WW (WWOPEN). These dummy variables are equal tG O
when the country is identified as closed and equal to 1 from the year of liberalisation onward. Sirice
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our model uses the change in trade openness as the dependent variable, we use the first difference
SWOPEN and WWOPEN, named SWLIB and WWLIB, to measure the short-run effect of Iiberaga-
tion. These two variables are 1 in the year of liberalisation only and 0 in every year both before and
after. We also include the first lag of SWLIB and WWLIB in the model to allow for the possibility th%t
the effects are delayed, or alternatively that liberalisation occurs late in the year so that its effects, ever
if immediate, are mainly felt in the following year. Finally, to allow for the possibility that the effects
of liberalisation are gradual, we estimate an error-correction version of the model that distinguishkes
long-run from short-run effects. :

Table6 shows the effects of adding SWLIB and its lag to the model shown ir?Tabkd Table
shows the same thing for WWLIB.

In Table6, only for the Asia and the Mediterranean region is the SWLIB coefficient positive arf
significant as expected, and for the whole sample, it is very close to 0. In the case of the lagged vélue
of SWLIB, however, we get a very different picture. The coefficient is always positive and always
significant except in the case of Asia and the Mediterranean. For the whole sample, the point estingate
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of this effect is about 4%, which is not enormous but is statistically significant. %

EE

TABLE 6  Effect of major liberalisations (Sachs—Warner) §

Countries §

Dep. Var.: DIn TR  All Advanced Americas  Sub-Saharan Africa  Asia + Mediterranean g

Variable é

din REER 0.448*** 0.665*** 0.396*** 0.346*** 0.584*** %

(9.21) (21.6) (4.95) (4.72) (6.70) 2

dPM 2.220*** 2.609*** 2.490*** 2.205*** 2.099*** %

(10.0) (6.43) (4.78) (3.49) (7.10) %

dPX 0.746*** 0.099 1.292*** 0.134 0.936 %

(3.40) (0.28) (9.18) (0.25) (1.50) %

dINV 0.722%** 0.341*** 0.820*** 0.882** 0.728*** §

(3.49) (2.70) (3.08) (2.23) (3.30) %

diny 0.037 0.296*** 0.106 0.119 0.144 2

(0.42) (3.15) (0.80) (0.53) (1.17) :%

SWLIB 0.002 0.041*** 0.019 0.020 0.043** g

(0.10) (3.88) (0.65) (0.29) (2.26) é

SWLIB( 1) 0.041*** 0.033*** 0.051** 0.075** 0.032 g”

(2.74) (4.87) (2.09) (2.27) (1.32) é:

No. of obs. 2593 1040 588 382 583 g

No. of countries 56 22 12 10 12 2

RMSE 0.078 0.046 0.092 0.118 0.072 §

R-squared within ~ 0.33 0.49 0.34 0.25 0.39 :
Note See notes to Table 2. The dependent variable is the change in the logarithm of (trade/GDP). Fixed country effects are includéd.

Figures in parentheses are t-statistics. *, **, and ***: significantly different from zero at the 10, 5, and 1% level, respectively g

— real effective exchange rate; INV — gross fixed capital formation/GDP; Y — GDP in constant local currency; dPM — comm: %

import price shock (volume of imports times price change divided by GDP summed over all commodity imports); dPX — col §

export price shock (volume of exports times price change divided by GDP summed over all commodity exports). SWLIB — H

variable that equals one in the first year that a country is defined as open by Sachs and Warner (1995) and zero otherwise §

§
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TABLE 7  Effect of major liberalisations (Wacziarg—\Welch) g
Countries gi

Dep. Var.: DIn TR  All Advanced Americas  Sub-Saharan Africa  Asia + Mediterranean g
Variables g
din REER 0.430*** 0.665*** 0.389*** 0.390*** 0.454*** ‘f;‘
(11.4) (21.6) (6.17) (6.28) (5.12) %5

dPM 2.155%* 2.609*** 2.410%** 1.996*** 1.935%** Qg
(10.8) (6.43) (5.31) (4.94) (7.77) %

dPX 0.861*** 0.099 1.251*** 0.682 0.962 §
(4.84) (0.28) (11.4) (1.39) (1.57) %

dINV 0.533** 0.341%** 0.640*** 0.481 0.900*** %
(2.53) (2.70) (3.06) (1.34) (3.32) ‘g

diny 0.071 0.296*** 0.066 0.108 0.183 §
(0.89) (3.15) (0.56) (0.69) (1.41) :

WWLIB 0.000 0.042%** 0.015 0.012 0.026 S
(0.01) (3.88) (0.59) (0.25) (1.13) g

WWLIB(-1) 0.027** 0.033*** 0.039* 0.036 0.012 .E
(1.98) (4.87) (1.81) (1.22) (0.59) g

No. of obs. 3035 1040 681 643 671 “§
No. of countries 67 22 14 17 14 é
RMSE 0.085 0.046 0.098 0.117 0.084 %L
R-squared within ~ 0.29 0.49 0.34 0.20 0.31 ;f
Note See notes to Table 2. The dependent variable is the change in the logarithm of (trade/GDP). Fixed country effects are mcludgér:d
Figures in parentheses are t-statistics. *, **, and ***: significantly different from zero at the 10, 5, and 1% level, respectively g
— real effective exchange rate; INV — gross fixed capital formation/GDP; Y — GDP in constant local currency; dPM — comm: g
import price shock (volume of imports times price change divided by GDP summed over all commodity imports); dPX — col %
export price shock (volume of exports times price change divided by GDP summed over all commodity exports). WWLIB — %
variable that equals one in the first year that a country is defined as open by Wacziarg and Welch (2008) and zero otherwis g
8

L

In Table7, where SWLIB is replaced by WWLIB, the results follow a similar pattern, but are somge-
what less statistically significant. The coefficient of the lagged value of WWLIB for the entire samge
is only just significant at the 5% level, whereas the corresponding coefficient inTialdignificant
at the 1% level.

3.1 | Long-run effects

olue VO ‘88N Jo 3|1 Joy Akelqi aulluO

In this section, we investigate whether taking account of these influences on the trade-GDP r&tlo
affects the estimates of the long-run as well as the short-run impact of policy and technologlgal
changes, which we do by adding an error-correction term to equation (1). To estimate the long-gun
effects of a vector of k explanatory variablgs we augment the first-difference model by some §

terms in the lagged levels of the variables and also allow for country-specific trends in the trade- GEP

ratio (h;):
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k k
AInT Ryt = a; + Z bj*AXjir — g*InT Rjy—1 + Z Cj*Xj[[_l + hi*t + wir (2)
=1 =1

Y wouy pepeojumoq 'S ‘€202 ‘T0L6.9YT

The country-specific trends are designed to capture incremental changes in transport technology ;%nc
or trade policy. When there exists a long-run equilibrium path toward which each country's trade—G@P
ratio reverts, the estimate of g will be significantly greater than zero, and the implied equilibriugn
relationship for country j is :

k

InTRi = ai/g + Z (cj/g) * Xji—1 + (hi/g)t )
=1

GGEET 0OMY/TTTT OT/I0P/LIOD D)

Table 8 shows the results of estimating Equation (3) for the full sample of countries and comparf?s
the estimated long-run effects of trade liberalisations without controlling for the factors previous
discussed (columns (1) and (3)) and after controlling for them (columns (2) and (4)). In columns {L)
and (2), this exercise is performed using the SW identification of major trade liberalisations, whilstﬁn
columns (3) and (4), the WW identification is used. As well as fixed country effects, the model aIIov§s
for unobserved country-specific time-trends in trade openness that might otherwise bias the Iong-gun
estimates of the effects of the other variables.
There are two questions of interest: (1) is there a significant long-run increase in trade openrtes<
associated with a switch from a closed to an open economy? And (2) do the factors identified abov§ a
influencing trade openness in the short run also have significant long-run effects that need to be tiger
into account when treating trade openness as a measure of trade policy? The answer to both §ue
tionsis “yes” because the estimated long-run effects of trade liberalisations are substantially reduéed
when these nuisance factors are controlled for.
In column (1) of Table3, the estimated long-run effect of Sachs—Warner liberalisations on thé
trade/GDP ratio is +0.256 log points (=0.050/0.195), which is equivalent to +29.2%, in a regress@’n
just with country-specific time trends, but in column (2), with the controls added, it is only +0.155 Io§
points (=0.029/0.187), or 16.8%, and the coefficient of SWOPEN( 1) is only significant at the 10% %
level. The results are similar for Wacziarg—Welch liberalisations. Without controls (column 3), the
8
2

£202/9(

0//:sdny)

estimated long-run effect is +0.219 log points (=0.044/0.201),2%.5%, compared with +0.115 log
points (=0.022/0.191), &r 12.2%, when controls are included (column 4). Once again, the estimate]
long-run effect is significant at the 1% level without controls but only at the 10% level with them. T@e
control variables themselves do not always have significant long-run effects, but they do in two ca@s
the real effective exchange rate and import prices.

4 | CONCLUSIONS

VO ‘88N Josa|ni 4oy Akelqi aul|

We have shown that the trade—GDP ratio of an individual country varies significantly from year o

year because of the impact of identifiable factors, such as the real effective exchange rate, import§am
export prices and the investment share of output. Since the trade—GDP ratio is widely used as a si|§1plw
summary measure of openness to the rest of the world, recognition of its sensitivity to these |nfluerg:e<
is important, and not just in the short run but also in the long run. Estimates of the long-run effect%of
major trade liberalisations on the trade—GDP ratio are reduced by 40%-50% when these other faétor
are taken into account.
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TABLE 8 Long-run effects of major liberalisations
Dep. Var.: DIn TR All countries
First-difference variables
din REER 0.443%*=* 0.424%*
(8.89) (11.2)
dPM 2.139%** 2.040%**
(9.61) (10.2)
dPX 0.716*** 0.851***
(3.17) (4.61)
dINV 0.686*** 0.514**
(3.34) (2.40)
diny 0.063 0.079
(0.64) (0.88)
SWLIB 0.021 0.003
(0.74) (0.12)
SWLIB( 1) 0.019 0.013
(0.99) (0.94)
WWLIB 0.026 0.000
(1.05) (0.01)
WWLIB( 1) 0.003 0.003
(0.19) (0.27)
Lagged levels variables
In TR (1) 0.195*** 0.187** 0.201%** 0.191%**
(9.59) (9.70) (11.4) (11.4)
In REER (1) 0.094*** 0.106***
(4.78) (5.54)
PM (1) 0.387*** 0.412%**
(3.18) (3.66)
PX (1) 0.019 0.015
(0.16) (0.16)
INV (1) 0.077 0.072
(0.98) (0.79)
InY (1) 0.007 0.011
(0.22) (0.35)
SWOPEN (1) 0.050%** 0.029*
(3.60) (1.93)
WWOPEN ( 1) 0.044%*+ 0.022*
(3.55) (1.74)
No. of obs. 2697 2593 3178 3035
No. of countries 56 56 67 67
RMSE 0.095 0.075 0.091 0.080
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TABLE 8 (Continued)

Dep. Var.: DIn TR All countries
R-squared within 0.12 0.41 0.12 0.38
Implied long-run effect of trade liberalisation  +0.256 +0.155 +0.219 +0.115

Note See notes to Tables 2 and 6. SWLIB — a dummy variable that equals 1 in the first year that a country is defined as open
(SWOPEN = 1) by Sachs and Warné&g@5) and 0 otherwise. WWLIB and WWOPEN — as SWLIB and SWOPEN but based on the
Wacziarg and Welch2Q08) definition of openness. The model includes fixed country effects and country-specific time trends, the
coefficients of which are not shown. Figures in parentheses are t-statistics. *, **, and ***: significantly different from zero at

5, and 1% level, respectively.

ACKNOWLEDGEMENT
The authors wish to thank the editors and an anonymous referee for helpful comments on a pre
version. Any errors that remain are of course the authors' responsibility.

U

DATA AVAILABILITY STATEMENT
The data for this article are available upon request from Mo Tian, mo.tian@nottingham.ac.uk

ORCID
Michael Bleaney® https://orcid.org/0000-0003-0588-1700

REFERENCES

Baier, S., & Bergstrand, J. (2001). The growth of international trade: Tariffs, transport costs and income similar
Journal of International Economics, 53, 1-27.

Bernhofen, D. M., EI-Sahli, Z., & Kneller, R. (2016). Estimating the effects of the container revolution on world trad
Journal of International Economics, 90, 36-50.

Chang, R., Kaltani, L., & Loayza, N. V. (2009). Openness can be good for growth: The role of policy complementarit
Journal of Development Economics, 90, 33—49.

Fujii, E. (2019). What does trade openness measure? Oxford Bulletin of Economics and Statistics, 81, 868-888.

Gréabner, C., Heimberger, P., Kapeller, J., & Springholz, F. (2021). Understanding economic opaviesf World
Economics, 151, 87-120.

Gruss, B., & Kebhaj, S. (2019). Commaodity terms of trade: A new data base. International Monetary Fund. {MF wo
ing paper no. 19/21.

Harrison, A. (1996). Openness and growth: A time-series, cross-country analysis for developing countries. Journa
Development Economics, 48, 419-447.

Hummels, D. (2007). Transportation costs and international trade in the second era of globalization. Journalzof
Economic Perspectives, 21(3), 131-154.

Leamer, E. (1988). Measures of openness. In R. E. Baldwin TiEatlg policy issues and empirical analysis. University
of Chicago Press.

Lockwood, B. (2004). How robust is the Kearney/foreign policy globalization intles®orld Economy7, 507-523.

Rodriguez, F., & Rodrik, D. (2000). Trade policy and economic growth: A skeptic's guide to the cross-national evidenge.
NBER Macroeconomics Annual, 15, 261-325. i

Sachs, J., & Warner, A. (1995). Economic reform and the process of global integration. Brookings Papers on Econ@’nic
Activity, 26(1), 1-118. 3

Vujakovic, P. (2010). How to measure globalization? A new globalization index (NGI). Atlantic Economic R8jr23¥,.

Wacziarg, R., & Welch, K. (2008). Trade liberalization and growth: New evidence. World Bank Economic B&view,
187-231.

U) SuonIpUOD pue swie 18U 88s *[£202/90/82] U0 AiqiTauluo A)im ‘mg«n GGEET'OMYTTTT 0T/I0P/W00" A8 AIq 1 BuljuO//SANY Wo14 pepeolumod 'S ‘€202 'TOL6.9YT

(suoIpUOD-pUE-SWwBYwWADAe W e o)
(suonipuoo-pi WS/’ e e @Ppu oy S

MR

of

1017 2O /B

0} K.

S3oe YO ‘8sn Josa|n. Jo.

LAl

5UB9 17 SUOLLLLOD) BAIER1D) 9(qed ! dde ay:


https://orcid.org/0000-0003-0588-1700

1332 BLEANEY anp TIAN

Winters, L. A., & Masters, A. (2013). Openness and growth: Still an open question? Journal of International Devel
ment, 25, 1061-1070.

How to cite this article: Bleaney, M., & Tian, M. (2023). The trade-GDP ratio as a measure
of openness. The World Economy, 46, 1319-1332. https://doi.org/10.1111/twec.13355

APPENDIX A

TABLE A1 Country list
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Advanced
!
Australia, Austria, Belgium, Canada, Cyprus, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy,-z
Japan, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, United Kingdom, United ég
States H
Americas g’
Argentina, Bolivia, Brazil, Chile, Colombia, Dominican Republic, Ecuador, El Salvador, Guatemala, Mexico, 2
a @
Paraguay, Peru, Suriname, Uruguay, Venezuela §
Sub-Saharan Africa ?

Benin, Burkina Faso, Burundi, Cameroon, Central African Republic, Céte d'lvoire, Democratic Republic of Congo @
Ethiopia, Gabon, Ghana, Guinea, Guinea-Bissau, Kenya, Madagascar, Mali, Namibia, Niger, Nigeria, Senegal 3
South Africa, Sudan, Tanzania, Togo, Uganda, Zambia

Asia + Mediterranean

Algeria, Bangladesh, Bhutan, Brunei, Egypt, India, Indonesia, Israel, Malaysia, Morocco, Nepal, Pakistan,
Philippines, Saudi Arabia, South Korea, Sri Lanka, Thailand, Tunisia, Turkey
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