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## POSE DETERMINATION

In modern manufacturing industries, accurate inprocess pose determination for components, such as fixtures, manipulator arms and fabricated parts, is required for autonomous operations to enhance efficiency and safety in production lines [1]. The requirement to measure multiple degree of freedom feature positions makes pose measurement systems complex. As a result, three-dimensional (3D) measurement systems face operational complexity when used for pose determination [2]. The accuracy and reliability of the determined pose can be negatively affected by this complexity because factors that affect accuracy in each degree of freedom influence the pose determination collectively. Therefore, improving the performance of pose determination necessitates enhancement of the quality of all dimensional measurements on which the pose relies. Furthermore, the position estimations of all features used for pose determination should be improved and erroneous features should be minimised. This paper studies techniques for a vision-based pose determination approach and assesses the performance of the approach by comparison with a commercial measurement system-popularly known to provide more accurate measurements using interferometry [3].

Common strategies employed for pose determination include laser tracking and binocular vision [4]. Laser trackers are often more expensive and accurate when compared with vision-based systems. In traditional laser trackers, primary dimensional measurement technologies, such as interferometric or time-offlight strategies, are integrated with angular guidance systems to allow 3D measurement of target coordinates [5]. For pose determination, further complication arises due to the need for a minimum of three 3D coordinate measurements to determine the pose of an object [6]. Visionbased 3D coordinate measurement systems are not fundamentally different from laser trackers, as both systems measure coordinate positions of targets through received light detected from the
targets. However, when measurement of multiple targets is considered for pose determination, vision-based systems have the advantage of twodimensional (2D) array sensing. The 2D sensors in vision systems allow measurement of multiple targets in relatively wide fields of view. Hence, besides the lower cost of vision systems compared to laser trackers, there is the added benefit of measuring multiple targets without further complexity in hardware. Nowadays, even commercial pose-measuring laser trackers include vision sensors to complement 3D measurement [7].

While laser trackers use dedicated retroreflectors as targets, vision systems can use arbitrary features in images as targets. However, to ensure acceptable detection and matching quality, a structured artefact with well-known dimensions is often used. Due to the prevalent algorithms in computer and machine vision literature aimed at unstructured targets, vision systems lack adequate metrological tools to assess the quality of vision-based measurements. Consequently, this paper presents the use of artefacts composed of pre-calibrated sphere features to maintain good visibility and high quality of measurements. As an established element for referencing and calibration of traditional metrological devices and tools [8], sphere can play an important role in improving the quality of vision-based measurements.

This paper proposes extending a binocular vision to a trinocular vision system for pose determination using a sphere-based artefact introduced in [9]. Binocular vision algorithms have been developed for localisation of spherical features with evaluation of the associated uncertainty [9]. Introduction of trinocular constraints can improve measurement accuracy and eliminate disagreements between multiple binocular results. Traditionally, a trinocular vision setup is treated as a set of three binocular vision systems where three measurement results are obtained and fused [10]. Due to the fact that there
is no trinocular relationship that constrains features in the three binocular vision systems, this trinocular system is referred to as multi-view stereo vision throughout this paper. Relationships between image features in binocular vision is characterised by a fundamental matrix while trinocular features are related through a trifocal tensor. Using unstructured features, no significant advantage was demonstrated in replacing the fundamental matrix with the trifocal tensor [11]. However, using structured linear features, it was shown that using the trifocal tensor improves measurement accuracy [10]. In both works, using structured and unstructured features, the measurements from the vision systems were compared against other vision measurement strategies that lack metrological traceability. It is important to evaluate the benefits of trinocular vision using features obtained from a calibrated artefact against a traceable reference measurement. As a result, this paper compares multi-stereo vision and trinocular vision strategies using reference measurements from a calibrated laser interferometer. In addition, the vision strategies were evaluated using a calibrated sphere-based artefact.

This paper begins with discussion of the basic principle of our vision-based system for spherical features. Binocular 3D coordinate measurements are briefly explained and the benefits of trinocular systems are discussed. Next, the process of trinocular characterisation is outlined and the characterisation results are compared with that from a binocular system. Finally, by the measuring coordinates of a sphere-based pose measurement artefact, the performances of the trinocular and binocular vision systems are assessed and compared.

## BINOCULAR TO TRINOCULAR VISION SYSTEM

The 3D coordinates of a point can be determined by triangulation using at least two cameras or one camera and a known light projection. Binocular vision systems have been used to improve positional accuracy, enhance smart product manipulation and carry out quality inspection [1]. The overall performance of vision systems is significantly affected by how well the algorithms can recognise, match and localise features from images. To do this, binocular vision systems apply epipolar constraint to determine the projective compliance of the evaluated image feature pairs. For a binocular system with known internal projective properties, once
correspondence among candidate image feature points is determined, the task of constructing the 3D points is straightforward. Thus, establishing correspondence between image feature points from two pre-calibrated cameras is analogous to finding the 3D points that resulted in the projected image points [12].

When a sphere is observed from camera views $A$ and $B$, as shown in FIGURE 1, the projections of the tangential edges of the sphere are what border the observed blobs in the images. The perceived projections are elliptical and serve as the observations from which the spherical centre $\boldsymbol{S}$ and diameter are determined. Three or more spheres measured on a complex artefact can thus be used to determine the pose of the artefact. In addition, the dispersion of the observed image data can be used to improve pose determination and evaluate the associated uncertainty $[9,13]$.


FIGURE 1. Spherical tangential circles projected as ellipses onto image 1 and 2 from views $A$ and $B$ respectively.

Binocular vision can produce erroneous results because the epipolar constraint for quantifying the degree of image point correspondence can fail. This is because a point in one image can match with any candidate point on the corresponding epipolar line in a second image. Adding a third camera and using image triplets for correspondence is one method to minimise epipolar constraint failure.

Theoretically, a tri-camera relationship based on a trifocal tensor, rather than three fundamental matrices, should provide a more compact trinocular relationship to improve accuracy [14].

However, the impact of trifocal tensor application on measurement accuracy has not been shown practically in many applications because the algorithms necessary for its characterisation and implementation are not readily available [11]. In the next section, the required computational steps to transition from binocular to trinocular sphere-based vision systems are discussed.

## TRINOCULAR VISION CHARACTERISATION

Just as the fundamental matrix represents the projective geometric properties between two views [9], the trifocal tensor encapsulates the internal relationship in a three-view system [14]. The trifocal tensor does not depend on scene structure, thus providing the explicit relationship between observed image points in three views without any scene information. In addition to twoview correspondences that are practically only known to a degree of certainty, having a third view enforces a stricter constraint, thereby ensuring more reliable image feature triplets are obtained. The trinocular constraint is not only beneficial in enhancing image feature correspondences, it is also beneficial in triangulation of the feature point triplets to obtain more accurate 3D points.

The image projections ( $\boldsymbol{x}_{A}, \boldsymbol{x}_{B}$ and $\boldsymbol{x}_{C}$ ) of a 3D point $\boldsymbol{X}$ observed in three camera views can be expressed through the respective mappings $\boldsymbol{P}_{A}$, $\boldsymbol{P}_{B}$ and $\boldsymbol{P}_{C}$ in the expressions

$$
\left.\begin{array}{l}
\boldsymbol{x}_{A}=\boldsymbol{P}_{A} \boldsymbol{X} \\
\boldsymbol{x}_{B}=\boldsymbol{P}_{B} \boldsymbol{X}  \tag{1}\\
\boldsymbol{x}_{C}=\boldsymbol{P}_{C} \boldsymbol{X}
\end{array}\right\} .
$$

Expressed in homogenous coordinates, the projective mappings, commonly referred to as camera matrices, depend on the intrinsic properties and relative poses of the cameras. Before cameras can be used as measurement devices, their intrinsic properties and poses must be characterised.

The trifocal relationship, in tensor notation, for the three corresponding image points $\boldsymbol{x}_{A}, \boldsymbol{x}_{B}$ and $\boldsymbol{x}_{C}$ is given by

$$
\begin{equation*}
x_{A}^{i} x_{B}^{j} x_{C}^{k} \epsilon_{j q s} \epsilon_{k r t}{ }_{i}^{q r}=0_{s t}, \tag{2}
\end{equation*}
$$

where $\epsilon_{i j k}$ represents the Levi-Civita tensor, and the indices $i, j, k, q, r, s$ and $t$ take the values $\{1,2,3\}$ corresponding to values of the terms. The tensor $\mathrm{T}_{i}^{q r}$ is the trifocal tensor and is the
unknown during trifocal vision characterisation. During characterisation of vision systems, an artefact with easily detectable features and known feature dimensions is used to obtain reference 3D points in a 3D world coordinate system. When the features are detected in the images, the unknown terms in Equation (1) are the camera matrices. Given a set of seven or more image-point correspondences [14], the trifocal tensor can be estimated using Equation (2). However, the solution is not guaranteed to be geometrically valid [14]. The tensor needs to be constrained to obtain a geometrically relevant solution. The necessary constraint on $\mathrm{T}_{i}^{q r}$ is imposed by estimating the tensor that is compliant with the camera matrices $\boldsymbol{P}_{A}=$ $\left[I_{3 \times 3} \mid 0_{3 \times 1}\right], \boldsymbol{P}_{B}=\left[a_{i}^{q} \mid e_{B}^{q}\right]$ and $\boldsymbol{P}_{C}=\left[b_{i}^{r} \mid e_{C}^{r}\right] . \boldsymbol{P}_{A}$ is a canonical mapping, where $\boldsymbol{I}_{3 \times 3}$ and $\mathbf{0}_{3 \times 1}$ are the identity matrix and zero vector respectively. The elements $e_{B}^{q}$ and $e_{C}^{r}$ are the epipoles in views $B$ and $C$ respectively, when paired with view $A$. Additional properties of the trifocal tensor can be found in [14]. The trifocal tensor is related to the camera matrices by

$$
\begin{equation*}
\mathrm{T}_{i}^{q r}=a_{i}^{q} e_{C}^{r}-e_{B}^{q} b_{i}^{r} . \tag{3}
\end{equation*}
$$

A $200 \mathrm{~mm} \times 150 \mathrm{~mm}$ checkerboard artefact, manufactured by a lithographic printing process with a tolerance of $20 \mu \mathrm{~m}$, was used for the characterisation in this paper. The three cameras were initially characterised as three binocular pairs using the MATLAB machine vision toolbox. The obtained binocular parameters were then used to obtain initial estimates for the solution of the trifocal tensor satisfying Equations (2) and (3). For the trinocular vision, the number of radial distortion parameters were expanded to six from the three supported by the MATLAB algorithms. A maximum likelihood problem (see Algorithm 16.3 in [14]) was solved for the internal trinocular parameters by first triangulating and reprojecting reconstructed 3D positions of the checkerboard points. The maximum likelihood solution was obtained by the iterative minimisation of the reprojection errors evaluated using Equation (1). FIGURE 2 compares the reprojection errors for the binocular and trinocular models. The reprojection error is significantly reduced when the trinocular model is used. This reduction indicates a more stable and accurate estimation of the internal parameters for the vision system.


FIGURE 2. Mean and standard deviation (std) of reprojection errors from binocular view pairs (stereo ${ }_{A B}$, stereo ${ }_{A C}$, and stereo ${ }_{B C}$ ) and trinocular reprojections in views $A, B$ and $C$ (given as trio $A$, trio $_{B}$ and trioc respectively), evaluated from 88 checkerboard points measured at 27 checkerboard positions.

## MEASUREMENT ASSESSMENT

The characterised trinocular vision system was used for pose determination from 3D coordinate measurements of spherical features [13]. The spherical features were designed to remain rigidly attached to a measurement artefact that is intended to be used for pose determination from 3D coordinate positions of three or more spheres. The position of the measurement artefact, shown in FIGURE 3 was measured using individual spherical tangential circles as shown in FIGURE 1. The 3D coordinate of each spherical feature was measured using the characterised trinocular and multi-stereo vision systems. For each 25 mm incremental displacement position shown, the three images from the cameras were recorded. Simultaneously, a Renishaw XL-80 laser interferometer was used to record the benchmark displacement of the artefact. The manufacturerstated accuracy for displacements measured by the laser interferometer is $0.2 \mu \mathrm{~m}$.


FIGURE 3. 3D coordinate measurement of posemeasuring artefact using images recorded from three camera views ( $A, B$ and $C$ ), as the artefact is incrementally displaced by 25 mm along a linear direction.

The performances of the binocular and trinocular vision systems are assessed by comparing the distances between spheres at successive displacement positions against displacements measured by the interferometer. FIGURE 4a), FIGURE 4b) and FIGURE 4c) give the displacement errors of the three binocular combinations (AB, AC, and BC respectively), while FIGURE 4d) shows the error of the complete trinocular system. The errors shown in the figure indicate the performance of the 3D coordinate measurement of the vision systems.

The three binocular 3D coordinate measurements, as shown in FIGURE 4, have varying deviations. A 3D coordinate measurement obtained by averaging or fusing the three binocular measurements can reduce random noise error [10]. This multi-stereo approach does not account for systematic error in each binocular system and is not as stable as trinocular system that constraints the internal parameters of the three-camera system to obtain a single 3D coordinate measurement. Compared to the characterisation, the 3D coordinate measurement in this section contains additional uncertainties related to sphere-feature detection process. Despite this, there are improvements in the trinocular vision measurement results shown in FIGURE 4d); the root-mean-square error (given in TABLE 1) from all the 3D coordinates of the matched displaced spheres in FIGURE 4 indicates a reduction in the error for the trinocular system. The values in the table represent the disagreement between each vision measurement with the reference interferometric displacements. The slight improvement in the trinocular
measurement shown in TABLE 1 can be expected if sphere detection errors are dominant compared to the characterisation errors.


FIGURE 4. Error in 3D coordinate measurement of binocular combinations of the three camera views are given in a), b) and c). Error in the trinocular 3D coordinate measurements are given in d). Errors of vison systems are evaluated for every 25 mm displacement using laser interferometer measurement as reference. The mean, lower and upper limits indicated represent the respective mean, minimum and maximum errors from all individuals spheres step distances evaluated at each displacement position across five repeated runs.

TABLE 1. Root mean square of error in 3D coordinate measurements using binocular (stereo $A B$, stereo $A C$ and stereo ${ }_{B C}$ ) and trinocular vision trio ${ }_{A B C}$.

|  | stereo $_{A B}$ | stereo $A C$ | stereo $_{B C}$ | trio $_{A B C}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{RMS} / \mu \mathrm{m}$ | 51.2 | 49.9 | 46.1 | 45.1 |

## CONCLUSION

This work aims to investigate the performance of a trinocular sphere-based pose measurement system using components, algorithms and processes that prioritise metrological quality.

Results from our approach are compared with binocular measurements using a reference laser interferometer. It is shown that introducing trinocular constraints to a multi-stereo vision system and increasing radial distortion
parameters can reduce reprojection errors by up to $50 \%$ and improve 3D coordinate measurements.
Future work will extend performance evaluation to individual 3D position components using a laser tracker. An improved sphere detection algorithm will also be applied and tested to further enhance the performance of the trinocular vision system.
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