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Abstract
Ethical and social concerns are a key obstacle to the adoption of artificial intelligence (AI) in the life sciences and beyond. 
The discussion of these issues has intensified in recent years and led to a number of approaches, tools and initiatives. Key 
amongst them is the idea of ex-ante impact assessments that aim to identify issues at the early stages of development. One 
prominent example of such ex-ante impact assessment is the European Union's (EU) Assessment list for Trustworthy AI 
(ALTAI). This article uses the findings of a large-scale application of the ALTAI to a large neuro-informatics project as an 
exemplar to demonstrate the effectiveness and limitations of the ALTAI in practice. The article shows that ex-ante impact 
assessment has the potential to help identify and address ethical and social issues. However, they need to be understood as 
part of a broader socio-technical ecosystem of AI. For ALTAI and related approaches to be useful in bio-medical research, 
they should be interpreted from a systems theory perspective which allows for their integration into the rich set of tools, 
legislation and approaches. The paper argues that ex-ante impact assessments have the best chance of being successful if 
seen applied in conjunction with other approaches in the context of the overall AI ecosystem.
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1 Introduction

The discussion of the ethics of artificial intelligence (AI) 
has moved beyond the conceptual stage and is now at the 
point where practical measures have been developed and are 
being trialled and tested. Many different approaches have 
been proposed, ranging from a plethora of guidelines [66] to 
more specific suggestions, such as labelling [12], standardi-
sation [63] and certification [62], all the way to far-reaching 
regulation and regulation [47]. It stands to reason that these 
different approaches will overlap and maybe even converge 
to a significant degree, for example by legislation making 

use and enforcing of standards, certification being based on 
standards or guidelines being encouraged by regulation.

This large and quickly developing field of activity now 
calls for ways of ascertaining whether proposed measures 
have the desired effect. In general, the discourse concerning 
future governance structures of AI is based on the broad con-
sensus that the benefits of AI need to be balanced against its 
risks. It is by no means certain, however, how this can best 
be achieved. It is difficult to predict the consequences of AI 
use and development for a number of reasons. This includes 
conceptual questions such as what types of technologies con-
stitute AI and therefore should be covered by such measures. 
There are significant epistemological questions concerning 
the measures to be used to identify issues and whether or 
to which degree these can be quantified and compared. The 
temporal horizon of any measure of AI impact is difficult 
to determine, leading to a possible over-emphasis on short-
term consequences and the neglect of potentially much more 
sensitive long-term outcomes.

However, despite the fact that there are likely to be some 
specific challenges related to AI, the problem of predicting 
possible impacts of social or technical developments is not 
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new. Conceptual and epistemological issues have had to be 
addressed to identify environmental, social or other impacts 
arising from other technologies, such as biotechnology or 
nanotechnology. The AI field can therefore build on existing 
experience when considering suitable governance arrange-
ments. One well-established technology and innovation 
governance mechanism goes by the name "impact assess-
ment". There are a number of approaches used to identify a 
broad range of impacts, for example in environmental impact 
assessment [57], social impact assessment [17, 18] or ethics 
impact assessment [32]. The field of technology assessment 
[52, 53] can be described as a framework for developing 
impact assessments independent of particular technologies 
or expected fields of impact. In addition, there are a num-
ber of more specific types of impact assessment with high 
relevance to AI, such as privacy impact assessment [35, 36, 
64], data protection impact assessment [65] or ICT ethics 
impact assessment [109].

There are now more than 40 proposals for impact assess-
ments that are suitable or specifically targeted at AI. Prob-
ably the most prominent one amongst these is the Assess-
ment List for Trustworthy AI (ALTAI) that was proposed by 
the EU's High Level Expert Group on AI [4]. The ALTAI's 
prominence derives from the high-profile manner in which 
it was developed under the auspices of the European Com-
mission, which means it is likely to figure prominently in any 
future AI-related regulation [47]. It has furthermore already 
been incorporated into the ethics self-assessment list of the 
research framework programme Horizon Europe. This paper 
therefore presents an empirical study of the application of 
an AI impact assessment based on ALTAI to a large-scale 
project working on the intersection of neuroscience and 
technology development. This project, the Human Brain 
Project is currently focussed on developing a distributed ICT 
research infrastructure for neuroscience. It hosts a number 
of activities that make use of current AI techniques, but it 
also holds the potential to generate new insights into the 
links between neuroscience and technology that can inspire 
the next generation of AI. The paper thus tries to answer the 
research question: To what extent does the application of 
an assessment of AI trustworthiness (ALTAI) to research 
activities allow for the identification and mitigation of social, 
ethical and technical benefits or problems of AI? The answer 
to this question informs our suggestion to interpret ex-ante 
assessments from the perspective of AI ecosystems and the 
conceptual and practical implications such a shift in perspec-
tive may have.

The answer to our research question is important in sev-
eral respects. It constitutes an important contribution to 
knowledge in the ethics and governance of AI debate which 
continues to be held primarily on conceptual grounds. To 
the best of our knowledge, this is the first study of an appli-
cation of an AI impact assessment outside of the context 

of development of the assessment. It thus provides valu-
able empirical insights into the strengths and weaknesses 
of the approach. These insights are of high interest to the 
scholarly debate surrounding ethical and social aspects of 
AI and they are of similar relevance to the community of 
practitioners. In the light of the rapidly growing use of AI in 
bio-medical research and practice, an understanding of the 
practice of undertaking an impact assessment in this field is 
sorely needed. The development of AI governance regimes 
must be driven by sound conceptual foundations, but these 
need to withstand empirical tests. This paper contributes to 
the body of empirical evidence that is required to support 
and justify such regimes.

The paper is organised as follows: It starts with a brief 
overview of the current debate on ethics and trustworthiness 
of AI which covers the concerns that an impact assessment 
would be expected to address, highlighting the role of the 
concept of 'trustworthiness' in this context. This provides the 
background for the description of the methodology of our 
empirical study. The findings section presents the insights 
gained from the study, and this is used to inform the discus-
sion of strengths and weaknesses of utilising the ALTAI as 
an impact assessment tool for AI systems. The conclusion 
outlines the limitations of our study and points to next steps 
that will be required to ensure the empirical viability of AI 
impact assessments and AI governance approaches more 
broadly.

2  Ethics and trustworthiness of AI

An understanding of the current discussion of ethics and AI 
is helpful to understand the shape and implementation of 
the ALTAI. Before coming to this discussion, it is impor-
tant to delineate this discourse by briefly characterising the 
concept of AI.

2.1  The concept of AI

There are a range of different technologies that can fall under 
the heading of AI in the broadest sense. Here we identify 
just a few of these technologies, as this has implications for 
the range of technologies that would fall within the remit of 
an AI impact assessment (AIIA). The range is furthermore 
important because different types of AI raise different con-
cerns that an impact assessment should cover. However, it 
should be noted that this is not intended as a comprehensive 
overview, so much as an acknowledgement of the diversity 
of systems likely to be subjected to an AIIA.

An important starting point is the observation that there 
is no universally accepted definition of AI. It has been 
described a "term that can mean a lot of things" [100] that 
has been "seized upon by the media, marketing departments 
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and commentators as shorthand, and to add narrative spice" 
[108], p. 286). A typical approximation of AI is that it con-
sists of machines doing the "kind of things that only people 
used to be able to do" [49]. This includes the ability to solve 
problem and achieve goals, notably by understanding and 
learning from data, imitating human cognitive functions, 
such as vision and speech, and emulating human thinking 
and feeling [81]. A key problem with this type of definition 
is that it is subject to changing perceptions concerning what 
constitutes human cognitive functions.

In practice, the current AI discourse has been triggered 
by the rapid progress of a particular approach to AI, namely 
machine learning [98]. The idea of machine learning is not 
new, but the approach has proven immensely successful in 
recent years which was facilitated by the availability of large 
data sets, the supply of experts having the right skills and the 
provision of powerful computing capacity [19, 55]. Whilst 
machine learning in its current iterations (e.g. deep learning, 
supervised, unsupervised or reinforcement learning) takes 
centre stage, it should be clear that it is an example of what 
is commonly called narrow AI that is trained to perform 
specific tasks and cannot apply its models beyond its train-
ing environment [89]. Machine learning is the most promi-
nent but not the only type of narrow AI which also includes 
approaches such as expert systems. In addition to narrow AI, 
there is the concept of general AI or artificial general intelli-
gence (AGI), sometimes also called strong AI, which stands 
for technologies that have truly human cognitive capabilities 
[90]. Whilst AGI currently does not exist, it has long been 
discussed as a technical vision, but also as a potential ethical 
and social concern, as it might lead to AI with unpredictable 
capabilities, sometimes called superintelligence [24].

2.2  Ethical concerns

There is a large and fast growing body of literature on the 
ethics of AI [37, 42, 68, 94] that this paper cannot repli-
cate. For the purpose of understanding the role of AI impact 
assessments, it is sufficient to highlight some of the key ethi-
cal and social issues that AI raises. The Assessment List 
for Trustworthy AI (ALTAI) (AI [4] identifies requirements 
as follows that are linked to these key ethical and social 
issues: human agency and oversight, technical robustness 
and safety; privacy and data governance; transparency; 
diversity, non-discrimination and fairness; societal and 
environmental wellbeing; and accountability. A brief (and 
non-comprehensive outline of some of the issues linked to 
these requirements is provided below to contextualise the 
landscape within which the ALTAI has been developed and, 
in the case of the HBP survey, deployed.

A number of the most prominent concerns about AI are 
caused by some of the technical features of machine learn-
ing (currently a key approach used in the field of AI). These 

include the requirements for large amounts of data for train-
ing and validating models and the opaque nature of the 
models themselves that are not easily assessed and verified. 
As a consequence there are worries about the reliability of 
machine learning systems which may have implications for 
safety [42] and raise concerns about security [15, 22, 29]. 
Machine learning system as IT systems are subject to estab-
lished cybersecurity threats, but their unique features may 
also leave them open to novel threats [105].

Where such systems make use of personal data, this raises 
questions about privacy and data protection [44, 67, 102]. 
Privacy is a value and a human right which is also required 
to prevent other problematic uses of AI, notably for the pur-
poses of surveillance.

The opaque nature of machine learning has given rise 
to the discussion of its impact on fairness [40]. It is now 
well-established that machine learning systems can include 
bias, for example by replicating biases in training data [2, 
31] which can then lead to discrimination [72], for example 
on the basis gender or race. The opaque nature of machine 
learning makes it difficult to assess the scope of biases and 
resulting discrimination and it also serves as an obstacle to 
establishing accountability for discrimination.

In addition to the effects that AI can have on individuals, 
their rights and their chances to live a life according to their 
own design, there are numerous possible consequences of 
AI use that are related to broader social consequences. Many 
of these are related to economic questions. AI is widely 
believed to have beneficial economic results, create efficien-
cies, promote growth, and create wealth (AI [3]. However, 
such benefits will be achieved by engendering changes which 
may be problematic. Key amongst these is the worry about 
the justice of the distribution of economic benefits which, if 
unchecked, is likely to see the large tech companies reap the 
benefits whilst leaving smaller companies, individuals and 
developing countries as collateral damage [79]. Zuboff has 
coined the term "surveillance capitalism" to highlight this 
concern [112]. AI is recognised as a key component of the 
"datafication" of the economy [106] which fundamentally 
changes economic structures. This may lead to unemploy-
ment [22, 98], a hypothesis that is contested [108], but it 
will likely lead to changes in work [82] which can facilitate 
increased worker surveillance and control.

The broader consequences of AI use are not confined to 
the economy but can be found in other aspects of social 
life. The concentration of economic gains can exacerbate 
the concentration of political power [80]. The Cambridge 
Analytica/Facebook scandal has shown that AI can be used 
to influence the outcome of democratic elections, which is 
another pathway for AI to damage democratic structures 
[110]. AI technologies can facilitate automated surveillance, 
thereby posing a threat to freedom of expression and hav-
ing a "chilling effect" on free speech [1]. AI has potentially 
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significant (positive as well as negative) environmental con-
sequences [81]. It is likely to shape the future of warfare and 
military structures with potentially deep ethical implications 
[29, 54, 83]. Overall, AI can empower humans, but it can 
also structure their spaces of actions in clandestine ways, 
thus reducing their perceived options, reducing human con-
trol and freedom [38, 102].

These are examples of frequently voiced concerns about 
current AI, mostly related to recent progress in machine 
learning. This broad range of concerns is extended even fur-
ther if a broader concept of AI is used and AGI is considered 
as well. Whether ethical concerns linked to technologies 
that currently do not exist—and that may never come into 
being—is highly contentious. However, AGI is arguably a 
key target of AI research [59, 77], it is widely covered in sci-
ence fiction and the media. The development of AGI raises 
a number of additional concerns such as the possibility of 
superintelligence which may not only be superior to human 
intelligence but may be indifferent or hostile to humans. The 
rise of AGI might change our view of human nature, pro-
moting human enhancement, post- and transhumanism [37, 
103]. It raises the spectre of machine consciousness [41] 
and resulting questions of machines as holder of rights and 
subject of responsibilities [20, 46, 91].

One important conclusion to be drawn from this overview 
of the AI ethics debate is that it does not lend itself to clear-
cut and straightforward interventions that allow dealing with 
ethical and social issues in a straightforward manner. Else-
where it has been proposed that it might be more fruitful to 
regard AI ethics using a systems theory perspective [94]. 
More specifically, one can interpret AI as an interlocking set 
of ecosystems whose ethical and social issues arise from the 
interaction of AI technology with humans and other com-
ponents of the ecosystem [93]. We will return to these ideas 
during the discussion of our findings and use them to sup-
port our recommendations.

Having provided a brief and non-comprehensive over-
view of some of the key ethical concerns related to AI, a 
final step before discussing impact assessments is to look 
at the role of the term "trustworthiness" in the debate of 
ethics and AI.

2.3  Trustworthiness of AI

Trustworthiness is a central term in the debate on ethics and 
AI. It forms part of the title of the ALTAI system that we 
based our empirical investigation on. It is therefore impor-
tant to understand the relationship of trustworthiness and 
ethics in the AI discourse in some more detail.

Trust can be defined as the "willingness of a party to 
be vulnerable to the actions of another party based on the 
expectation that the other will perform a particular action 
important to the trustor, irrespective of the ability to monitor 

or control that other party" ([73], p. 712). This highlights the 
social nature of trust which involves at least two actors and 
the psychological aspect of this relationship that requires 
one, sometimes called the trustor, to accept vulnerability by 
the other, sometimes called the trustee [69, 70]. Trust can be 
viewed in terms of its social function of facilitating collabo-
ration in social systems [71]. However, to fulfil this social 
function, it has to rely on the perceptions of trustor and trus-
tee which are closely related to their ethical positions.

This link between ethics and collaboration may explain 
why the concept of trust has been taken up in business 
ethics. Trust is described as a condition of successful col-
laboration that arises from a minimal threshold of ethical 
behaviour such as promise keeping that is required in busi-
ness interactions [43]. This means that establishing trust is 
a condition of competitive success [25].

These insights from the general field of business have 
been taken up by the tech industry. In traditional business 
interaction, trust could normally develop between interact-
ing parties through face-to-face interactions and familiarity. 
Where interactions are technologically mediated this source 
of trust disappears and other forms of trust are required for 
interaction to be successful [27]. This insight has inspired 
much research on the meaning of trust and possible ways of 
promoting it in intermediated relationships, such as elec-
tronic commerce or work in virtual organisations [16, 21, 
58, 99, 107].

The nature of trust as a component of social interaction 
that depends at least on the two parties of trustor and trustee 
means that it is impossible to simply impose trust [51]. This 
explains the shift of terminology from trust to trustworthi-
ness. By being trustworthy an organisation can highlight 
that it fulfils the criteria required to be trusted. The same, by 
implication, could work for technology. Spiegelhalter [92], 
for example, suggests that trustworthiness for AI systems 
requires transparency and explainability and proposes cri-
teria to determine whether these requirements are fulfilled.

This short introduction to trustworthiness will suffice to 
explain the prominence of the term in current AI debates. 
Speaking of "trustworthy AI" raises fewer objections than 
speaking of "ethical AI" as the latter concept would have 
to contend with questions whether AI has agency and can 
be ethical in itself. However, at the same time, the use of 
trustworthy AI suggests that ethical issues are considered 
and taken care of. An AI system can only be trustworthy if 
it does not cause ethical problems when used, which implies 
that it does not discriminate unfairly, violate data protec-
tion, create unfair distribution of resources etc. The term 
"trustworthy AI" thus includes ethical consideration but goes 
beyond these, for example by including technical reliability.

This use of the term is not without problems [85]. It 
is based on an impoverished concept of trust, suggests an 
instrumental use of ethics and abridges broader discourses 
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about the purpose and desirability of technology. We will 
return to some of these issues below. For the moment, how-
ever, it is sufficient to realise that the use of the term "trust-
worthy AI" covers ethical questions which are core to the AI 
HLEG's ALTAI list which was used in the empirical work 
informing this paper. This ALTAI list is probably the most 
prominent attempt to formalise the assessment of a broad 
range of social, ethical and technical issues in an impact 
assessment process. Such impact assessments are a promi-
nent mechanism for assessing and addressing such issues, 
but so far there are few empirical data on whether and to 
what degree they are successful in achieving this aim. This 
paper therefore offers an account of an initial application of 
the ALTAI approach outside of the tests that it was subject 
to during its development process. The methodology used 
for this application is described in the next section.

3  Methodology

The paper describes the insights arising from the application 
of an AI impact assessment closely based on the ALTAI 
checklist in a large neuro-informatics project. The method-
ology section therefore provides some more detail of the 
ALTAI process before giving an overview of the project it 
was applied to and the details of the data collection process.

3.1  The ALTAI process

The ALTAI self-assessment list [4] forms one of the key out-
puts of the European Commission's approach to addressing 
the ethics of AI. This approach relied on the formation of 
a high-level expert group consisting of 52 experts covering 
various social, ethical and technical aspects of AI. The group 
was first convened in 2018 [26]. It developed this definition 
of AI:

“Artificial intelligence (AI) refers to systems designed 
by humans that, given a complex goal, act in the physi-
cal or digital world by perceiving their environment, 
interpreting the collected structured or unstructured 
data, reasoning on the knowledge derived from this 
data and deciding the best action(s) to take (according 
to pre-defined parameters) to achieve the given goal. 
AI systems can also be designed to learn to adapt 
their behaviour by analysing how the environment is 
affected by their previous actions.
As a scientific discipline, AI includes several 
approaches and techniques, such as machine learning 
(of which deep learning and reinforcement learning are 
specific examples), machine reasoning (which includes 
planning, scheduling, knowledge representation and 

reasoning, search, and optimization), and robotics 
(which includes control, perception, sensors and actua-
tors, as well as the integration of all other techniques 
into cyber-physical systems)” ([8], p. 7).

The development of this definition was followed by its 
first major output, the ethics guidelines for trustworthy AI 
[6]. These guidelines established that trustworthy AI needs 
to be lawful, ethical and robust. In practice, the AI HLEG 
focussed on ethical AI, assuming that lawfulness would be 
dealt with by legal experts, whereas robustness is a technical 
capability that is subject to technical or scientific assess-
ment. The guidelines determined four ethical principles 
(respect for human autonomy, prevention of harm, fairness, 
explicability) which were translated into 7 key requirements 
(human agency and oversight, technical robustness and 
safety, privacy and data governance, transparency, diversity, 
non-discrimination and fairness, societal and environmen-
tal wellbeing, and accountability. Based on the principles 
described in the guidelines, the AI HLEG developed policy 
and investment recommendations [7], sectorial considera-
tions [5] and the ALTAI assessment list.

The work of the AI HLEG has not been without criticism 
[75, 104] but it has without doubt been highly influential. 
It represents the most visible effort of any major state or 
region to come to an inclusive consensus of how societies 
can deal with the opportunities and challenges of AI. It pro-
vides key input into planned regulation of AI, notably the 
EU AI Act [47] in which it is referenced, it has developed 
‘cornerstone’ principles for trustworthy AI in the EU [97], 
and, furthermore, all EU projects must undertake an ethics 
review component on the basis of the work of the HLEG, 
constituting impact across a large research landscape.

The ALTAI assessment list plays a key role in the trans-
lation of the ideas produced by the AI HLEG into practice. 
It aims to provide assistance to AI developers to determine 
whether and to what degree the 7 requirements for trustwor-
thy AI are realised. For this purpose, the 7 requirements are 
broken down into sub-sections (e.g. transparency is broken 
down into traceability, explainability and communication), 
each of which is assessed using a number of questions.

Whilst the ALTAI list is not the only example of an AI 
self-assessment or impact assessment [9, 61, 111] its vis-
ibility benefits from the central role it plays in EU AI policy. 
In addition, it has gained further force by virtue of the fact 
that it was incorporated into the ethics self-assessment of 
the Horizon Europe Research Framework Programme [48]. 
This document expresses the expectations of the European 
Commission when funding research and reflects the prin-
ciples and categories of ethics review and assessment. In 
practice, all EU project proposals are evaluated against these 
criteria. AI has been integrated as an ethical issue in the 
ethics self-assessment. Applicants whose work includes the 
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use or development of AI are "strongly encouraged" to "use 
the Assessment List for Trustworthy Artificial Intelligence 
(ALTAI) to develop procedures to detect, assess the level 
and address potential risks" ([48], p. 39). This use of the 
ALTAI list is the initial reason why we engaged with it, 
as we were asked to comment on the way ethics of AI is 
dealt with during an ethics review of the project we work for 
which we describe in the next section.

3.2  Ethics of AI in the human brain project

The Human Brain Project (HBP) is research project funded 
under “Future and Emerging Technologies Flagship” 
funding scheme that formed part of the European Com-
mission’s Horizon 2020 research framework programme. 
As a Flagship project, the HBP has a duration of 10 years 
(2013–2023), an EU budget of more than €400 m, com-
prises more than 100 partners with more than 500 individu-
als working on it. It brings together research from neurosci-
ence and ICT/computer science with the aim of developing 
a distributed ICT research infrastructure for neuroscience 
[13]. Due to the fact that it includes many research and tech-
nology development activities across many disciplines, it 
has always been clear that the project raises significant ethi-
cal and social challenges [33, 84]. To ensure that these are 
addressed appropriately, the project from the outset included 
a programme of work on ethical and social issues [11], much 
of it famed in terms of responsible research and innovation 
[87, 88].

AI, with its fundamental link to the concept of intelli-
gence (and the associated issues of value-leadenness and 
political ideology) [30], can be considered to fall within the 
remit of a number of associated disciplines, including (but 
not limited to) neuroscience, biology, and psychology [8]. 
It therefore stands to reason that a project like the HBP that 
brings together cutting-edge research in neuroscience and 
computer science would make use of current AI and at least 
have the potential to contribute to the next generation of AI 
technology, including at the level of fundamental or founda-
tional research related to AI. It therefore did not come as a 
surprise that during an ethics review of the project in Janu-
ary 2021 the project was asked to assess the ethical aspects 
of its use and development of AI. However, the project itself 
is funded under the Horizon 2020 Research Framework Pro-
gramme (the predecessor of Horizon Europe) which means 
that the ethics regime that governs the HBP had not previ-
ously covered AI. In addition, the new ethics guidance on AI 
only came into force in July 2021, so that at the time of the 
ethics review the way in which the ethics of AI is addressed 
in European projects was not yet fully known.

The result of the ethics review was a new requirement for 
the HBP to explain how AI used or developed in the project 
meets the criteria for trustworthiness. The report explaining 

this was to cover measures set in place to avoid potential 
bias, discrimination and stigmatisation; measures to ensure 
safety and prevention of harms (to humans, animals, envi-
ronment); an explanation of how the respect of fundamental 
human rights and freedoms (e.g. human autonomy, privacy 
and data protection) will be ensured; measures to ensure 
fairness and explicability (paying particular attention to 
situations involving more vulnerable groups). In particular, 
the project was asked to explain how humans will main-
tain meaningful control over the most important aspects 
of decision-making process. This review of AI ethics was 
required to include an evaluation of the ethics risks related 
to the development/deployment of the AI systems/techniques 
and explain how the potential negative social impacts would 
be mitigated. Guidance on how to provide this information 
included references to the AI HLEG work, in particular the 
ALTAI guidelines. The responsibility for the creation of this 
report that was to be submitted as a deliverable to the Euro-
pean Commission was allocated to the authors of this paper 
due to their work as part of the Ethics and Society group 
of the HBP and ongoing work with researchers working on 
topics closely aligned to AI.

3.3  Survey design and delivery

A key challenge with applying an instrument such as the 
ALTAI self-assessment to the HBP is the size and complex-
ity of the project. The HBP is divided into nine work pack-
ages comprising 114 tasks. It has a complex governance 
structure that is not conducive to central interventions. In 
particular with regard to AI, the Ethics and Society group 
had previously worked with scientists and technologists in 
the project to develop an Opinion on AI [10]. During this 
work, it became apparent that there was little consensus on 
which aspects of the HBP work should fall under the heading 
of AI and where in the project this work was done.

To overcome this fractured nature of AI work in the 
HBP, it was decided that a comprehensive overview was 
only to be achieved, if insights could be collected from 
all parts of the project. The suitable data collection tool 
was therefore deemed to be an online survey that would 
need to cover all parts of the project. Given the scope 
and breadth of AI relevant work undertaken in the HBP, 
it was deemed most appropriate to seek responses about 
each AI system being used/developed in the HBP from 
the researchers, scientists and technologists working on or 
with that system, as, regardless of discipline, these were 
the people most likely to be able to provide a comprehen-
sive assessment of potential ethical issues in relation to the 
system. Recognising that the voluntary participation of the 
project's scientists and technologists was going to be of 
paramount importance for collecting the required informa-
tion, the design of the online survey was undertaken in a 
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collaborative manner. In practice, this meant that a number 
of researchers were consulted prior to the creation of the 
survey to assess possible issues and problems. An online, 
mixed methods survey was developed based on the ALTAI 
questions and implemented in the MS Office 365 Forms 
tool, and comprised a series of close-ended questions used 
as a screening tool to allow targeted questioning on ethical 
issues and concomitant mitigation factors that required 
an extended, text-based answer from only participants for 
whom the question was relevant. This survey was then 
shared with the AI experts consulted initially as well as the 
HBP's Ethics Advisory Board and members of the Ethics 
and Society team. After several iterations the survey was 
finalised. As a result of this process the online survey we 
used diverges somewhat from the ALTAI. It includes some 
questions and topics that ALTAI does not cover, for exam-
ple the use of subliminal techniques, which were high-
lighted as a key concern of the EU AI Act [47] that rose to 
prominence after ALTAI was published. The full wording 
of the survey instrument is available in Appendix 1.

The distribution of the survey was endorsed by the HBP's 
Directorate, the main administrative and management gov-
ernance body where it was determined that it would be 
distributed to all tasks of the project via the existing work 
package structure, relying on the work package managers to 
distribute the survey and encourage researchers to fill it in. 
The aim was to ensure that all tasks would have sight of the 
survey to ensure that tasks for which it was relevant would 
fill it in.

The survey was initially sent out to the WP managers on 
15.10.2021. From 26.10.2021, missing tasks were chased, 
typically with the help of the relevant WP managers. The 
survey closed on 12.11.2021. The qualitative survey data 
were analysed in relation to the specifics of the requirement 
only, and the resulting deliverable was submitted to the EC 
on 31.12.2021. The data collection was originally under-
taken as part of the contractual obligations of the HBP and 
was considered a reporting tool rather than research. How-
ever, the data collected were deemed to be of sufficient inter-
est to warrant publication. We therefore applied for ethics 
permission from De Montfort University to collect consent 
from respondents for the use of the data as research data. 
This permission was granted on 21.03.2022. All respond-
ents were then asked to consent to this use of the data. Only 
data for which relevant consent exists were included in the 
analysis presented in this paper.

The survey was responded to by 128 researchers from 
across the Human Brain Project. A further respondent 
answered by email, taking the total respondents to 129. 
Responses were received for 97 Tasks within the HBP, 
across all 9 Work Packages. There were 17 Tasks with no 
response. Two Tasks which had not begun at the time of 
survey distribution were disregarded for the purposes of the 

survey. This paper presents the analysis of 115 of these sur-
vey responses.

4  Findings

The findings of the survey presented here focus on insights 
that are of relevance to answering our research question, 
i.e. that give an answer to the question of the extent to 
which the application of ALTAI to research activities 
allows for the identification and mitigation of social, ethi-
cal, and technical benefits or problems of AI. We are thus 
not so much interested in the factual answers that HBP 
researchers give concerning their work, which is a spe-
cific project-related issue that is subject to ongoing ethics 
review. We are more interested in what the answers reveal 
about the nature, applicability, and usability of the self-
assessment approach to trustworthy AI which is likely to 
be of interest to a broader set of stakeholders in the AI 
ethics community. The context of AI use in neuroscience 
should render the findings to be particularly pertinent to 
stakeholders in the bio-medical field.

4.1  Significant use of AI in the human brain project

The HBP is not an AI project per se. The first step in 
assessing the trustworthiness of AI was thus to ensure that 
a shared understanding of the terminology existed. There-
fore, respondents were given the following definition of 
Artificial Intelligence:

“Artificial intelligence (AI) systems are software 
(and possibly also hardware) systems designed by 
humans that, given a complex goal, act in the physi-
cal or digital dimension by perceiving their envi-
ronment through data acquisition, interpreting the 
collected structured or unstructured data, reasoning 
on the knowledge, or processing the information, 
derived from this data and deciding the best action(s) 
to take to achieve the given goal. AI systems can 
either use symbolic rules or learn a numeric model, 
and they can also adapt their behaviour by analysing 
how the environment is affected by their previous 
actions” ([6], p. 24).

Respondents were asked whether, based on this defini-
tion, they developed or used AI within the HBP. Of the 
115 responses, 75 stated that they do not work with AI. 40 
respondents stated that they do work with AI. Respondents 
were asked to provide an overview of their work within the 
HBP. Figure 1 provides some insights into the responses 
to this question. Frequently cited areas of work included:
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• Machine learning
• Robotics software
• Neuromorphic computing platforms
• Neural networks

Respondents that stated they do not work with AI were 
screened out of the questionnaire at this stage.

Respondents were then asked about the significant use 
or development of AI. This form of words is based on the 
ethics requirement that triggered our investigation. By ask-
ing only about "significant" use or development, the ethics 
review request reflected the EU's risk-based approach to AI 
which is meant to reduce bureaucracy and ensure that eth-
ics considerations do not needlessly hamper innovation. We 
followed the Hleg [4, 5] by defining a significant system as 
one that is designed to interact with humans in a way that 
may affect humans individually or society as a whole. 14 
respondents indicated that they used or developed a signifi-
cant AI system. The 26 respondents who indicated that they 

did not use or develop a significant AI system were screened 
out of the survey at this stage.

The 14 remaining respondents were asked to identify 
the type of AI system they used or developed. A combi-
nation of self-learning/autonomous, human-in-the-loop, 
human-on-the-loop and human-in-command systems were 
reported—2/6/3/3 responses respectively (see Fig. 2).

4.2  Key concerns and issues

Having established the significance and type of AI use in 
our sample, the following questions referred to frequently 
discussed ethical, social or legal concerns that could or did 
arise in the context of our respondents' work with AI. Given 
the mixed methods employed in this survey, for questions 
where an extended, open-ended text-based answer was 
required, we have adopted the standard qualitative research 
practice of providing illustrative examples of the responses 
to the questions in this section [14, 56, 74, 76]. This is par-
ticularly helpful in demonstrating the different approaches 

Fig. 1  Word cloud of key terms 
in responses about work under-
taken in the HBP

Fig. 2  Types of AI systems used or developed in the HBP: a self-
learning or autonomous system; a system overseen by a Human-in-
the-loop, which refers to the capability for human intervention in 
every decision cycle of the system; a system overseen by a Human-
on-the-loop, which refers to the capability for human intervention 
during the design cycle of the system and monitoring the system’s 

operation; or a system overseen by a Human-in-Command, which 
refers to the capability for a human to oversee the overall activity of 
the AI system (including its broader economic, societal, legal and 
ethical impact) and the ability to decide when and how to use the AI 
system in any particular situation
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to, and responses elicited by, the ALTAI-based survey ques-
tions, allowing for a greater understanding of the ways in 
which the ALTAI tool is, or could be, (or, conversely, is 
not, or could not be) applicable in the HBP context. These 
responses are formatted in italics and indented paragraphs 
for easy identification.

First, the respondents were asked if the AI system could 
affect human agency or autonomy. They were provided with 
the following explanation of Human Agency and Oversight:

the effect AI systems can have on human behaviour 
in the broadest sense. It deals with the effect of AI 
systems that are aimed at guiding, influencing or sup-
porting humans in decision-making processes, for 
example, algorithmic decision support systems, risk 
analysis/prediction systems (recommender systems, 
predictive policing, financial risk analysis, etc.). It also 
deals with the effect on human perception and expec-
tation when confronted with AI systems that 'act' like 
humans. Finally, it deals with the effect of AI systems 
on human affection, trust and (in)dependence [6].

Four respondents indicated that the AI system could 
affect human agency or autonomy, ten that it could not. The 
respondents who indicated that the AI system could affect 
human agency or autonomy were asked to explain measures 
put in place to ensure that human agency and autonomy, and 
human oversight, had been ensured. Responses included:

‘This very much specific to the particular applica-
tion—as a platform provider we support users, and so 
far very few users are in the relevant territory, though 
the potential is there.’
‘A service level agreement is agreed when obtaining 
an EBRAINS account, and this is currently the only 
way for researchers outside [location] to access the 
[AI system].’
‘The clinicians will overview the results and make the 
final decision on how to use/interpret them.’

Each of these responses adopts a slightly different 
approach to mitigating risks to human agency or autonomy, 
which can be characterised as follows: first, that the sys-
tem or platform is too far away/not application-specific 
enough for these issues to be usefully considered; and sec-
ondly, a user-centric approach which relies on the user to 
make an informed choice on using the system in the light 
of the potential for these issues, as explained in either the 
user agreement or on a decision-by-decision basis. In both 
cases, the active role in mitigating these issues appears to be 
deferred by the respondents.

The respondents were the asked if the AI system could 
have adversarial, critical or damaging effects (e.g. to 
human or societal safety) in case of risks or threats, such as 
design or technical faults, defects, outages, attacks, misuse, 

inappropriate or malicious use. Eight respondents indicated 
that the AI system could have these effects, six respondents 
indicated that it could not. Respondents who indicated that 
there was the possibility of adversarial, critical, or damaging 
effects to human or societal safety were asked to outline the 
measures put in place to ensure human or societal safety. 
Responses include:

‘Outputs of AI-based MIP analyses are controlled [sic] 
in various ways. The findings are weighted against 
other non-AI-based analyses, and eventually peer-
reviewed and available for reproducibility. Risks and 
threats are in fact not different than those related to any 
type of inaccurate data analysis in medical research 
regardless of the use of AI.’
‘In the case of brain modelling software applied in a 
clinical setting, the diagnosis provided by the AI sys-
tem is provided a simply another piece of information 
by the expert clinical team, which they can consider 
or not, when choosing the appropriate intervention for 
a patient.’

It is notable that responses to this question highlighted a 
consideration of ethical issues associated with human and 
societal safety that simultaneously acknowledges the risks 
posed by these systems, and reduces it as being no more of 
a risk than any other system, being not different ‘in fact’ or 
‘simply another piece of information’, suggesting that the 
risks posed by AI to human and societal safety are consid-
ered, to an extent, as not AI specific enough to considered 
separately to other systems posing similar risks.

Respondents were asked if a low level of accuracy in the 
AI system could result in negative consequences, where 
accuracy is the predictive capability of the model and the 
ability to generalise well for unseen data. Eight respondents 
indicated that the AI system could have negative conse-
quences given a low level of accuracy; six respondents indi-
cated that there could not be negative consequences. Where 
respondents indicated that a low level of accuracy might 
have critical, adversarial, or damaging consequences, they 
were asked to outline the measures put in place to ensure a 
high level of accuracy. Responses included:

‘The model results are vetted by the modelling team in 
comparison to known good results.’
‘We regularly test changes to our code base to ensure 
accuracy.’

These responses demonstrate a reliance on rigorous test-
ing to mitigate for low accuracy in an AI system, although 
a consideration of what an appropriate level of accuracy is 
not included here.

Respondents were asked if low reliability or reproducibil-
ity in the AI system could result in negative consequences. 7 
respondents indicated that the AI system could have negative 



 AI and Ethics

1 3

consequences given a low level of accuracy; the remaining 7 
respondents indicated that there could not be negative conse-
quences. Where respondents indicated that low reliability or 
reproducibility might have critical, adversarial, or damaging 
consequences, they were asked to outline the measures put 
in place to mitigate risks to human safety in the event of low 
reliability. Responses included:

‘The risk would be out of bounds movement of the 
eventually involved robot arm. Safeguards will be put 
in place that will allow shut-down to prevent injury.’

This response demonstrates that, in the case of this par-
ticular system, although it is not at application stage yet, 
a consideration of future use cases has been made, and 
assumptions about mitigation processes outlined.

Respondents were asked about the possibility of mali-
cious, inappropriate use or misuse of the AI system. Six 
respondents indicated that there was a possibility of this kind 
of use of the AI system; they were asked to outline the meas-
ures put in place to mitigate these risks. Responses included:

‘Literally anything can be used for malicious purposes. 
Our work aims specifically at beneficial applications, 
but it is public-domain (as science should be), so it is 
impossible to exclude misuse.’
‘As outlined in the previous answer, usage of the larg-
est machines is limited to (a) those at the [location], 
or (b) those who have signed agreements / EBRAINS 
accounts.’

A number of different approaches to mitigating misuse 
came up in these responses. The first category considered the 
difficulties of predicting misuse—responses either argued 
that anything can be misused which makes prediction vir-
tually impossible, or that the research being undertaken is 
too fundamental in nature to know what applications might 
emerge and therefore what scope for misuse might be pos-
sible. One mitigation strategy discussed was to limit who 
can access or use a system—however, this does not, in and 
of itself, prevent misuse so much as make accountability and 
traceability of misuse cases easier.

Respondents were asked whether the AI system could 
impact on a person’s right to: privacy; physical, mental, or 
moral integrity; or data protection. Two respondents indi-
cated that there was a possibility of this kind of impact; 
twelve respondents denied this; one respondent answered 
that the risks and mitigating measures are ‘very much appli-
cation specific’. The other respondent stated that their work 
is focussed on producing beneficial applications but that the 
nature of public domain science means that negative impacts 
on these specific rights cannot be excluded. Where personal 
data were used to train AI systems, respondents indicated 
that they complied with data protection principles, notably 
the GDPR [50].

Explainability is a key AI-related concern, and refers to 
‘the ability to explain both the technical processes of the AI 
system and the reasoning behind the decisions or predic-
tions that the AI system makes’ ([6], p.14). Respondents 
were therefore asked whether the AI system was designed 
to make decisions about human end-users. Four respondents 
indicated that the AI system was designed to do this; ten 
respondents indicated that the system was not designed to 
do this. The respondents that indicated that the AI system 
was designed to make decisions about human end-users were 
asked whether the AI system was likely to act as a ‘black 
box’. Respondents were given the following definition of 
‘black box’: ‘AI systems whereby 'An explanation as to why 
a model has generated a particular output or decision (and 
what combination of input factors contributed to that) is 
not always possible' ([6], p. 14). Of the four respondents, 
3 indicated that the AI system was not likely to act as a 
‘black box’, one respondent indicated that the system was 
likely to act in this manner. The respondent who indicated 
the AI system could act as a ‘black box’ was asked to outline 
measures put in place to ensure the explainability of the AI 
system. The respondent answered that the ability to ensure 
explainability of the system would be ‘application-specific’. 
Respondents furthermore pointed out that in none of the 
intended AI applications was there a danger that end-users 
might be misled about whether they interact with an AI.

Explainability is typically seen as important because 
it promises to avoid problems of bias and discrimination. 
We therefore asked respondents whether the AI system was 
being trained on data that may have issues of bias, discrim-
ination, or that may suffer from a lack of diversity. Four 
respondents indicated that the AI system was being trained 
on data that may have these issues; ten respondents indicated 
that the data did not have these issues. The respondents that 
indicated that the AI system was being trained on data that 
may be lacking in diversity, or that may have issues of bias 
or discrimination were asked to outline measures in place 
to ensure that bias, discrimination, or a lack of diversity in 
the data was mitigated. Responses included the following:

‘The biases are related to the geographical regions 
of origin of the datasets. Such biases are not raising 
issues of diversity or discrimination’
‘The systems currently under development target clini-
cal cohorts such as epilepsy, where it is not necessarily 
feasible to achieve fully diverse data sets.’

Responses to this question appeared to reflect ongoing 
debates about bias, diversity and discrimination in AI data-
sets, within the specific context of the HBP as a Euro-centric 
research project, as well as the disproportionate incidence 
rate of certain diseases (including epilepsy) across particular 
population demographics [60].



AI and Ethics 

1 3

Respondents were asked whether the AI system might 
cause discriminatory or biassed outcomes. The three 
respondents indicated that the AI system might have this 
effect were asked to outline measures in place to mitigate 
this risk. Responses included the following:

‘Fundamental problem of AI’
‘As before: in principle, anything is possible. In our 
specific work, it is unlikely for users to be affected by 
the output of the AI in an ethically relevant way.’

These responses tend to focus on the limitations of this 
particular line of questioning in relation to the current 
research being undertaken: one respondent refers simply to 
the question of whether discrimination by an AI system in 
any given situation acts as a feature or a bug as a fundamen-
tal issue in this field, and another argues that a biassed or 
discriminatory outcome is entirely possible (although not, 
per their response, probable or likely), and that the scope of 
the system would inherently limit the impact of any potential 
outcomes in this direction.

Subsequently respondents were asked whether the AI 
system has been designed in an accessible way, for use by 
people with a range of abilities. Seven respondents indicated 
that the AI system had been designed to be accessible. The 
three respondents that indicated that the AI system had not 
been designed to be accessible to people with a range of 
abilities were asked to outline measures in place to ensure 
that the system is not inaccessible or likely to disadvan-
tage specific groups of users through its design. Responses 
included the following:

‘The systems currently under design or in use target as 
end-users, clinicians and provides them with standard 
document formats, such as PDF and HTML, yet the 
report results could be made available in alternative 
forms which would be more accessible.’
‘The system is too far from an end-product to worry 
about these aspects/they can be addressed closer to 
market.’

These responses highlight that this question relies on the 
fundamental assumption that the system is at a completed 
stage of design to give an accurate response—where a sys-
tem has yet to be completed/developed to application stage, 
it is, per se, impossible to say that it has been designed as 
fully accessible, therefore requiring respondents working in 
the pre-completion/pre-application stage to answer ‘no’ to 
this question, and therefore try to provide a justification for 
simply an incomplete system.

Respondents were asked whether the AI system is capable 
of using ‘subliminal techniques’. Respondents were given 
the following definition of ‘subliminal techniques’: ‘Sublim-
inal techniques are practices that have 'a significant potential 
to manipulate persons through subliminal techniques beyond 

their consciousness or exploit vulnerabilities of specific vul-
nerable groups, such as children or persons with disabilities, 
to materially distort their behaviour in a manner that is likely 
to cause them or another person psychological or physical 
harm' ([47], sec. 5.2.2) Two respondents indicated that the 
AI system was capable of deploying subliminal techniques. 
They indicated these techniques would be application-spe-
cific, and that current conceivable applications would not 
affect users in an ‘ethically relevant’ way.

In answering a question about potential negative impacts 
on the environment, three respondents indicated that the AI 
system could have negative impacts on the environment, 
whereas eleven respondents indicated that the AI system 
could not have this impact. The respondents who indicated 
that the AI system could have a negative impact on the 
environment were asked to outline the potential negative 
impacts and describe the measures in place to mitigate these. 
Responses alluded to the fact that environmental impacts are 
likely to be application-specific, and also that these applica-
tions may be more or less beneficial or harmful to the envi-
ronment depending on the direction of development.

A further concern about AI is its potential to impact 
human work and work arrangements. Six respondents 
indicated that the AI system could have this impact. When 
explaining how these issues are mitigated, responses 
included the following:

‘System designed to support human worker in tasks 
that are dull (repetitive). Further, the system may be 
developed to alleviate mechanical load on human 
workers' musculoskeletal system (i.e. heavy payload 
carrying/manipulation). It is developed to improve 
work conditions of human workers, alleviate long-term 
musculoskeletal issues (and the associated socioeco-
nomic burden).’
‘heavy or dull tasks could be simplified’
‘In the future co-working scenarios as we are trying to 
demonstrate may become deployable in manufacturing 
settings. This might affect human work patterns, but 
we would expect in a positive way.’

These answers again focus heavily on potential appli-
cations, and, in this particular case, with a bent towards 
robotic-integrated applications. It is also worth noting that 
this is the only question where responses routinely highlight 
positive outcomes in relation to an ethical issue.

Respondents were asked whether the AI system could 
have a negative impact on society at large or democracy. 
Three respondents indicated that the AI system could have 
such negative impacts; eleven respondents indicated that the 
AI system could not have negative impacts in this area. The 
respondents that indicated that the AI system could have 
negative impacts on democracy and society at large were 
asked to outline the potential negative impacts and describe 
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the measures in place to mitigate these. Responses sug-
gested that such wide-reaching impacts require a greater 
understanding of the applications likely to develop from this 
research than is currently available, but do not suggest that 
such negative impacts are a possibility.

Respondents were then asked whether the development 
process of the AI system, the sourcing of training data, and 
the processes, outcomes, and possible impacts of the AI sys-
tem had been recorded. 13 respondents indicated that these 
records had been made.

The final question asked respondents whether there are 
ethical mechanisms in place to support the overall account-
ability and ethics practices in relation to the development of 
the AI system. Ten respondents indicated that these mecha-
nisms were in place. The four respondents who indicated 
that ethical mechanisms were not in place were asked to 
outline how AI ethics had been integrated into the develop-
ment of the AI system. Responses included the following:

‘GDPR’
‘Again, this is very much application-specific. These 
issues have yet to arise.’
‘not at all. We are training a feed-forward neuronal 
network. No ethical concerns’
‘We believe that the system based on synthetic data 
and at the current TRL is low ethical risk.’

Given the outward facing scope of the survey, it was to be 
expected that some respondents focussed here on external 
elements of integrating ethical mechanisms, rather than con-
sidering existing processes in respect of this within the HBP. 
In addition, it is clear that some respondents felt that many of 
the questions relating to ethical issues in this survey were not 
of particular relevance to the system they use/develop in the 
HBP at this time. As such, and given these factors, responses 
along the lines of ‘no ethical concerns’ are not unexpected. 
This acknowledgement that the respondents’ views are not 
surprising does not imply that they represent the authors’ 
position. The findings section was predominantly descrip-
tive. The final section contains a critical reflection of our 
findings and the resulting recommendations.

5  Discussion and conclusion

This paper presents the findings from a real-life test of the 
ALTAI self-assessment. We engaged with a large number 
of scholars who can be described as working in the field of 
neuroinformatics to determine the extent to which the appli-
cation of an assessment of AI trustworthiness (ALTAI) to 
research activities allow for the identification and mitigation 
of social, ethical and technical benefits or problems of AI. 
Before providing the answer to this research question, it is 
worth highlighting the limitations of our approach.

5.1  Limitations

We did not fully follow the ALTAI guidelines in our work. 
ALTAI states that the starting point for an AI impact assess-
ment should be a fundamental rights impact assessment 
(FRIA), which we did not explicitly undertake. We would 
argue that our long-standing work on ethics and society 
in the HBP has highlighted the issues that a FRIA should, 
but we did not undertake a separate FRIA. Similarly, we 
did not link the HBP Data Protection Impact Assessments 
(DPIA) to the ALTAI. The HBP has done DPIAs but these 
were again not explicitly linked. In terms of delivery of the 
assessment, we chose the method of asking individuals via 
an online survey. ALTAI suggests undertaking the assess-
ment in multidisciplinary teams which was not possible 
using this approach. We slightly altered the ALTAI ques-
tions in discussion with our respondents and other stake-
holders which will hopefully have increased relevance and 
scope of the survey but will make it difficult to compare our 
responses with others using the original ALTAI wording. 
Our target audience furthermore consisted of scholars with 
a range of backgrounds across neuroscience and computer 
science, many of whom would not consider themselves to 
be AI researchers. And, finally, despite the large size of the 
HBP as a project, we identified only 14 individuals who con-
sidered themselves to be undertaking significant AI research. 
This small number, combined with the specific nature of the 
HBP means that we cannot claim any statistically significant 
insights that apply to AI research overall.

We nevertheless believe that the findings presented in 
this paper are important and allow us to draw conclusions 
of broader interest. The inclusion of ALTAI into the Hori-
zon Europe ethics self-assessment guidance [48] means that 
requests for the application of ALTAI are likely to become 
the norm for any Horizon Europe projects involving AI. 
Many of these projects will be similar to the HBP in that 
they will aim at particular application areas from health to 
gaming and use AI as a means to achieve their scientific 
objectives. This means that the composition of ALTAI users 
will be similar to our respondents with various disciplinary 
backgrounds and variable expertise in AI. We furthermore 
believe that the application of ALTAI in such cases where 
it is required to address the ethics requirements of a project 
will be similar to our approach. The nature of ALTAI as a 
list of questions will tempt many projects to take a similar 
approach to the one we undertook, i.e. to ask the individual 
experts involved in AI development to go through these 
questions. This means that our approach can be expected to 
be typical and therefore our insights are likely to be relevant 
more broadly.
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5.2  The value of assessing trustworthiness in AI

The responses we received to our questionnaire demonstrate 
that those scholars who self-identify as doing significant AI 
work show an awareness of some of the broader key areas 
of ethical concern focussed on in the ALTAI, and are aware 
of some strategies for seeking to mitigate such issues within 
their work—in particular, for example, testing processes 
to ensure the accuracy of a system’s outputs were clearly 
described. This is not particularly surprising, given the high 
level of public attention to AI and its ethical consequences 
that is reflected in the media as well as research discourses. 
However, many responses also demonstrated a more lim-
ited grasp of how those ethical issues linked explicitly to 
the AI relevant research currently being undertaken in the 
HBP, and on occasion failed to identify appropriate mitiga-
tion mechanisms—for example, by regarding certain ethical 
concerns as inherently irrelevant to current research based 
on the stage of development, or by identifying the existence 
of biases in datasets used for research whilst simultaneously 
negating any consideration of the potential consequences of 
these biases.

Our research indicates, however, that the ALTAI approach 
as implemented here has fundamental limitations that one 
needs to be aware of. Some of these are of a conceptual 
nature. This starts with the inclusion of AI as an ethical 
issue into the Horizon Europe ethics self-assessment list. 
The inclusion of AI in the ethics self-assessment is under-
standable, given the high level of public debate which led 
to the formation of the HLEG and its ethics guidelines [6] 
and the ALTAI [4]. This inclusion of AI into the ethics self-
assessment list is nevertheless highly contentious and argu-
ably based on a fallacy of category. It should be obvious that 
AI is not an ethical issue but a technology, technique or fam-
ily of techniques. The use or development of AI may raise 
all sorts of ethical issues as confirmed in this document, but 
it does not constitute one in and of itself.

This may appear like a peripheral observation, but it has 
manifest consequences for the way such issues can be dealt 
with. It has long been established that AI is a problematic 
concept and that no comprehensive definition exists [45]. 
Current proposals for definitions such as the one by the 
HLEG [8] that was used here or the one developed in the 
EU AI Act [47] tend to be too broad or too narrow. The 
responses to our survey supported the expectation that this 
could be problematic and showed that researchers were 
unsure whether their work is covered by the various defi-
nitions. This would not matter, if the issue were a conse-
quence of technology use, e.g. bias and discrimination, but 
it does matter when the ethical issue is posited to be AI. By 
focussing on the concept of AI, the ALTAI approach there-
fore creates questions of applicability that are independent 
of the actual ethical and social consequences of the use of 

the technical system in question. This is a limitation that 
applies to the entire ethics of AI discourse which, by adopt-
ing the popular term AI, has to contend with the problem of 
defining it and thereby including or excluding specific tech-
nologies from the remit of ethical reflection. The responses 
we received to our survey demonstrate the validity of this 
concern which puts individual researchers into the difficult 
position of having to decide whether their work requires 
ethical scrutiny.

A further conceptual issue is the use of the term 'trust-
worthiness'. As indicated earlier, in practice this term is used 
to cover various ethical and social concerns. Ethical accept-
ability is arguably a contributing factor that allows building 
trust in technology. However, the focus on trustworthiness 
does not fully represent the range of ethical and social con-
cerns. The reason for the prominence of the term may have 
something to do with the social dynamics of the AI HLEG. 
In practical terms during the application of the ALTAI as 
described in this article, the focus on trustworthiness was 
of limited importance. One could nevertheless argue that 
by focussing on trustworthiness one may lose from sight 
relevant concerns. In addition, trustworthiness may suggest 
a certain level of objectivity which can hide the need for 
ethical discourses.

Another limitation that was highlighted by the survey is 
related to the application of an ex-ante instrument such as 
ALTAI to research activities. The actual uses of a technology 
and their consequences are impossible to accurately predict 
at the research stage. This is an old problem of technology 
ethics and technology assessment [39]. However, the use of 
a tool such as ALTAI can be read as falsely suggesting that 
consequences can be accurately predicted. In the responses 
to our survey, we could see two possible consequences of 
this position. On the one hand, the attempt to predict con-
sequences can lead to over-sensitivity and the attempt to 
consider all possible consequences. These are by definition 
infinite, which renders an ex-ante assessment infeasible. The 
other extreme is a desensitising to consequences, where all 
consequences are ignored due to their uncertainty. In prac-
tice, it is likely to be possible to predict some consequences 
with an accuracy that is sufficiently high to warrant actions 
based on the prediction. It is exceedingly difficult, however, 
to determine what that level of accuracy is and how it can 
be determined. The current version of the ALTAI survey 
provides little guidance on how such judgement calls can 
be made and justified. It is likely that a repository of experi-
ence will build up over time that will allow determining the 
required level of likelihood of possible consequences that 
need to be considered. At this point, there seems to be no 
mechanism, however, to collect experience of the applica-
tion of ALTAI and build up a body of knowledge and good 
practice examples.
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Such a body of knowledge would also be helpful for the 
steps following the ex-ante assessment. The bulk of ALTAI 
and related assessments focusses on the identification of 
possible consequences. They provide much less input into 
the way in which these issues can be addressed. The logic 
behind this approach seems to be that a reflection on various 
possible issues and the discussion of the questions contained 
in the assessment document will lead to the discovery of 
adequate solutions. This is likely to be the case frequently, 
but there is no guarantee that it will always be the case. In 
addition, the way in which the issues are addressed are rarely 
clear-cut and unambiguous. If, for example, a researcher 
is aware of the need for explainability and has included 
measures that are meant to support this feature, the ques-
tion remains open whether the level of explainability is suf-
ficient for the application and for the intended audiences. 
The assessment list itself provides no guidance on how such 
questions can be answered.

A final remark based on the uncertainty of consequences 
is in order concerning the term "significant" in the require-
ment. The European Commission is trying to reduce the 
administrative burden of ethics reviews by focussing only 
on significant ethical concerns. This is mirrored in the focus 
on high-risk AI in the EU AI Act. Whilst such a focus on the 
important cases is welcome, making a distinction of which 
technology or application will have significant consequences 
is impossible at the research stage. This adds to the overall 
problem of the uncertainty of future evaluations raised in the 
previous paragraph. Again, it is mostly left to the researcher 
to determine whether their work fulfils the definition of sig-
nificant which can again lead to an over-sensitivity or an 
under-sensitivity with no obvious way of correcting either.

Our work thus shows that applying the ALTAI leads to 
conceptual and practical problems. The conclusion to be 
drawn from this short overview of the limitations of the 
approach is not to discard it altogether but to ensure that it 
is understood in the broader context of technology research, 
development and use. One way of achieving this is to see 
AI as conducive to human flourishing as a way to represent 
ethical and social concerns. Using such a lens, it helps to 
understand that AI is not a clear-cut and easily identifiable 
technology, but can better be conceptualised as a socio-tech-
nical innovation ecosystem or even as a set of interlinking 
ecosystems [96]. This means that interventions aimed at sup-
porting human flourishing and addressing ethical issues need 
to be looked at using a systems perspective [94]. In such a 
view, an ex-ante assessment process like the one suggested 
by ALTAI and replicated here needs to be embedded in other 
processes that can shape the socio-technical innovation sys-
tem in which AI is located.

The systems perspective can address several of the 
issues with the ALTAI application we have described. 
By focussing on AI as a system, more exactly as a 

socio-technical ecosystem that is embedded in and affects 
other socio-technical ecosystems, the conceptual delimi-
tation of what counts as AI and what does not becomes 
less important, as the focus is on the activities and con-
sequences of the existence of these ecosystems in which 
AI in the narrow technical sense is only one constituent 
part. The systems perspective moreover can help overcome 
the problematic assumption that there are linear and pre-
dictable causal chains in technology development which 
would allow the accurate prediction of consequences at the 
research and development stage of a technology. Instead, 
systems thinking highlights the interdependence of sys-
tems and their components and the need to reflect on feed-
back loops and other non-linear relationships.

Using such a systems perspective allows putting the 
ALTAI approach into a larger perspective. The ethical and 
regulatory ecosystem in which AI is used and developed 
includes a much broader array of interventions and ways of 
thinking about and dealing with ethical and social concerns 
than just ex-ante assessments. The discussion of AI ethics 
includes national and international legislation and regula-
tion, such as the proposed EU AI Act [47]. It is important to 
realise, however that it is not just the big headline activities 
that govern AI, but that there are numerous other activities, 
rules, tools, etc. that have an influence. In legislative terms, 
for example, there are laws and regulations around data pro-
tection, competition, intellectual property, liability and many 
others that can influence AI development and use. Principles 
of human rights have a bearing on AI as do other national 
and international policies, ranging from taxation and pro-
curement to environmental sustainability and defence. In 
many cases, these are already integrated into organisational 
routines through various processes and requirements. Organ-
isations tend to have risk assessment processes in place that 
can include AI. More broadly, organisational governance 
structures including data governance, auditing but increas-
ingly also ethics reviews can be applied to AI. Corporate 
social responsibility and stakeholder engagement work can 
be developed to include a sensitivity to technology. In addi-
tion, there are numerous other approaches and guidance 
mechanisms aimed at ensuring ethical acceptability of AI. 
These include high-level ethical frameworks [66, 86], stand-
ardisation initiatives [63] including certification schemes 
[34, 62], professional body support [28], and various devel-
opment methodologies [23, 101] and ethics tools [78].

Keeping this complexity of the AI ecosystem in mind, 
it is easy to see that an ex-ante impact assessment such as 
the ALTAI has a potentially important role to play. It can 
serve as a sensitising mechanism that encourages research-
ers, developers and users to consider issues and deliberate 
how these may be addressed. Such a reflective exercise can 
be triggered by other aspects of the ecosystem, for exam-
ple, it can be mandated by regulation. It can also function 
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as input into subsequent steps, for example when the out-
comes of ALTAI are used as starting points for the choice 
of an appropriate development methodology. This perspec-
tive takes the pressure off the ex-ante assessment to be the 
definitive solution and thereby renders the conceptual and 
practical concerns less significant, as they may be picked up 
elsewhere in the larger system. This leads to the question of 
how ALTAI and similar approaches can be integrated into 
the larger AI Ecosystem.

5.3  The integration of ex‑ante assessments 
into the AI ecosystem

The responses to our online survey have highlighted some 
gaps in the consideration of ethical issues related to AI 
research in the HBP. Simply highlighting the existence of 
such gaps does not resolve them, and the nature of the survey 
means that further research will need to be undertaken to 
gain a more comprehensive understanding of such. We will 
therefore work with the respondents to ensure that ethical 
issues related to AI are better understood and that existing 
and novel ways of dealing with and thinking about them 
are applied appropriately, both in relation to research in the 
HBP, and (hopefully) beyond. This will be a specific task for 
the project team, and will be dealt with in the context of the 
ethics and society work of the HBP as described elsewhere 
[95]. However, it is a task that finds its equivalent on the 
broader societal scene where ALTAI and similar need to be 
integrated into the AI ecosystem.

Due to the complexity of ecosystems overall and the 
highly international and interdisciplinary nature of AI, it 
is difficult to provide clear guidelines or recommendations 
on how this is to be achieved. However, the observations 
and insights discussed earlier can provide some pointers to 
activities that are likely to strengthen ethical and broader 
social considerations in the AI ecosystem.

The first of these suggestions applies to all AI ecosystem 
participants. It refers to the concept of AI. The term has 
now become entrenched in the debate and will be impos-
sible to change by decree. It is therefore important to ensure 
that it explicitly covers all those digital technologies that are 
capable of giving rise to concerns and goes beyond narrow 
AI in the sense of current machine learning or symbolic AI 
approaches. It should thus cover all technologies that can 
collect or process digital data and use them to act on the 
world, so that technologies like the Internet of Things, edge 
computing, quantum computing etc. are explicitly included.

A second suggestion will be to explicitly integrate ex-ante 
assessments into the broader AI ethics landscape. It is not 
enough to speculate that such assessments can be useful in 
various ways, for example as triggers and input into ethics 
by design development methodologies or risk management 

structures. These links need to be more clearly defined and 
pathways through the AI ecosystem need to be charted. This 
is a task that at some level requires legislation and regula-
tion on the national or international scale. However, many 
other stakeholders, such as professional bodies, AI-driven 
organisations can play a role in linking different aspects of 
the AI ecosystem.

In order for these links between different aspects and 
approaches to ethics of AI to come together, it will be 
important to go beyond pathways and procedures. A crucial 
component will be the collection and sharing of experience 
and good practice. This calls for creating and maintaining 
organisations that serve as official gatekeepers of the ethics 
of AI. In practice, it is likely that these will be the national 
AI champions or regulators who have a role as gatekeepers 
of AI more broadly. Such organisations where they already 
exist will have good access to experiences of using different 
tools such as ex-ante assessments and will be able to col-
lect data on their strengths and weaknesses. Such gatekeeper 
organisations could be public and regulatory bodies such as 
current data protection authorities that exist in many coun-
tries. They could also be academic institutions, such as the 
Alan Turing Institute in the UK which brings together lead-
ing AI research from across the country and provides input 
into policy development.

The collection of experience and good practice will 
need to go beyond the ex-ante assessment and should cover 
examples of addressing specific issues. Examples of current 
approaches are the work done on explainable AI or identi-
fication of bias in data and algorithms. These are areas that 
currently attract significant research interest. It is not yet 
established which approaches are most suitable to address 
which types of technologies or applications. For the ex-ante 
assessment to be fruitful, they need to be linked to suitable 
mechanisms for addressing the concerns that the assessment 
reveals.

These suggestions cannot claim to be comprehensive. 
They provide a starting point for thinking about ethical and 
social questions of AI in terms of broader AI ecosystems and 
address the questions how such ecosystems can be shaped to 
promote beneficial uses and outcomes and avoid undesirable 
ones. Due to the lack of predictability of interventions in 
systems, it is important that the AI ecosystems are endowed 
with an ability to learn and modify. This is a key feature 
of technical machine learning systems and this ability to 
learn and adapt must be a characteristic of the broader socio-
technical ecosystems into which technical AI is embedded.

In this view of AI, it is plausible to assume that ex-ante 
approaches such as the ALTAI can play an important role 
in identifying and paving the way for addressing ethical 
and social concerns. Taking the systems nature of AI seri-
ously offers ways to shape these AI ecosystems to general 
advantage. A failure to take this position and the resulting 
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assumption that ethical and social issues can be compre-
hensively addressed via ex-ante assessments is likely to 
have the opposite effect. We believe that our research 
has demonstrated and provided the evidence to support 
this view. As a result, we hope that we can contribute to 
the further development of ALTAI and similar ex-ante 
approaches and to ensure that they are embedded into 
the broader societal and political discussion and can find 
suitable roles in the AI ecosystem to ensure that benefits 
of AI are retained whilst its problems are addressed early.

Appendix 1: Survey instrument

The Ethics review report of the M9 Ethics Review of the 
HBP SGA3 (Ares (2021)2194932-30/03/2021) defined a 
new ethics requirement:

NEW REQUIREMENT in relation to the significant 
use or development of AI in HBP and the development 
and now availability of related AI ethics guidance in 
Europe.

In case Artificial Intelligence will be used:
The applicant/beneficiary must explain how the devel-

oped/used AI meets the criteria for trustworthiness. The 
report must be submitted as a deliverable and must cover 
in particular the following:

• Measures set in place to avoid potential bias, discrimi-
nation and stigmatisation;

• Measures set in place to ensure safety and prevention 
of harms (to humans, animals, and environment);

• Detailed explanation on how the respect of fundamen-
tal human rights and freedoms (e.g. human autonomy, 
privacy and data protection) will be ensured;

• Measures to ensure fairness and explicability (paying 
particular attention to situations involving more vul-
nerable groups).

The applicant/beneficiary must explain how humans 
will maintain meaningful control over the most important 
aspects of decision-making process.

The applicant/beneficiary must evaluate the ethics 
risks related to the development/deployment of the AI 
systems/techniques and explain how the potential nega-
tive social impacts will be mitigated. (p.10).

This questionnaire forms the basis for this new AI 
Deliverable, which sits within the remit of Task 3.8. The 
findings of this questionnaire will only be used for the 
completion of this deliverable. However, you will be 
asked if you would like to be contacted regarding any 
follow up research related to this field of research.

If you have any questions or concerns about this ques-
tionnaire, please contact Tonii Leach (antonia.leach@
dmu.ac.uk).

Please find the applicable De Montfort University, UK, 
Data Protection Policy and Privacy Notice here: https:// 
www. dmu. ac. uk/ polic ies/ data- prote ction/ data- prote ction. 
aspx

Section 1: Background Information

Please provide the following information about yourself 
and your work in the HBP.

1. Name:
2. Email address:
3. Job title:
4. Please select all work packages you are affiliated 

with:
WP1
WP2
WP3
WP4
WP5
WP6
WP7
WP8
WP9
5. Please provide the task number of all tasks you are 

affiliated with:

Section 2: AI use in the HBP

This section will ask about the use or development of AI 
(Artificial Intelligence) within the HBP.

For the purposes of this deliverable, the following defi-
nition of AI is used:

“Artificial intelligence (AI) systems are software (and 
possibly also hardware) systems designed by humans 
that, given a complex goal, act in the physical or digi-
tal dimension by perceiving their environment through 
data acquisition, interpreting the collected structured 
or unstructured data, reasoning on the knowledge, or 
processing the information, derived from this data and 
deciding the best action(s) to take to achieve the given 
goal. AI systems can either use symbolic rules or learn 
a numeric model, and they can also adapt their behav-
iour by analysing how the environment is affected by 
their previous actions” ([6, 7], p. 24).

High Level Expert Group on Artificial Intelligence (2019) 
The Assessment List for Trustworthy Artificial Intelligence.

https://www.dmu.ac.uk/policies/data-protection/data-protection.aspx
https://www.dmu.ac.uk/policies/data-protection/data-protection.aspx
https://www.dmu.ac.uk/policies/data-protection/data-protection.aspx
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6. Given the definition of AI provided, do you, within 
your role in the HBP, develop or use AI?

Yes
No
7. Please provide a brief overview of your work using 

or developing AI in the HBP.
You are welcome to provide weblinks where these 

would be helpful.

Section 3

Thank you.
You will now be asked a few, short questions about the 

AI you develop/use within your role in the HBP.
If you use/develop more than one AI system, please 

think about the AI system you use/develop most often 
when answering this questionnaire. We will ask you to 
complete this questionnaire for each additional AI system 
you use/develop in your role with the HBP. We will be in 
contact by email to provide you with information in com-
pleting the additional questionnaires.

These questions should not take more than 15 min to 
complete.

Section 4: Significance of the AI system

This question aims to understand the significance of the 
AI system.

8. Is the AI system designed to interact with, guide or 
take decisions for human end-users that affect humans or 
society?

Yes
No

Section 5: Trustworthiness of AI

The following questions relate to trustworthiness of the AI 
system you use/develop in your role with the HBP, and the 
seven requirements of trustworthy AI as outlined in the 
The Assessment List For Trustworthy Artificial Intelli-
gence (ALTAI) [6, 7].

Section 6: Human Agency and Oversight

Human Agency and Oversight refers to the effect AI sys-
tems can have on human behaviour in the broadest sense. 
It deals with the effect of AI systems that are aimed at 

guiding, influencing or supporting humans in decision-
making processes, for example, algorithmic decision 
support systems, risk analysis/prediction systems (rec-
ommender systems, predictive policing, financial risk 
analysis, etc.). It also deals with the effect on human per-
ception and expectation when confronted with AI systems 
that 'act' like humans. Finally, it deals with the effect of 
AI systems on human affection, trust and (in)dependence.

9. What type of AI system do you use/develop?

• Human-in-the-loop refers to the capability for human 
intervention in every decision cycle of the system.

• Human-on-the-loop refers to the capability for human 
intervention during the design cycle of the system and 
monitoring the system’s operation.

• Human-in-command refers to the capability to over-
see the overall activity of the AI system (including its 
broader economic, societal, legal and ethical impact) and 
the ability to decide when and how to use the AI system 
in any particular situation.

A self-learning or autonomous system
A system overseen by a Human-in-the-Loop
A system overseen by a Human-on-the-Loop
A system overseen by a Human-in-Command
10. Could the AI system affect human agency or 

autonomy?
Yes
No
11. Please explain measures put in place to ensure that 

human agency and autonomy, and human oversight have 
been ensured.

Section 7: Technical Robustness and Safety

Technical Robustness and Safety refers to dependability (the 
ability to deliver services that can justifiably be trusted) and 
resilience (robustness when facing changes, for example to 
the use context, such as the application domain or life cycle 
phase).

12. Could the AI system have adversarial, critical or dam-
aging effects (e.g. to human or societal safety) in case of 
risks or threats, such as design or technical faults, defects, 
outages, attacks, misuse, inappropriate or malicious use?

Yes
No
13. Please outline the measures put in place to ensure that 

human and societal safety has been ensured.
14. Could a low level of accuracy of the AI system result 

in critical, adversarial or damaging consequences?
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Accuracy here refers to the predictive capability of the 
AI model and the ability to generalise well for unseen data.

Yes
No
15. Please outline the measures put in place to ensure that 

a high level of accuracy has been ensured.
16. Could the AI system cause critical, adversarial, or 

damaging consequences (e.g. pertaining to human safety) 
in case of low reliability and/or reproducibility?

Yes
No
17. Please outline the measures put in place to mitigate 

risks to human safety in the event of low reliability.
18. Is there a risk of the possible malicious use, misuse 

or inappropriate.
use of the AI system?
Yes
No
19. Please outline the measures put in place to mitigate 

risks related to the malicious use, misuse or inappropriate 
use of the AI system.

Section 8: Privacy and Data Governance

Privacy is a fundamental right that is likely to be particularly 
affected by AI systems. Prevention of harm to privacy also 
necessitates adequate data governance that covers the quality 
and integrity of the data used, its relevance in the light of the 
domain in which the AI systems will be deployed, its access 
protocols and the capability to process data in a manner that 
protects privacy.

20. Could the AI system impact on the right to privacy, 
the right to physical, mental and/or moral integrity and the 
right to data protection?

Yes
No
21. Please outline the measures put in place to ensure the 

right to privacy and the right to data protection.
22. What type of data is your AI system being trained on?
Human data
Non-human primate data
Other animal data
Synthetic data
Anonymous statistics derived from data.
23. Does the human data that the AI system is being 

trained on include personal data (including any special cat-
egories of personal data)?

Yes
No
24. Please outline the measures put in place relating to 

good data governance (including, where appropriate, GDPR 

(General Data Protection Regulation) and DPIAs (Data Pro-
tection Impact Assessments).

Section 9: Transparency

A crucial component of achieving Trustworthy AI is trans-
parency which encompasses three elements: (1) traceability, 
(2) explainability and (3) open communication about the 
limitations of the AI system.

This question refers to 'blackbox' systems. These are 
defined as:

AI systems whereby 'An explanation as to why a model 
has generated a particular output or decision (and what com-
bination of input factors contributed to that) is not always 
possible' ([6, 7], p.14).

This question also refers to 'end-users'. These are defined 
as:

'An end-user is the person that ultimately uses or is 
intended to ultimately use the AI system. This could 
either be a consumer or a professional within a public 
or private organisation. The end-user stands in contrast 
to users who support or maintain the product, such as 
system administrators, database administrators, infor-
mation technology experts, software professionals and 
computer technicians.'

25. Is the AI system designed to make decisions about 
human end-users?

Yes
No
26. Is the AI system likely to act as a 'blackbox'?
Yes
No
27. Please outline measures put in place to ensure the 

explainability of the AI system.
28. Is the AI system designed to interact with human 

end-users?
Yes
No
29. Please outline how you ensure that human end-users 

are aware that they are interacting with an AI system.

Section 10: Diversity, Non‑discrimination 
and Fairness

Inclusion and diversity should be ensured throughout the 
entire AI system’s life cycle. AI systems (both for training 
and operation) may suffer from the inclusion of inadvertent 
historic bias, incompleteness, and bad governance models. 
The continuation of such biases could lead to unintended 
(in)direct prejudice and discrimination against certain 
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groups or people, potentially exacerbating prejudice and 
marginalisation.

30. Is the AI system being trained on data that may have 
issues of bias (historic or otherwise), discrimination, or a 
lack of diversity?

Yes
No
31. Please outline measures put in place to mitigate bias, 

discrimination or a lack of diversity in the data.
32. Could the AI system act in a way that might cause 

discriminatory/biassed outcomes for humans/end-users?
Yes
No
33. Please outline measures put in place to mitigate 

biassed/discriminatory outcomes from the AI system.
34. Does the AI system interact with humans?
Yes
No
35. Is the AI system accessible or designed for use by 

people with a range of abilities?
Yes
No
36. Please outline measures taken to ensure that the 

design of the AI system is not inaccessible or does not dis-
advantage particular groups of users.

37. Is the AI system capable of utilising 'subliminal 
techniques'?

Subliminal techniques are practices that have 'a signifi-
cant potential to manipulate persons through subliminal 
techniques beyond their consciousness or exploit vulner-
abilities of specific vulnerable groups such as children or 
persons with disabilities to materially distort their behaviour 
in a manner that is likely to cause them or another person 
psychological or physical harm.'

Yes
No
38. Please outline measures taken to prevent prohibited 

use subliminal techniques.

Section 11: Societal and Environmental 
Well‑being

The broader society, other sentient beings and the envi-
ronment should be considered as stakeholders throughout 
the AI system's life cycle. The effects of AI systems must 
therefore be carefully monitored and considered. Sustain-
ability and ecological responsibility of AI systems should 
be encouraged, and research should be fostered into AI solu-
tions addressing areas of global concern, for instance the 
Sustainable Development Goals. Overall, AI should be used 
to benefit all human beings, including future generations. 

AI systems should serve to maintain and foster democratic 
processes and respect the plurality of values and life choices 
of individuals. AI systems must not undermine democratic 
processes, human deliberation or democratic voting systems 
or pose a systemic threat to society at large.

39. Are there potential negative impacts of the AI system 
on the environment?

Yes
No
40. Please outline the potential negative impacts of the AI 

system on the environment and measures in place to mitigate 
these.

41. Could the AI system impact human work and work 
arrangements?

Yes
No
42. Please outline the potential impacts on human work 

and work arrangements and measures in place to mitigate 
these where they are negative.

43. Could the AI system have a negative impact on soci-
ety at large or democracy?

Yes
No
44. Please outline the potential negative impacts on soci-

ety at large or democracy and measures in place to mitigate 
these.

Section 12: Accountability

The principle of accountability necessitates that mechanisms 
be put in place to ensure responsibility for the development, 
deployment and/or use of AI systems.

45. Is the development process of the AI system, the 
sourcing of training data, and the processes, outcomes, and 
possible impacts of the AI system recorded?

Yes
No
46. Please outline how the ability of a third party to audit 

the AI system has been ensured.
47. Are there mechanisms in place (such as Ethics Review 

Boards, places to register ethical concerns, ethics support 
systems) to discuss the overall accountability and ethics 
practices, including potential unclear grey areas in relation 
to the AI system?

Yes
No
48. Please outline how AI ethics have been integrated into 

the development of the AI system.
49. Do you have any other concerns about the use or 

development of AI in the HBP?
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Section 13: Other AI Systems

50. Do you use or develop any other AI systems in your role 
with the HBP?

Yes
No
51. How many other AI systems do you use/develop?
1
2
3
4
5 or more

Section 14

Thank you.
We will ask you to complete this questionnaire for each 

AI system you use/develop in your role with the HBP.
We will be in contact by email to provide you with infor-

mation in completing the additional questionnaires.

Section 15: Other AI Research in the HBP

This deliverable requires us to consider the ethical implica-
tions of all significant uses of AI in the HBP—however, 
given the large number of researchers, tasks and work pack-
ages in the HBP, identifying each case of AI is difficult.

As such, we would greatly appreciate your help in iden-
tifying other researchers who might be using/developing AI 
in the HBP.

If you are aware of any other researchers, or specific 
tasks, within that HBP that use or develop AI, we would 
greatly appreciate you sharing this information so that we 
can contact them regarding this deliverable.

Please provide name[s] and/or email addresses for indi-
vidual researchers, or the Task number or title for research 
projects.

52.Details of other researchers/tasks using or developing 
AI in the HBP:

Section 16: Follow up Research

The researchers involved in this deliverable (members of 
Task 3.8) would like to undertake some follow up research 
with developers/users of AI in the HBP on the topic of ethi-
cal and trustworthy AI.

53. Please provide any additional information or feedback 
in relation to this questionnaire that you wish to be consid-
ered in any further research.

54. Would you be happy to be contacted in the future 
(within SGA 3) about any follow up research?

Yes
No

Section 17: Thank you

Thank you for completing this questionnaire. Your responses 
have been recorded.

If you have any questions or concerns about this ques-
tionnaire, please contact Tonii Leach (antonia.leach@dmu.
ac.uk).

You may now close this page.
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