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Abstract 
Accurate analysis of building thermal performance in urban areas, where sheltering effects of the 

surrounding buildings or other obstacles are very important, requires reliable and robust simulation 

tools. Building energy simulation (BES) tools and computational fluid dynamic (CFD) models are 

extensively used for analyzing the buildings thermal performance under the urban microclimate 

interactions. Nevertheless, the large uncertainty in the input parameters of BES tools and the inherent 

uncertainty in the values of the closure coefficients of Reynolds averaged Naiver-Stoke (RANS) 

turbulence models significantly restrict the reliability and accuracy of BES and CFD models in highly 

dense urban areas.   

Thus, in this study a systematic framework for improving the reliability and accuracy of the BES and CFD 

models was proposed which consists of different statistical methods, a stochastic optimization 

approach, and model approximation techniques. In this framework, at first, the CFD model was 

calibrated through a closure coefficients optimization campaign in which experimental data were 

utilized to define different validation metrics as the objective functions in the optimization formulation. 

In the second step, the calibrated CFD model was utilized to conduct a series of CFD simulations for the 

real-geometry buildings in order to calibrate the BES model through proper definitions of the BES 

model’s input parameters, such as adaptive discharge coefficient, local wind profile, and convective heat 

transfer coefficients (CHTCs) over the building façades.  

The developed framework was applied to a small cross-ventilated office building which was surrounded 

by neighboring buildings in a neutral ABL condition. Results showed noticeable deviations in prediction 

values by the default and calibrated BES models for crossing airflow rate, local velocity, surfaced-

averaged wind pressure, CHTCs, and cooling load. Deviations up to 60% were found in the prediction 

values of the energy saving potential by the default and calibrated BES modes.   
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1. Introduction 
 

The increasing rate of population and urbanization, which expected to exceed over 9 

billion by 2050 [2], will result in more mega cities with highly-packed urban areas. This 

can significantly reduce the urban ventilation which impacts the building energy 

consumption, outdoor air quality, pedestrians’ health and comfort, as well as indoor air 

quality [3]. As a result, a great number of researchers have been focusing on the 

building thermal performance and its interactions with urban microclimate over the past 

20 years.  

Different methods proposed to study the building thermal performance under the urban 

microclimate interactions. On-site measurement have been used widely to study 

different aspects of urban microclimate interactions, including pressure distribution 

around buildings [4], outdoor thermal comfort [5, 6], urban heat island (UHI)  [7-9], 

natural ventilation [10-13], and building energy audit [14]. However, the application of 

on-site measurement is limited due to the high cost of the experimental apparatus and 

the incapability to control the environmental parameters such as wind speed, wind 

direction, turbulence level, sheltering condition, etc. Wind tunnel measurement is also 

utilized for urban studies such as cross-ventilation [1, 15], airflow distribution around 

high-rise buildings [16], unstable atmospheric boundary layer (ABL) around high-rise 

buildings [17], wind surface pressure over building facades [18, 19]. Again, such studies 

are limited due to the cost and time limitations in addition to the complex calibration 

procedures of measurement apparatus that directly affect the measurement quality. 

Alternatively, building energy simulation (BES) tools, which are based on the 

assumption of fully-mixed air, are used frequently in most of the realistic engineering 

projects; however, the poor accuracy of BES tools in calculation of convection heat 

transfer, infiltration and exfiltration, and noticeable uncertainty in the input parameters to 

these models, result in inaccurate estimation of building thermal performance under the 

microclimate interactions where sheltering effects have to be considered. Numerical 

models based on the Computational fluid dynamics (CFD), as a modern and developing 

approach, can provide detailed information of the flow parameters in urban studies while 

they are generally cheaper than the on-site and wind tunnel measurements and more 

accurate than the BES models. Nonetheless, transient simulation by CFD models is 

very time demanding and cannot be used directly alongside BES models which have 

time steps ranging from seconds to years for hourly- and yearly-based calculations.  
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As described in [20, 21], BES and CFD models provide complementary information 

about the building performance; hence, an accurate prediction of building thermal and 

flow behavior cannot be achieved by separate application of BES and CFD [22]. This 

led to developing new approaches based on BES and CFD coupling which gain a very 

good popularity in the community in recent years. BES and CFD coupling approaches 

for prediction of building thermal performance under the microclimate interactions have 

been used frequently in different urban studies, including urban thermal environment 

[23, 24], town energy balance model [25, 26], building energy model [27-29], thermal 

load optimization [30], utilization of natural ventilation [12, 31-33], urban canopy model 

development [34, 35], urban heat island [36], and thermal comfort [37]. However, 

despite many researches on development of CFD and BES coupling applications in 

urban studies, the accuracy of BES and CFD models is still a challenging issue for 

calculation of the flow parameters in dense urban areas in cities [38].  

On one hand, there is a noticeable uncertainty in the input parameters of the embedded 

models in BES tools, e.g. wind pressure coefficient [39, 40], discharge coefficient of the 

openings [41, 42], wind velocity profile [11], and convective heat transfer coefficient [43]. 

On the other hand, as demonstrated in [38, 44, 45], the accuracy of Reynolds averaged 

Naiver-Stoke (RANS) models significantly decrease when sheltered effects of the 

surrounding buildings are considered in packed urban areas. A total error of more than 

70% was reported in calculation of the crossing airflow rate through a sheltered building 

located in a moderate urban area density of 𝐶𝐴 = 0.25  using steady RANS models [45]. 

The prediction accuracy of the steady RANS models show a noticeably drops for urban 

area density larger than 0.25 [38]. The poor accuracy of steady RANS turbulence 

models in dense urban areas is related to the values of the semi-empirical closure 

coefficients, which are mainly adapted from the fundamental and classical flow 

problems, e.g. homogenous decaying turbulence, free sheer flow, and fully developed 

channel flow [46, 47]. Nonetheless, such flows have limited similarities with the airflow 

characteristics in the ABL. More complex CFD models such as large eddy simulation 

(LES) also show significant deficiencies in accurate predictions of flow parameters 

around the sheltered buildings in highly-dense urban areas [48].   

It can be concluded that, for urban microclimate interaction studies in dense urban 

areas, application of BES-CFD coupling with their default settings could result in 

inaccurate and unreliable output responses. To develop an accurate model based on 

BES-CFD coupling approach, it is necessary to improve the prediction accuracy of BES 

and CFD models at first step, and then in the next step, a proper coupling algorithm, 

such as static or dynamic approaches, to be utilized. Thus, the aim of this study is to 

introduce a systematic framework to improve the accuracy and reliability of BES and 

CFD models for urban studies. The main concept of the proposed methodology is 

based on the integration of different experimental and numerical data to calibrate CFD 
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and BES models using different statistical analyses such as design of computational 

experiments, stochastic optimization, and approximation models (meta-models). At the 

first step, available experimental data were used to define different validation metrics for 

quantities of interest (QOI). In the second step, by integrating proper sampling 

techniques, such as Latin Hypercube Sampling (LHS), with stochastic optimization 

method, proper values for the closure coefficients of the RANS model were found in a 

way that the highest agreement between the CFD and experimental data was achieved. 

Third step deals with calibrating the BES model using available experimental data and 

the calibrated CFD model, which was developed in the previous step. The BES model 

calibration was done through modification of the model inputs, such as pressure and 

discharge coefficients, wind profile, and convective heat transfer coefficients (CHTC). 

The effectiveness of the proposed methodology was investigated for a small office 

building placed in an urban area under the sheltering condition. The variation of the 

building’s cooling load and energy saving due to the cross-ventilation were studied 

using the developed framework and results were compared with different scenarios of 

BES and CFD models with default settings. CFD model improvement was conducted for 

the standard 𝑘 − 𝜀 model through calibrating its closure coefficient while the BES model 

improvement was done by introducing an adaptive discharge coefficient for the 

openings and a calibrated convective heat transfer coefficient using the calibrated CFD 

model.     

2. METHODOLOGY   

2.1 Systematic Procedure for CFD and BES Model Improvement 

The proposed methodology is based on the model accuracy improvement of the CFD 

model through calibration of the closure coefficients and then using the calibrated CFD 

model to improve the BES model’s accuracy through its input parameters such as 

surface wind pressure, discharge coefficient, velocity profile, and CHTCs. Different data 

sets, including experimental and numerical data are integrated in an systematic 

approach using statistical analyses and stochastic optimization to calibrate the CFD and 

BES models for the defined problem.  

A schematic of the proposed methodology for BES and CFD models improvement is 

shown in Figure 1. First step includes the problem definition and then performing 

experimental measurements for the defined problem. The experimental measurements 

may include an on-site measurement for the actual building or it may be conducted 

inside a wind tunnel for a scaled model which has similar physical concepts with the 

actual building. Numerical results of high-fidelity CFD simulations can also be used if 

experimental data are not available, but as explained before, they should be used with 

caution.  
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The measured experimental data or numerical data from the highly accurate numerical 

model are utilized to define validation metrics for the quantities of interest. Different 

validation metrics can be defined depending on the available information and objectives 
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of the study. Most commonly used validation metrics in urban studies, according to [49], 

are the hit rate 𝑞, the fraction of the predictions within a factor of 2 of the observations 

(𝐹𝐴𝐶2), the fractional bias (𝐹𝐵), and the normalized mean square error (𝑁𝑀𝑆𝐸): 

𝑞 =
1

𝑁
∑ 𝑛𝑖

𝑁

𝑖=1

     𝑖𝑓  |
𝑃𝑖 − 𝑄𝑖

𝑃𝑖
| ≤ 𝐷𝑞    𝑜𝑟   |𝑃𝑖 − 𝑄𝑖| ≤ 𝑊𝑞    𝑛𝑖 = 1   𝑒𝑙𝑠𝑒   𝑛𝑖 = 0  

(1) 

𝐹𝐵 =
[𝑄] − [𝑃]

0.5([𝑄] + [𝑃])
 

 

(2) 

𝑁𝑀𝑆𝐸 =
[(𝑄𝑖 − 𝑃𝑖)2]

[𝑄][𝑃]
 

(3) 

𝐹𝐴𝐶2 =
1

𝑁
∑ 𝑛𝑖

𝑁

𝑖=1

    𝑛𝑖 = 1      𝑖𝑓   0.5 ≤
𝑃𝑖

𝑄𝑖
≤ 2     𝑒𝑙𝑠𝑒      𝑛𝑖 = 0       

(4) 

where 𝑂𝑖 and 𝑃𝑖 are the measured and computed values of a given variable for sample 

𝑖, respectively. 𝑁 is the number of data points used in the calibration process. The ideal 

value of the validation metrics for a complete agreement between the experimental and 

numerical results is 1 for 𝑞 and 𝐹𝐴𝐶2, and 0 for 𝐹𝐵 and 𝑁𝑀𝑆𝐸. These validation metrics 

are used directly for CFD model calibration.  

2.1.1. CFD model Calibration 

Second step of the proposed methodology for BES and CFD model improvement 

includes a systematic calibration procedure of the CFD model. In this step, the optimal 

values of the closure coefficients of the RANS turbulence model are found to achieve 

the best agreement between the experimental and numerical results in terms of the 

validation metrics defined in the previous step. Details of the RANS model calibration 

are given in [45, 47]; hence, a brief description of the method is presented here.  

A schematic of the RANS model calibration is shown in Figure 2. The calibration 

method is based on the integration of the Monte Carlo Sampling technique and 

stochastic optimization program which are coupled to a CFD solver. The input 

parameters of the calibration process are the probability distribution functions (PDF) of 

the closure coefficients of the RANS turbulence model. Different PDF forms can be 

considered for each closure coefficients [50, 51] which depend on the turbulence model 

and the epistemic range of the closure coefficients [52]. By coupling the Monte Carlo 

sampling technique and CFD model, input variables (closure coefficients) were 

randomly varied in accordance with their given PDFs. Then, the CFD model was 

repeatedly executed to characterize the statistical parameters of the output responses 

(i.e. validation metrics), including their mean and standard deviation values. In the next 

step, the PDFs of the output responses (validation metrics) were passed to a stochastic 

optimizer in which both mean value and standard deviation of the outputs were 

considered in the objective function. In the stochastic optimization process, not only can 
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the best mean value of the desired outputs (validation metrics) be calculated, but it is 

also possible to minimize the standard deviation of the output values so as to reduce 

the effects of uncertainty of the input variables on the output responses. 

The brief description of the formulation of stochastic optimization can be mathematically 

stated as finding a set of design variables X that [53]: 

Minimize:         𝑓(𝜇𝑦(𝑋), 𝜎𝑦(𝑋))  

Subject to:         𝑔𝑖(𝜇𝑦(𝑋), 𝜎𝑦(𝑋)) ≤ 0  

                              𝑋𝐿 ≤ 𝑋 ≤ 𝑋𝑈 (5) 

where 𝑋𝐿 and 𝑋𝑈 are the lower and upper limits for input parameter 𝑋 and 𝑔𝑖 is the 

output constraint. A weighted sum approach was used to define the objective function, 

which includes a term for mean value of the output responses relative to the target and 

a term to minimize its standard deviation [53]: 

𝐹 = ∑ [
𝑤1𝑖

𝑠1𝑖

(𝜇𝑦𝑖
− 𝑀𝑖)

2
+

𝑤2𝑖

𝑠2𝑖

𝜎𝑦𝑖
2 ]

𝑙

𝑖=1

 
 

(6) 

where 𝑤1𝑖
 and 𝑤2𝑖

 are the weighting factors, and 𝑠1𝑖
 and 𝑠2𝑖

 are the scale factors for the 

mean and standard deviation terms.  𝑀𝑖 stands for the target of the output response 𝑖 

and 𝑙 is the total number of output responses. The weighting factors determine the 

importance of each objective term while the scaling factors are used to normalize the 

objective terms. The calibrated CFD model was then utilized in the next step to calibrate 

the BES model.   

 
Figure 2 A schematic of CFD model calibration  

2.1.2. BES model Calibration 

The third step of the proposed methodology for BES and CFD models improvement is a 

systematic process of BES model calibration. The EnergyPlus simulation program was 
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used in this study as BES tool. In this step, the calibrated CFD model from the previous 

step and available experimental data were used in a systematic manner to improve the 

accuracy of the BES model. Different parts of the BES model, including orifice-based 

model for cross-ventilation calculation, wind profile model, and CHTC correlations were 

calibrated. It is possible to develop a dynamic BES-CFD coupling and replace the BES 

estimations for airflow rate and CHTCs with airflow rate and surface temperature from 

calibrated CFD model. But, this type of data exchange is limited to only few CFD runs 

and it is not practical to exchange data between CFD and BES models for yearly-based 

calculations, because of the high computational costs of the CFD model. The alternative 

approach is to calibrate the orifice-based model, wind profile model, and CHTCs 

correlations through their input parameters using the proposed method in this study.  

The procedure of the BES model calibration is shown in Figure 3. In the first step, 

adaptive Latin Hypercube sampling (LHS) method [54] was utilized to generate a proper 

number of computational experiments over the given design space. For parametric 

sensitivity study, it is also possible to use OFAT (one-factor-at-a-time) method [55] to 

generate samples by varying each input parameters independently over a specified 

level while holding other input parameters at their baseline point. Different design 

parameters, which depends on the targets of the study, can be defined, including 

geometrical parameters such as building dimensions 𝐿, 𝐷, 𝐻, openings’ dimensions 

𝐿𝑤, 𝑊𝑤, 𝐻𝑤 (see Figure 4(b)), morphological parameters such as urban area density 𝐶𝐴, 

weather data parameters such as wind speed 𝑈𝑧 and its direction 𝜃 and air temperature 

𝑇𝑎𝑖𝑟. In the next step, a geometric model of the building and its surrounding environment 

was constructed using the ANSYS Design Modeler. Then the created model was 

passed into a mesh generator (ICEM CFD) in which a pre-defined mesh template was 

applied to the model in an automatic process. Generated mesh files were then 

transferred to a CFD solver (ANSYS CFX) in which pre-processing, processing, and 

post-processing were conducted automatically using predefined session files [56].         
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Figure 3 A schematic of BES model calibration for cross-ventilation and convective heat transfer coefficients  

After the completion of the CFD simulations, the CFD prediction for airflow rate (𝑄𝐶𝐹𝐷) 

and local wind velocity near the surfaces (𝑉𝑙𝑜𝑐𝑎𝑙) were then passed to the orifice-base 

model and the surface heat balance manager in the EnergyPlus model for calculation of 

the cross-ventilation and CHTCs over the external surfaces.   

Using the calculated airflow rate by the calibrated CFD model and surface wind 

pressure coefficient from wind tunnel experiment [19], a new correlation for the 

discharge coefficient (𝐶𝑑
∗) were obtained as a function of the building geometry, 

openings’ dimensions and locations, wind direction and speed, and sheltering condition. 

The value of the modified discharge coefficient is assumed to be equal for the windward 

and leeward opening and is defined as follows: 

𝐶𝑑
∗ =

𝑄𝐶𝐹𝐷

𝑈𝑟𝑒𝑓𝐴𝑜1√𝐶𝑃1
𝐸𝑥𝑝

− 𝐶𝑃𝑖

 
(7) 

𝐶𝑃𝑖 =
𝐶𝑃1

𝐸𝑥𝑝
+ (

𝐴𝑜2
𝐴𝑜1

)
2

𝐶𝑃2
𝐸𝑥𝑝

1 + (
𝐴𝑜2
𝐴𝑜1

)
2

      (8) 
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where 𝑄𝐶𝐹𝐷 is the airflow rate prediction by the calibrated CFD model while 𝑈𝑟𝑒𝑓, 𝐴𝑜1, 

and 𝐴𝑜2 are the free-stream velocity at a reference height and area of the windward and 

leeward openings, respectively. 𝐶𝑃1
𝐸𝑥𝑝

 and 𝐶𝑃2
𝐸𝑥𝑝

 are respectively the local-surface wind 

pressure coefficients at the windward and leeward openings obtained from the sealed-

body measurement [19], and 𝐶𝑃𝑖 is the internal pressure coefficient. 

The accuracy improvement of three different CHTC models were investigated in this 

study, including ASHRAE task group model [57, 58], Model by Loveday and Taki [59], 

and Model by Liu and Harris [60]. However, only results of the model calibration of the 

Liu and Harris [60] model are presented for the considered test case. In these models, 

the local values of wind speed near the building surfaces are given based on empirical 

correlations. The predicted values by these correlations were replaced with the 

calibrated CFD model predictions to improve the model accuracy in a way similar the 

method presented in [28]. 

The ASHRAE task group model [57] is based on experimental measurements on a 6-

story building by Ito [58] in which local wind velocity was measured at 8 𝑚 from the roof 

and 0.3 𝑚 from the vertical surfaces. The proposed CHTC by ASHRAE task group is 

expressed as follows: 

ℎ𝑐
𝑒𝑥𝑡 = 18.6(𝑉𝑙𝑜𝑐𝑎𝑙)

0.605 (9) 

where local wind velocity 𝑉𝑙𝑜𝑐𝑎𝑙 is given by the following equations: 

windward 

𝑉𝑙𝑜𝑐𝑎𝑙 = 0.5
𝑚

𝑠
 𝑖𝑓  𝑉10 < 2

𝑚

𝑠
    𝑒𝑙𝑠𝑒   𝑉𝑙𝑜𝑐𝑎𝑙 = 0.25𝑉10    

(10) 

leeward 

𝑉𝑙𝑜𝑐𝑎𝑙 = 0.05𝑉10 + 0.3
𝑚

𝑠
 

(11) 

 where 𝑉10 is the measured wind velocity at 10 𝑚 above the ground in the undistributed 

wind flow. The CHTC model presented by Loveday and Taki [59] is based on a full-

scale measurement over an 8-stoty building. The values of local wind velocity were 

measured at a distance of 1 𝑚 from the façade. In this model, the following expressions 

are proposed for CHTC over the windward and leeward façades: 

Windward: 

ℎ𝑐
𝑒𝑥𝑡 = 16.15(𝑉𝑙𝑜𝑐𝑎𝑙)

0.397 
Leeward 

ℎ𝑐
𝑒𝑥𝑡 = 16.25(𝑉𝑙𝑜𝑐𝑎𝑙)

0.503 

(12) 

The relation between the local wind velocities near the facades and above the roof is 

given in below: 

Windward 
𝑉𝑙𝑜𝑐𝑎𝑙 = 0.2𝑉𝑟𝑜𝑜𝑓 − 0.1  𝑖𝑓 − 90 < 𝜑 < −70 𝑜𝑟 70 < 𝜑 < 90 

(13) 
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𝑉𝑙𝑜𝑐𝑎𝑙 = 0.68𝑉𝑟𝑜𝑜𝑓 − 0.5  𝑖𝑓 − 70 < 𝜑 < 70 

Leeward 
𝑉𝑙𝑜𝑐𝑎𝑙 = 0.15𝑉𝑟𝑜𝑜𝑓 − 0.027   

where 𝜑 stands for the wind angle. The third model, which is appropriate for low-rise 

buildings, is the model by Liu and Harris [60]. They conducted a full-scale experiment 

on the façade of a single-storey building in a partially sheltered condition. The values of 

the local velocities over the roof and near the façades were measured at 1 𝑚 above the 

roof and 0.5 𝑚 away from the walls, respectively. The values of CHTCs for windward 

and leeward façades are expressed in below equations: 

Windward 

ℎ𝑐
𝑒𝑥𝑡 = 6.31𝑉𝑙𝑜𝑐𝑎𝑙 + 3.22 

Leeward 

ℎ𝑐
𝑒𝑥𝑡 = 5.03𝑉𝑙𝑜𝑐𝑎𝑙 + 3.19 

(14) 

The relationships between the different wind speeds are expressed by the following 

equations: 

Windward 

𝑉𝑙𝑜𝑐𝑎𝑙 = 0.26𝑉10 + 0.06   
Leeward 

𝑉𝑙𝑜𝑐𝑎𝑙 = 0.19𝑉10 + 0.14   
 

(15) 

 

2.1.3. Approximation Techniques  

In the final step, the calculated modified discharge coefficient (𝐶𝐷
∗ ) and the local wind 

speed (𝑉𝑙𝑜𝑐𝑎𝑙) of each database sample were used to create an approximation model 

(meta-model) for 𝐶𝐷
∗  and 𝑉𝑙𝑜𝑐𝑎𝑙. The outputs of the trained approximation models were 

then implemented in the EnergyPlus model as input parameters. In this study, radial 

basis function (RBF) model was used as a powerful approximation technique for highly-

nonlinear spaces. This model is a type of neural networks technique and is used for the 

interpolation in multiple-dimensional spaces. For given interpolation values 𝑦1, … , 𝑦𝑁 at 

data locations 𝑥1, … , 𝑥𝑁, the RBF model can be expressed as below [61, 62]: 

𝐹(𝑥) = ∑ 𝛼𝑗𝑔𝑗(𝑥)

𝑁

𝑗=1

+ 𝛼𝑁+1 (16) 

where 𝑔𝑗(𝑥) is a set of radial basis functions, e.g. Cubic splines: 

𝑔𝑖(𝑥) = ‖𝑥 − 𝑥𝑗‖
3
 

 
(17) 

The unknown coefficients 𝛼𝑗 are obtained by solving a system of 𝑁 + 1 equations as 

follows: 
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∑ 𝛼𝑗𝑔𝑗(𝑥)𝑁
𝑗=1 + 𝛼𝑁+1 = 𝑦𝑖    𝑖 = 1, … , 𝑁 

∑ 𝛼𝑗

𝑁

𝑗=1

= 0 
(18) 

The accuracy of the RBF model is generally higher than the simple models such as 

response surface model (RSM); however, it requires considerably more samples for the 

training stage.  

Once the trained approximation models for the adaptive discharge coefficient, wind 

velocity profile, and CHTCs were validated by using cross-validation method, they were 

passed into the EnergyPlus model to calculate desired building performance 

parameters. One of the most important outcomes of the building energy simulation tools 

is the evaluation of the saving energy potential of the natural ventilation, which is 

defined as below:  

𝐸𝑛𝑒𝑟𝑔𝑦 𝑠𝑎𝑣𝑖𝑛𝑔 =
𝑄𝑢𝑛𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑒𝑑

𝑐𝑜𝑜𝑙𝑖𝑛𝑔
− 𝑄𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑒𝑑

𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝑄𝑢𝑛𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑒𝑑
𝑐𝑜𝑜𝑙𝑖𝑛𝑔

× 100 
(19) 

where 𝑄𝑢𝑛𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑒𝑑
𝑐𝑜𝑜𝑙𝑖𝑛𝑔

 is the cooling load of the unventilated building (e.g. no cross-

ventilation) and 𝑄𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑒𝑑
𝑐𝑜𝑜𝑙𝑖𝑛𝑔

 is the cooling load for the ventilated building which is utilizing 

the cross-ventilation for energy saving.  

2.2. BES model description 

The target building is a small single-story office building with the dimensions of 𝐵 × 𝐷 ×

𝐻 = 4 𝑚 × 6 𝑚 × 3 𝑚, which is surrounded by 8 buildings with the same geometries 

(see Figure 4(a)). The target building is subjected to cross-ventilation through two 

openings on the windward and leeward façades with dimensions of 𝐿 × 𝑊 = 1.77 𝑚 ×

0.68 𝑚, which is resulted in a window to wall ratio of 10%. The thermo-physical 

properties of the building’s construction materials are shown in Table 1. 

Table 1 Thermo-physical properties of the building’s construction materials 

  Exterior walls Floor Roof 

Property Unit Stucco Brick Plaster Concrete Slag Felt Concrete 

Thickness 𝑚 0.025 0.101 0.019 0.203 0.012 0.009 0.05 

Conductivity 
𝑊

𝑚 𝐾
 0.69 0.726 0.726 1.729 1.435 0.019 1.7295 

Density 
𝑘𝑔

𝑚3
 1858.14 1922.21 1601.84 2242.58 881.01 1121.22 2242.58 

Specific heat 
𝐽

𝑘𝑔 𝐾
 836.8 836.8 836.8 836.8 1673.6 1673.6 836.8 

 

The external glazed surfaces were assumed to be of double pane windows filled with air 

with a thermal resistance of 0.34 
𝑊𝑚2

𝐾
. The internal heat gains with 2 people were 
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assumed to be 3500 𝑊 and 250 𝑊 for the electrical equipment and lightening, 

respectively. The building has one zone without any partitioning devise. Cross-

ventilation calculations are performed using the Airflow Network (AFN) model 

embedded in the EnergyPlus simulation tool. The AFN model consists of two external 

node around the windward and leeward openings at a height of 1.5 𝑚 (see Figure 4(b)). 

The local wind pressure coefficients over the façades were obtained from wind tunnel 

experiments by [19] while the developed adaptive discharge coefficients (𝐶𝐷
∗ ) were used 

in the AFN model. The positions of the local velocity measurement around the building 

surfaces are also depicted in Figure 4(b).      

 

 

(a)  (b)  
Figure 4 (a) Building geometry, (b) locations for local velocity measurment and AFN nodes 

2.3. CFD model description 

2.3.1. Mathematical modeling  

The 3D steady Reynolds averaged Navier-Stokes (RANS) equations were used to 

simulate the airflow around the buildings. These equations can be derived by 

substituting mean and fluctuating components of the airflow variables into the Navier-

Stokes equations [56]: 

𝜕(𝜌𝑈𝑗)

𝜕𝑥𝑗
= 0 (20) 

𝜕

𝜕𝑥𝑗
(𝜌𝑈𝑖𝑈𝑗) = −

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜏𝑖𝑗 − 𝜌𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅) + 𝑆𝑀𝑖

 (21) 

where 𝑈𝑖 is the average velocity and 𝑢𝑖 is the fluctuating velocity. 𝜏𝑖𝑗 is the viscous 

stress tensor (including both normal and shear components of the stress tensor) and 

𝑆𝑀𝑖
 is the sum of body forces. Air was considered to be incompressible, which is 

𝑥 
𝑧 

𝑦 

𝜃 

𝐻 

𝑊 
𝐿 

A=𝑉𝐿𝑜𝑐𝑎𝑙 & AFN node @ WW façade  

B=𝑉𝐿𝑜𝑐𝑎𝑙 & AFN node @ LW façade  

C=𝑉𝐿𝑜𝑐𝑎𝑙 @ side wall  

D=𝑉𝐿𝑜𝑐𝑎𝑙 @ side wall  

E=𝑉𝐿𝑜𝑐𝑎𝑙 @ roof  

 

 

 

𝐴 

𝐵 

𝐶 

𝐷 

𝐵 

𝐴 

𝐶 

𝐷 

𝑆

𝐻
= 0.08 

𝑆

𝐻
= 0.08 

𝑆

𝐻
= 0.08 

𝑆

𝐻
= 0.08 

Roof 

𝐸 
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reasonable for atmospheric boundary layer (ABL) flows [63]; the air density, specific 

heat capacity at constant pressure, and thermal expansion coefficient were considered 

to be 1.185 
𝑘𝑔

𝑚3⁄ , 1004.4 
𝐽

𝑘𝑔 𝐾⁄ , and 0.003356 1
𝐾⁄ .  

In this study the 𝑘 − 𝜀 turbulence model with the Kato-Launder modification [64] was 

used, which is based on the eddy viscosity hypothesis. For the 𝑘 − 𝜀 model, values of 𝑘 

and 𝜀 come directly from their differential transport equations [65]: 

𝜕𝜌𝑈𝑗𝑘

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝑃𝑘 − 𝜌𝜀 

(22) 

𝜕𝜌𝑈𝑗𝜀

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] +

𝜀

𝑘
(𝐶𝜀1𝑃𝑘 − 𝐶𝜀2𝜌𝜀) 

(23) 

where 𝑃𝑘 is the production of turbulence due to shear, which is modified by Kato and 

Launder [64]:  

𝑃𝑘 = 𝜌𝐶𝜇𝜀𝑆𝛺 (24) 

where 𝑆 and 𝛺 are respectively the dimensionless strain and vorticity parameters, which 

are calculated as below:  

𝑆 =
𝑘

𝜀
√

1

2
(

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
)

2

 (25)  

𝛺 =
𝑘

𝜀
√

1

2
(

𝜕𝑈𝑖

𝜕𝑥𝑗
−

𝜕𝑈𝑗

𝜕𝑥𝑖
)

2

 
   

(26) 

Values of the closure coefficients, according to Launder and Spalding [66], are 

predefined as the default values for most of the popular CFD tools, such as ANSYS 

CFX, FLUENT, STAR CCM+, and PHOENIX, as below: 

𝐶𝜇 = 0.09, 𝐶𝜀1 = 1.44, 𝐶𝜀2 = 1.92, 𝜎𝑘 = 1, 𝜎𝜀 = 1.3  (27) 

2.3.2. Solver settings 

The RANS equations were solved using the commercial software ANSYS CFX, which 

uses an element-based finite volume discretization method. The pressure-velocity 

coupling was based on the Rhie-Chow interpolation by Rhie and Chow [67] while a co-

located grid layout was further implemented. The High Resolution Scheme was used for 

discretization of the advection terms while tri-linear shape functions were used to 

evaluate the spatial derivatives of the diffusion terms. For the near-wall treatment the 
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scalable wall function method was utilized for the 𝑘 − 𝜀 model. The convergence criteria 

of 10−5 was set for the root mean square (RMS) residual of all variables. 

2.3.3. Computational domain, grid, and boundary conditions 

A cylindrical computational domain, as shown in Figure 5(a), was considered for the 

sheltered buildings based on the proposed methodology by Mirzaei and Carmeliet [68] 

and AIJ guidelines [69]. ICEM CFD meshing package was used to create structured 

hexahedral mesh applying the blocking technique.  

A grid-sensitivity analysis was conducted for three different mesh numbers with 

3,131,090, 5,421,200, and 9,393,520 cells as coarse, medium and fine mesh 

configurations. Results showed a very negligible difference, less than 0.05%, between 

the prediction of the velocity profile around the target building and surfaced-averaged 

wind pressure over the windward and leeward façades for the medium and fine meshes; 

hence, the medium mesh configuration was selected for the study.  

 
 

(a) (b) 
Figure 5 (a) Computational domain and grid arrangement. (b) Vertical distributions of streamwise velocity, turbulent 

intensity, turbulent kinetic energy, and its dissipation rate for the real building model at the inlet section. 

 Number of the cells around the building block was 35×35×55 along its breath, depth, 

and height. An O-grid block with first-layer size of 0.01 𝑚 was used around the building, 

which was resulted to an average 𝑌+ ≤ 200 for the solid surfaces. No-slip boundary 

condition was considered for all solid walls. All solid walls were treated as smooth walls. 

Symmetric boundary condition was considered for the top boundary surface. Zero static 

pressure was applied at the outlet plane. Inlet boundary condition (see Figure 5(b)) for 

the streamwise velocity 𝑈(𝑧), turbulent kinetic energy (TKE) 𝑘(𝑧), and turbulent kinetic 

energy dissipation rate 𝜀(𝑧) were implemented for a neutral atmospheric boundary layer 

using the recommendations in AIJ guideline [69]: 

6𝐻 

15𝐻 

5𝐻 
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𝑈(𝑧)

𝑈𝐻
= (

𝑧

𝐻
)

𝛼

 
 

 

(28) 

where 𝑈𝐻is the free-stream wind velocity at the reference height 𝐻 and 𝛼 is the velocity 

profile exponent which is a function of terrain condition. The vertical profile of turbulent 

intensity 𝐼(𝑧) was estimated based on the proposed profile in [70]: 

𝐼(𝑧) =
𝜎𝑢(𝑧)

𝑈(𝑧)
= 0.1(

𝑧

𝑧𝑔
)(−𝛼−0.05) 

(29) 

where 𝜎𝑢(𝑧) is the RMS value of velocity fluctuation in the streamwise direction while 𝑧𝑔 

stands for the boundary layer thickness. In this study, an urban terrain with an exponent 

of 𝛼 = 0.22 and a boundary layer thickness of 𝑧𝑔 = 370 𝑚 was considered. The vertical 

profiles for TKE and 𝜀(𝑧) were then calculated using the below equations: 

𝑘(𝑧) = (𝐼(𝑧)𝑈(𝑧))2 (30) 

𝜀(𝑧) = 𝐶𝜇

1
2𝑘(𝑧)

𝑈𝐻

𝐻
𝛼 (

𝑧

𝐻
)

𝛼−1

 
(31) 

where 𝐶𝜇 denotes the model constant equals to 0.09. 

3. Result and discussion 

3.1 Results of the CFD model calibration 

The results of the experimental measurement by Tominaga and Blocken [1] were used 

for CFD calibration of the cross-ventilated building. The dimensions of the model 

building in the wind tunnel are close to the real building geometry with a scale of 1/25. 

The urban area density of the model and real buildings are equal to 𝐶𝐴 = 0.25. Details of 

the calibration process are presented in [45], hence a short description is provided here. 

The wind tunnel experiment was conducted to analyze the cross-ventilation of an 

unsheltered and sheltered building in an isothermal boundary layer wind tunnel. Target 

building (see Figure 6(a)) has a dimension of 𝐵 × 𝐷 × 𝐻 = 0.2 𝑚 × 0.2 𝑚 × 0.16 𝑚 with 

two openings of the similar size (0.092 𝑚 × 0.036 𝑚) on opposite walls, which is resulted 

to a window to wall ration of 10% similar the real building model. Eight similar cuboid 

buildings without opening surrunded the target building at a distance equals to the 

building width (𝐷). Location of the measurement points in the central vertical section of 

the building is also displayed in Figure 6(a). Flow data at these measurement points, 

including velocity and TKE, were used for the calibration of the closure coefficients of 

the standard 𝑘 − 𝜀 model.  



17 
 

For the CFD simulation of the scaled building model, a rectangular computational 

domain was considered. The rectangular domain was utilized because the wind tunnel 

measurements were conducted only for the normal wind angle. The domain width, 

length, and height were 2.6 𝑚 × 4.2 𝑚 × 0.96 𝑚. Boundary conditions were implemented 

at inlet boundary directly from the experiment, including the vertical profiles of the 

streamwise velocity and TKE (see Figure 6(b)). The default values and ranges of the 

closure coefficients for the calibration process are shown in Table 2. A total of 250 CFD 

simulations were executed during the calibration process. Simulations were conducted 

using an 8-core AMD® CPU processor, which took about 4 days.  

 

Dition 

 
(a)  (b) 

Figure 6 (a) Geometry of the mdel building and (b) the implemented boundary condition at the inlet section in the wind 
tunnel experiment 

Table 2 Default value and range of the closure coefficients for the parametric sensitivity study  

 𝐶𝜀1 𝐶𝜀2 𝜎𝑘 𝐶𝜇 

 

Standard value 

Ranges 

 

1.44 

1.0-1.5 

 

1.92 

1.5-3.2 

 

1.0 

0.8-1.4 

 

0.09 

0.05-0.15 

 

Two validation metrics, including 𝐹𝐴𝐶2 and 𝑁𝑀𝑆𝐸, were considered for the streamwise 

velocity and TKE at 63 measurement points in a vertical plane shown in Figure 6(a). As 

described in methodology section, both the mean and standard deviation values of the 

validation metrics were considered in the objective function. The maximum iteration for 

the optimization loop was set to 100 while a termination accuracy of 10−6 was 

considered for optimization convergence. The objective functions of 𝐹𝐴𝐶2 and 𝑁𝑀𝑆𝐸 

were considered to be respectively maximized and minimized during the optimization 

Measurement 

plane 
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process. An equal importance was considered for the mean and the standard deviation 

values of the validation metrics, hence a weighing factor of 1 was considered for 𝑤1𝑖
 

and 𝑤2𝑖
 in equation(6). The values of the scaling factors 𝑠1𝑖

 and 𝑠2𝑖
 were set to 1 for all 

objectives in this equation. 

The effectiveness of the optimization methodology can be discussed in terms of 

validation metrics as they were considered in the objective function definition. The 

predicted value of 𝐹𝐴𝐶2 for the velocity field increased from 0.12 for the standard 𝑘 − 𝜀 

model to 0.29 for the calibrated 𝑘 − 𝜀 model. The 𝑁𝑀𝑆𝐸 value for TKE field noticeably 

decreased from 49.4 for the standard 𝑘 − 𝜀 model with default closure coefficients to 9.8 

for the calibrated 𝑘 − 𝜀 model with optimized closure coefficients. It is worthy to note that 

the obtained value for 𝑁𝑀𝑆𝐸 it is still far from the ideal value of 0. As described in [45, 

47], it is mainly due to the inherent incapability of RANS models to capture the unsteady 

contribution of the TKE inside the street canyons. 

Both validation metrics for velocity and TKE, i.e. 𝐹𝐴𝐶2 and 𝑁𝑀𝑆𝐸 were insensitive to 

the variation of 𝜎𝑘. The optimum values of the closure coefficients, resulted in the 

highest mean value for the validation metrics with the lowest standard deviation, were 

found as follows:   

𝐶𝜀1 = 1.5, 𝐶𝜀2 = 3.2, 𝐶𝜇 = 0.141, 𝜎𝜀 = 0.294, 𝜎𝑘 = 1 (32) 

The streamlines at the vertical center plane inside the building model and the vertical 

profiles of the streamwise velocity at three streamwise locations inside the building 

model (
𝑥

𝐷
= 0.125, 

𝑥

𝐷
= 0.5, 

𝑥

𝐷
= 0.875) are shown in Figure 7 for the 𝑘 − 𝜀 model with 

default and modified closure coefficients while they are compared with the experimental 

results. In the case of the default closure coefficients, the velocity field inside the 

building model is not accurately simulated mainly due to the poor prediction of the 

momentum diffusion and TKE inside the upstream and downstream cavities around the 

target building, and also incorrect pressure difference estimation across the openings of 

the target building [45]. For the case of the modified coefficients the CFD model shows 

a considerable improvement in predicting the velocity field inside the target building. In 

the case of the calibrated 𝑘 − 𝜀 model with the modified coefficients, the velocity 

gradient is modeled more accurately than the default coefficients results at the 

windward opening (
x

D
= 0.125). The streamwise velocity at the upper part of the building 

is under-predicted for both models which is related to the inaccuracy of models in 

predicting the TKE at that region. It is due to the inherent incapability of steady RANS in 

reproducing the transient contribution of TKE for highly-transient phenomena such as 

the flapping jet and Kelvin-Helmholz instability [1, 44, 45].  
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(a)  

 

   
 inlet plane (

𝐱

𝐃
= 𝟎. 𝟏𝟐𝟓)  center plane (

𝐱

𝐃
= 𝟎. 𝟓)  outlet plane (

𝐱

𝐃
= 𝟎. 𝟖𝟕𝟓) 

(b)  
Figure 7 (a) Streamlines in the vertical center section of the building model. (b) Vertical distribution of the streamwise 

velocity inside the building at:  
𝐱

𝐃
= 𝟎. 𝟏𝟐𝟓,  

𝐱

𝐃
= 𝟎. 𝟓, and 

𝐱

𝐃
= 𝟎. 𝟖𝟕𝟓  

An airflow rate value of about 0.07 was measured by Tominaga and Blocken [1] by using the 

trace gas method while the airflow prediction by the standard 𝑘 − 𝜀 model was -0.0004. For the 

case of the calibrated model with modified closure coefficients, the non-dimensional airflow rate 

was estimated to be about 0.064, which is a quite closer number to the experimental result with 

an error than 8%.  

The calibrated  𝑘 − 𝜀 model was used for CFD modeling of the real geometry model to predict 

crossing airflow rate through the target building and estimate local velocity around it. In order 

to show the model improvement of the calibrated RANS model, in Figure 8(a), values of the 

surface-averaged wind pressure difference over the windward and leeward facades (∆𝐶𝑃 =

𝐶𝑃
𝑊𝑖𝑛𝑑𝑤𝑎𝑟𝑑 − 𝐶𝑃

𝐿𝑒𝑒𝑤𝑎𝑟𝑑) of the real building model is shown for different wind angles. Results 

are compared with experimental measurements for mean and extreme values conducted by 

Tamura [71]. The predicted values by the standard 𝑘 − 𝜀 model are out of the expected ranges 

reported in the experiment for wind angles less than 25⁰  and more than 60⁰ . The calibrated 

𝑘 − 𝜀 model shows a significant improvement in prediction of the surface wind pressure for all 

wind angles less than 70⁰. For wind angles larger than 70° the predicted values by the 

calibrated CFD model are very close to the minimum extreme values reported in the 

experiment. This is due to the fact that the CFD calibration process was done only for normal 
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wind angle. In Figure 8(b), variation of the non-dimensional airflow rate (
𝑄

𝐴𝑓𝑎𝑐𝑎𝑑𝑒𝑈10
) is depicted 

for the standard and calibrated 𝑘 − 𝜀 models. The deviation of two models in prediction of the 

airflow rate is more than 140% for normal wind angle. This deviation decreases at higher wind 

angles and reaches to a value about 4% for wind angle of 45⁰ . There is a pick in the airflow 

prediction by the standard 𝑘 − 𝜀 model in wind angle of 80⁰  which is not predicted by the 

calibrated model.  

The variation of the local velocity near the windward and leeward façades (see Figure 

4(b)) is shown for different wind angles in Figure 8(c). The difference between the local 

velocity predictions by the standard and calibrated 𝑘 − 𝜀 models is generally higher for 

the leeward façade than the windward façade. The highest deviation of the local velocity 

predictions for the windward and leeward façades are 75% and 330%, respectively, 

which are observed at wind angles of 65⁰  and 85⁰ . The variation of the local velocities 

near the roof and side walls showed the same trend, thus they are not shown here. The 

maximum deviations for the side wall and roof velocity predictions by the standard and 

calibrated 𝑘 − 𝜀 models were found to be about 11% and 160%, respectively, which 

were occurred at wind angles of 10⁰  and 30⁰ .     

 The calculated local velocities near the building walls were used in the CHTC model by 

[60] to estimate the CHTCs over the outer surfaces as shown in Figure 8(d). The trend 

is similar to the one estimated for the local velocity (see Figure 8(c)) with a maximum 

deviation of about 78% for wind angle of 65⁰  near the windward façade and a value of 

124% for the leeward façade at 85⁰  wind angle.  
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(a) (b) 

  
(c) (d) 

Figure 8 Variation of (a) the surface-averaged wind pressure difference, (b) non-dimensional airflow rate, (c) local velocity, 
and (d) CHTCs versus wind angle by the standard and modified 𝒌 − 𝜺 models for the small office building model  

3.2 BES model calibration results 

Results of the calibrated CFD model was used to calibrate the BES model of the office 

building through introducing an adaptive discharge coefficient (𝐶𝐷
∗ ) and local velocity 

(𝑈𝑙𝑜𝑐𝑎𝑙) (see Figure 3) which are functions of urban area density and wind angle. The 

calculated values for the adaptive discharge coefficient were passed to the AFN model 

embedded in the EnergyPlus model while local velocities were used to define new 

CHTCs and replaced the default values in the EnergyPlus surface heat balance 

Manager Module. As depicted in Figure 9(a), a constant value of 0.7 is used for 

discharge coefficient as the default value in the AFN model. But, the effects of the 

surrounding building, opening position, and wind angle can be considered in the 

developed adaptive discharge coefficient. For the considered building geometry the 

𝐶𝐷
∗  rises from 0.67 to 0.8 when wind angle increases from 0⁰  to 20⁰ , but it decreases 
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uniformly to a value of 0.5 for wind angle of 65⁰ . After a small pick around 75⁰ , the 

𝐶𝐷
∗  decreases to 0 for wind angle of 90⁰ . The variation of non-dimensional airflow rate  

(
𝑄

𝐴𝑓𝑎𝑐𝑎𝑑𝑒𝑈10
) versus the wind angle is shown in Figure 9(b) for default and calibrated 

EnergyPlus models. For the EnergyPlus model with default setting, a constant value of 

0.7 was considered for the discharge coefficient while wind surface pressure over the 

façades were calculated using the embedded correlation in the AFN given by Swami 

and Chandra [72]. For the calibrated EnergyPlus model the adaptive discharge 

coefficient (𝐶𝐷
∗ ) from the calibrated RANS model and wind surface pressure coefficients 

from [19] were passed into the AFN model for crossing airflow rate calculations. The 

estimated airflow rate by the default EnergyPlus model remains constant around a value 

of 0.32 for wind angles between 0⁰  and 60⁰ , but it decreases dramatically for larger 

wind angles and hits a minimum of zero for wind angles of 90⁰ . The prediction values 

by the calibrated model are pretty lower than the default model, which is due to the 

sheltering effects of the surrounding buildings that are considered in the calibrated 

model in contrast to the default model where no sheltering effects were included. For 

normal wind angle, the predicted values for the airflow rate are 0.32 and 0.24 for the 

default and calibrated models, respectively, which result to a deviation of about 25% 

between the two models. The highest deviation between the airflow rate predictions by 

the default and calibrated models is found at 60⁰  wind angles which is about 45%.  
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(c) Y-range to be cheked (d) 

Figure 9 Variation of (a) the opening’s discharge coefficient, (b) non-dimensional airflow rate, (c) local velocity, and (d) CHTCs 
over the windward and leeward façades for the small-office building by the default and calibrated EnergyPlus models   

In Figure 9(c), the local velocity (
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
) near the windward and windward façades are 

shown as a function of wind angle for default and calibrated EnergyPlus models and the 

model proposed by Liu and Harris [60]. In the default EnrgyPlus model, the local 

velocity is a function of the reference velocity at the metrological weather station (𝑈10) 

and the terrain type; hence its value doesn’t vary with wind angle. The predicted value 

by the default EnergyPlus model is 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.65 which is equal for the windward and 

leeward façades. The predicted values of local velocity by Liu and Harris [60] over the 

windward and leeward façades do not change with wind angle and are respectively 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.26 and 

𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.21. These values are significantly lower than the predictions 

by the default EnergyPlus model which is due to the sheltering effect by the trees and 
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nearby buildings in the experimental measurement by Liu and Harris [60]. The local 

velocity predictions by the calibrated EnergyPlus model are close to the estimated 

values by the Liu and Harris [60] model for wind angles lower than 20°. For the modified 

EnergyPlus model, the local velocity over the windward façade increases slowly from 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.18 at 0° wind angel to 

𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.44 at 50° wind angle. Then, it rises rapidly and 

hits a maximum value of 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.86 at 75° wind angle.  The estimated local velocity 

over the leeward façade is less sensitive to the wind angle variation and it change from 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.18 to 

𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.23 for wind angles between 0° and 50°. It declines to a 

minimum value of 
𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.1 at wind angle of 80°, then surges to 

𝑈𝐿𝑜𝑐𝑎𝑙

𝑈10
= 0.45 at wind 

angle of 90°, which is exactly equal the local velocity over the windward façade at this 

wind angle. The difference between the local velocities near the windward and leeward 

façades reaches to its maximum value at wind angle of 75⁰ .  

The CHTC variation against the wind angle is depicted in Figure 9(d), where results of 

the default Energyplus model based on the DOE-2 correlation are compared with the 

results of the calibrated EnergtPlus model which is based on the modified correlation by 

Liu and Harris [60]. The CHTC prediction for the windward façade obtained by the 

default EnergyPlus model is about 11.89 for wind angles between 0⁰  and 75⁰ , but it 

surges to a value of 17.60 for larger wind angles. The CHTC prediction by the default 

EnergyPlus for the leeward façade is about 17.56 and it remains constant for all wind 

angles. In the calibrated EnergyPlus model, the effects of the sheltering condition were 

included in the CHTC correlation, through the local velocity definition. The value of the 

calibrated EnergyPlus model prediction for the windward façade’s CHTC increases 

uniformly from 13.45 to 54.15 when wind angle increases from 0⁰  to 75⁰ . Then, it 

decreases rapidly to a value of 28.8 for 90⁰  wind angle. The predicted values for the 

leeward façade are lower than the windward façade, which is directly related to the 

higher velocity distribution around the windward façade in comparison with the leeward 

façade. The CHTC of the leeward façade increases from a value of 11.51 at 0⁰  to 16.03 

at 35⁰ wind angle where the prediction is very close to the results of the default 

EnergyPlus model. The highest CHTC is predicted at 90⁰ which hits a value of 24.01.  

The deviations in the airflow rate and CHTC estimations by the default and calibrated 

EnergyPlus models resulted in noticeable difference between the cooling energy and 

energy saving estimations for the cross-ventilated building. This will be discussed in the 

next part in more details. 
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3.3 Cooling energy and energy saving potential for the cross-

ventilated office building 

In Figure 10, variation of the maximum cooling load of the small office building is plotted 

against the wind angle using the default and calibrated EnergyPlus models. For the 

default EnergyPlus model a constant discharge coefficient value equals to 0.7 was 

considered for cross-ventilation calculations in the AFN model while the DOE-2 model 

was utilized for CHTC estimations of the outer walls. In the calibrated model, the 

adaptive discharge coefficient 𝐶𝐷
∗  alongside the modified CHTC correlation by Liu and 

Harris [60] was used. The predicted maximum cooling load by the default EnergyPlus 

model is significantly lower than the one predicted by the calibrated model. For the 

default EnergyPlus model, a maximum cooling load of 11.4 × 105 𝐽 is estimated at 

normal wind angle while this value remains almost constant for larger wing angles up to 

60⁰ . The maximum cooling load of the building model then uniformly rises and hits a 

value of 48.3 × 105 at 90⁰  wind angle. The relatively small variation of the maximum 

cooling load for wind angles between 0⁰  and 60⁰  is related to the very low variation of 

the crossing-airflow rate calculated by the default EnergyPlus model in this wind angle 

range (see Figure 9(b)). At higher wind angles than 60⁰ , the crossing airflow rate 

through the building decreases rapidly (see Figure 9(b)), which results in a noticeable 

increase in the value of the cooling load. At wind angle of 90⁰ , the crossing airflow rate 

is at its minimum, thus the highest cooling load is estimated in this wind angle to 

maintain the internal temperature at its defined set point. The estimated maximum 

cooling load by the calibrated model at normal wind angle is 21.2 × 105𝐽, which is 85% 

larger the cooling load estimation by the default EnergyPlus model. This is due to 

airflow reduction caused by the sheltering effects of the surrounding buildings, which is 

not considered in the default EnergyPlus model. The value of the maximum cooling load 

by the calibrated model decreases slightly at 20⁰  but after that it surges uniformly and 

hit a maximum value of 48.9 × 105𝐽 for wind angle of 90⁰ . The highest deviation 

between the default and calibrated EnergyPlus models is observed at wind angle of 60⁰  

with a value of 230%. The deviation between the two models decreases for higher wind 

angles because of the reduction of the crossing airflow rate which consequently reduces 

the effect of the cross-ventilation on cooling load demand reduction.      
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Figure 10 Maximum cooling load of the office building as a function of the wind angle by the default and calibrated 

EnergyPlus models 

In Table 3, the energy saving potential (see equation (19)) due to the cross-ventilation is 

shown for different cases to demonstrate the effectiveness of the proposed calibration 

method for accurate estimation of the thermal performance of a cross-ventilated building 

under the microclimate interactions. Five different cases are considered, including 

Case_1, in which the default EnergyPlus model was used with 𝐶𝑃 from [72] (AFN 

default), constant 𝐶𝐷 = 0.7 for all wind angles, and DOE-2 model for CHTC calculations 

over the outside surfaces, Case_2 which is similar to Case_1 but TARP correlation is 

used for CHTC calculations, Case_3 which is again similar to Case_1 but CHTCs were 

calculated using the original model by Liu and Harris [60], Case_4, in which the 

calibrated BES model is used with adaptive discharge coefficient and modified CHTCs 

calculated by the standard 𝑘 − 𝜀 model with default closure coefficient, and Case_5, in 

which the calibrated EnergyPlus model was used with adaptive discharge coefficients 

and modified CHTCs from the calibrated  𝑘 − 𝜀 model. 

The predicted energy saving for Case_1, i.e. default EnergyPlus model with DOE-2 

model, remains constant at a value of about 77% when wind angle rises from 0⁰  to 

65⁰ . After that, the energy saving of the cross ventilation dramatically drops and 

reaches a minimum value of about 0% for wind angle of 90⁰ . At wind angle of 90⁰ , the 

crossing airflow rate is near zero; hence, the energy saving potential of the cross-

ventilation reaches to zero. The trend of the energy saving obtained for case_2, which is 

based on default EnergyPlus settings and TARP model, is very similar with the 

Case_1’s trend, but lower values for the energy saving is predicted for this model. The 

energy saving prediction for Case_2 is about 70% for wind angles in the range of 0⁰  

and 65⁰ . The difference between the Case_1 and Case_2 is due to the different 
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CHTCs over the outside surfaces, which results in different convective heat fluxes 

across the façades.   

Table 3 Energy saving variation of the cross-ventilation versus wind angle for the small office building 

wind angle 

Case_1 
Default EP & AFN 

𝐶𝐷 = 0.7, 
CHTCDOE-2 

Case_2 
Default EP & AFN 

𝐶𝐷 = 0.7, 
CHTCTARP 

Case_3 
Default EP & AFN 

𝐶𝐷 = 0.7, 
CHTCLiu & Harris 

Case_4 

Calibrated EP & AFN 

𝐶𝐷
∗  & CHTCs from 

Standard 𝑘 − 𝜀 

Case_5 

Calibrated EP & AFN 

𝐶𝐷
∗  & CHTCs from 

Calibrated 𝑘 − 𝜀 

0.0 77.4 70.3 78.4 23.7 57.5 

5.0 77.1 70.0 78.2 24.9 57.2 

10.0 76.8 69.8 77.9 27.5 58.0 

15.0 75.8 68.9 76.9 34.0 58.6 

20.0 75.6 68.7 76.6 40.9 59.8 

25.0 75.3 68.4 76.3 44.7 59.2 

30.0 75.0 68.2 76.1 47.5 56.7 

35.0 75.7 68.8 76.8 48.0 53.2 

40.0 76.4 69.4 77.5 47.1 49.2 

45.0 77.1 70.1 78.2 42.8 44.4 

50.0 77.8 70.7 78.9 36.3 38.8 

55.0 78.5 71.3 79.6 29.0 33.0 

60.0 79.2 71.9 80.3 22.0 27.7 

65.0 72.5 65.8 73.5 15.8 23.3 

70.0 65.1 59.1 65.9 13.7 19.6 

75.0 56.6 51.4 57.4 16.5 16.0 

80.0 47.3 42.9 47.3 15.0 10.4 

85.0 34.1 30.9 34.1 7.7 4.0 

90.0 0.5 0.5 0.2 0.2 0.0 

 

For Case_3, in which default EnergyPlus model with original CHTCs by Liu and Harris 

[60] is used, the trend of the energy saving versus wind angle is very similar to the 

Case_1 which is based on default EnergyPlus settings and DOE-2 model. The values of 

CHTCs for the windward and leeward façades are very close for DOE-2 and Liu and 

Harris model; hence a very close energy saving is predicted by these two models.  

In Case_4, in which the EneryPlus model was calibrated using the standard 𝑘 − 𝜀 

model, lower energy saving are predicted for all wind angles than Cases 1, 2, and 3. 

The energy saving estimation rises from 23.7% to 48% for wind angles between 0⁰  and 

35⁰ . Then, it decreases to a value of 13.7% at 70⁰  wind angle. After a small pick at 

75⁰  wind angle, the energy saving decreases uniformly to 0 at 90⁰  wind angle. When 

the calibrated 𝑘 − 𝜀 model was utilized to calibrate the EnergyPlus model, i.e. Case_5, 

the values of the energy saving changed significantly in comparison with the prediction 

values in the Case_4, in which the standard 𝑘 − 𝜀 model was utilized for BES model 

calibration. For wind angle of 0⁰ , an energy saving of about 57.5% is predicted by the 
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calibrated model which is about 34% larger than the prediction by Case_4. Energy 

saving remains nearly constant up for wind angles up to 25°, but it drops uniformly as 

the wing angle elevates. At wind angle of 45°, the calculated energy saving is about 

49.2% which is very close to the predicted value in Caes_4. 

The highest deviation between the energy saving predictions by the default EnergyPlus 

model (Case_1) and the calibrated EnergyPlus model (Case_5) is about 51% which is 

seen for wind angles between 60° and 65°. At these wind angles, the deviation between 

the models predictions for airflow rate (see Figure 9(b)), local velocity (see Figure 9(c)), 

and CHTCs (see Figure 9(d)) are significantly large, hence different cooling energy was 

obtained by the default and calibrated models (see Figure 10) which was resulted in 

such a high deviation in the energy saving predictions. These results show that the 

application of BES tools and RANS CFD models with default settings could result in 

significant error in estimation of the flow properties distribution inside and outside a 

building and miscalculation of building thermal performance under the microclimate 

interactions in urban areas.                       

4- Conclusion 

A framework for model improvement of the building thermal performance under the 

urban microclimate interactions was proposed which is based on the calibration of the 

BES and CFD models. In the proposed framework, different experimental and numerical 

data were integrated in order to calibrate the BES and CFD models using statistical 

methods, stochastic optimization, and model approximation techniques. For CFD model 

calibration, proper validation metrics from experimental measurement were defined and 

then were passed to a stochastic optimization process where the PDF of the closure 

coefficients of the RANS turbulence model were treated as random (uncertain) 

variables. The stochastic optimization was coupled to a Latin Hypercube Sampling 

model to generate and optimize the statistical variation of the validation metrics in a way 

that the best agreement between the numerical and experimental data was achieved. 

The calibrated closure coefficients were used to conduct a series of CFD simulations for 

the real-geometry building model. Results of the calibrated CFD model, including wind 

velocity near the façades, the crossing airflow rate through the openings, and 

experimental data from a wind tunnel campaign for surface wind pressure were then 

passed into a BES model. An approximation model based on RBF models was utilized 

to define a series of modified input parameters for the BES model, including adaptive 

discharge coefficient, modified CHTCs correlations, and local surface wind pressure 

coefficients over the building façades. The calibrated BES model was then used to 

calculate thermal performance of the building under the urban microclimate interactions. 

The proposed framework was applied for analyzing the thermal performance of a small 

cross-ventilated office building which was surrounded by 8 buildings in a regular 
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arrangement with an urban area density of 0.25. Two different experimental 

measurements from literature, including a wind tunnel measurement of a sheltered 

cross-ventilated building mode and a wind tunnel experiment over sealed-body models, 

were used for CFD and BES calibrations. Results showed that application of BES 

models with default settings and CFD models with default closure coefficients could 

result in unreliable outputs and miscalculate important parameters such as cooling load 

and energy saving potential of cross-ventilation for sheltered buildings in urban areas. 

The following finding can be addressed as the main conclusion of this study: 

- Despite the fast growing application of BES and CFD coupling methods for urban 

studies, the accuracy of the models still need more consideration and definitely proper 

model improvement is necessary for building thermal performance calculation in dense 

urban areas. 

- Application of steady RANS models with default closure coefficients for airflow 

analysis around the buildings in dense urban areas should be done with more caution, 

because the default closure coefficients were obtained based on classical flows and 

empirical models which are not appropriate for ABL flow over the buildings in urban 

areas.  

- The prediction accuracy of the calibrated RANS model showed significant 

improvement in calculation of the crossing airflow rate and surface wind pressure over 

the windward and leeward facades of a sheltered building. 

- For the considered small office, the deviation between the airflow predictions by the 

standard and calibrated 𝑘 − 𝜀 models is a function of the wind angle and hits a 

maximum value of 45% at 60° wind angle.  

- The deviation of the standard and modified 𝑘 − 𝜀 models in prediction of the air 

velocity near the windward and windward façades changed with wind angle which was 

resulted in different CHTCs with up to 60% difference. 

- The EnergyPlus and AFN models with default settings miscalculated the crossing 

airflow rate, surface wind pressure coefficients, façades velocity and CHTC with a 

maximum deviation up to 330% relative to the results of the calibrated CFD model.  

- The highest deviation in prediction of the building’s maximum cooling load by the 

default and calibrated EnergyPlus models was found at wind angle of 60⁰  with a value 

of 230%. 

- Calculation of the energy saving potential of cross-ventilation by default EnergyPlus 

resulted in very different values in comparison with the results obtained by the 

calibrated model with a maximum deviation of about 51%. 

It is worthy to note that, the utilized wind tunnel experiments for calibration of the CFD 

model was conducted for normal wind angle, hence to achieve a more precise CFD 

calibration process further wind tunnel measurements are required to measure the 

airflow properties inside and outside the buildings at different wind angles. Future works 
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will be focused to extent the proposed methodology for other wind angles than the 

normal one and also to consider the sheltering effects for different urban area densities 

than 0.25.  
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