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Abstract
We examine travelling wave solutions of the partial differential equation
u; = tyy + u(l — u x @) onamoving domain x < L(#), where u * ¢ is the spatial
convolution of the population density with a kernel ¢(y). We provide asymptotic
approximations of the resulting travelling waves in various asymptotic limits
of the wavespeed, the non-local interaction strength, and the moving bound-
ary condition. Crucially, we find that when the moving boundary has a weak
interactive strength with the population density flux, there can be two different
travelling wave solutions that move at the same wavespeed.

Keywords: Fisher’s equation, non-local differential equation, Stefan condition,
moving boundary problem

(Some figures may appear in colour only in the online journal)

1. Introduction

Travelling waves arise in a wide range of reaction—diffusion models [1-13], whereby the con-
centration of a particular species, u(x, f) moves across the one-dimensional domain x € R ata
constant wavespeed ¢ for time # > 0. One of the most commonly employed reaction—diffusion
model that exhibits travelling waves is the FKPP model [2]:

Uy = Uy +u(l —u), —oo<x < oo.
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This reaction—diffusion model, which we will refer to as the diffusive logistic model for neu-
trality [8], combines logistic growth with linear diffusion and exhibits travelling wave solu-
tions with a wavespeed ¢ > 2 [1]. The speed of the associated travelling wave is unique and
exclusively depends on the choice of the initial conditions.

More recently, there has also been particular interest in extending the diffusive logistic
model with new model elements. For instance, one modification that has been made is to con-
sider travelling waves that evolve behind a moving boundary instead of on the entire real line
[7-11]:

U = Uy +u(l —u), —oo < x < L(1).

Here, the moving boundary L(f) moves at a speed proportional to the population flux at the edge
of the travelling wave. This model extension gives rise to sharp-fronted semi-infinite travelling
waves [7—11, 13] that exist for wavespeeds ¢ € [0,2). The incorporation of a sharp-fronted
travelling wave is particularly appealing to applications in mathematical biology, in which the
‘edge’ of a moving population is known to be at a finite position in time [9—11]. Another recent
extension of the diffusive logistic model is the incorporation of a non-local reaction term [12]:

Uy = Uyy +u(l —uxg@), —oo<x < o0.

The non-local convolution operator, u * ¢, represents the influence of the non-local (i.e.,
global) interactions within a population. Based on the choice of the kernel ¢, the non-local
diffusive logistic model can give rise to spatial patterning within a travelling wave and other
non-monotone travelling waves [12], while the range of wavespeeds remains consistent with
the diffusive logistic model: ¢ > 2. While both extensions of the diffusive logistic model have
their individual merits, the combination of a non-local diffusive logistic model with a moving
boundary has yet to be considered.

In this work, we examine travelling wave solutions of a non-local diffusive logistic model
with a moving boundary. We provide asymptotic approximations of the resulting travelling
waves in various asymptotic limits of the wavespeed, the non-local interaction strength, and
the moving boundary condition. Crucially, we find that when the moving boundary has a weak
interactive strength with the population density flux, there can be two different travelling wave
solutions that move at the same wavespeed.

2. The non-local moving-boundary model

We consider the non-dimensional partial differential equation (PDE) that describes the popu-
lation density u(x, #) with a moving boundary condition at x = L(?):

U = Uy, +u(l —uxg), —oo<x <L), (1)
Li?? ux,) =1, u(L(@®),?) =0, ()
Lty = =pdau(x, D) yy->  LO) = Lo. 3)

The moving boundary condition relates the speed of the moving front, L(t), to the concentration
flux, —0,u(x, 1), via the constant p > 0. The non-local operator, u * ¢, is defined as

5 LfE (y—x\
u* ¢ :/ o(Mu(x + Ay, )dy = X/ ¢<T>”(Y, ndy, A>0, @
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where the kernel ¢(x) is continuous, symmetric, positive, decreasing for x > 0, and normalised
such that

/ P(y)dy =1, (5)

so that we can expect solutions with # — 1 as x — —o0.

To examine the behaviour of travelling wave solutions of (1) with constant wavespeed c,
which numerical solutions suggest are generated by positive initial conditions with sufficiently
large compact support [9-11], we let u(x, 1) = U(x — Ly — ct) := U(z) and transform the PDE
into an ordinary differential equation (ODE):

" / 1 0 5} -z =
U'(2) +cU(2)+ U(z) {l — X/ qﬁ(A)U(y)dy] =0, (6)
lim U@ =1, UO)=0, U©0)= —%. (7

The travelling wave coordinate z = x — L(#) = x — Ly — ct is shifted in x by Ly so that it sat-
isfies (3). Furthermore, by noting that the moving boundary and the travelling wave move at
the same wavespeed, we have that L(7) = ¢ and therefore obtain the derivative condition stated
in (7) by rearranging the moving boundary condition shown in (3).

2.1. Asymptotic analysis for A < 1

If the non-local lengthscale is much smaller than the diffusion lengthscale, we have that A < 1.
In this case, we can construct an asymptotic approximation of the solution to (6) and (7) by
performing a regular asymptotic expansion in powers of & := \’:

U(z) ~ Ze"Un(z), c~ Z £"cy. (8)
n=0 n=0
Noting that ¢(y) is an even function, we can expand the non-local operator U * ¢ as
Usd~ YD ekagUp), ©)
n=0 g=0
where
d*

1 o0
o= o [ 00Ny and UPQ) = U0 (10)

dz?e

It can therefore be shown that two-term asymptotic series can be constructed via the following
ODEs:

o(): U+ coU)+ Up(1 — Up) =0,

: / (11)
lim Up() =1, Uo(0)=0, co=—ply0),
7——00
O(e): L[U] = —ClU(/) + sz()U”,
(12)

lim Ui =0, Ui0)=0, ¢ =—pUj(0).

3
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Here, the linear operator L[U,]:=U!+ coU, + (1 —2Up)U, persists at all powers
of €",n > 1. By taking an additional derivative of (11) with respect to z, it immediately follows
that L[U{)] = 0, and hence Uj, is a homogeneous solution of L[U,] = 0. Thus, by introducing
the change of variables U, = U}V, and multiplying (12) by the integrating factor U, e0?, we
have that (12) becomes

!
o@:  [e () Vi] = Upen [~y + koUUy)
(13)
lim Ui(z) =0, U(0)=0, ¢ =—pU(0).
Z——00

2.1.1. Small-;s reduction. In the small-\ approximation of equations (6) and (7), we note that
the leading-order approximation (11) reduces to the ‘Fisher—Stefan model’ (cf [9-11]). As
shown in [9, 11], there is, in general, no analytical solution of (11) unless ¢y = 0. From (7), we
expect that ¢ < 1 when p < 1, so we can make use of the analytical solution by considering
the case y < 1. Specifically, we write ;1 = \2fi, in which case we expect ¢ and 1 to be O(\?)
as A — 0, i.e. ¢co = 0. In this limit, (11) becomes

Ul + Uy(1 — Up) = 0,

14

lim U@ =1 U0 =0. ¢ = U0, e

Z——0Q
and can be solved by means of the first integral method:

20y + 1

Us = Wy — Dy =%, (1)

implying that
3 2

Up(z) =1-— 3 sech”[6(2)], (16)

where

0(z) = % — sech™! <\/§> = w. (17)

Next, the ODE for U;(z) becomes
ﬁ[Ul] = —ClU6 + szoUN,

18
lim Uiz)=0, U (0)=0, cy=—nU,(0). (18)
z——00

By integrating twice and imposing the boundary conditions in (18), we obtain our correction
term for A < 1:

3k — c1(9 +2v/3) n

3
Ul(Z):—Z[ 5

c — kz)z] tanh 6 sech” 6

— SL[@ = Ve + 3(tanh 6+ 1)(S anh 6 - 3)] - 31_"62 sech? 6(10 — 9 sech? 6).

19)
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Furthermore, by evaluating the derivative conditions in (14) and (18), we find that

c _ " cr = fi ﬁ_ﬂ (20)
1 — \/g, 2 =M 4\/§ 15 Hl,
implying that
et 5 [ k  9-2V3. 5l Nk 9-2V3 p
=—F=+¢ —_— 4+ 0E’) = —=+ ——— + O(N°).
¢ /3 u<4\/§ 5 M () 5 T H 43 5 M (A”)
(2D
We also note that there is a critical value, ;1 = p*, with
5ky\2 2
f= 0 %0391k 0% 22
12 12\/_—8 2 ( )

for which the correction to the wavespeed is O(\%), not O(\%).

2.1.2. Comparison with small-.. asymptotic solutions of the Fisher—Stefan model. In the pre-
vious subsection, we determined the small-x asymptotic solution of the small-\ regime of (6)
and (7). In particular, the leading-order solutions of the non-local ODE and its local counter-
part, with ;4 < 1, sometimes referred to as the Fisher—Stefan model (cf [9-11]), are identical.
It is therefore natural to compare the correction term of the asymptotic solution, U;(z) shown
in (19), with the correction term of the Fisher—Stefan model with p < 1. With reference to
[9], the small-wavespeed asymptotic solution of the Fisher—Stefan model is determined by
assuming that © < 1, as A does not appear in the Fisher—Stefan model (and thus, k, = 0). By
expanding U(z) and the wavespeed c in terms of 1,

U(z) = Up(2) + pUy(2) + O(p), c=cip+ e’ + o), (23)

we obtain the following ODEs:

o():  Ug+ Ug(l — Uy =0,
dim U@ =1, Up(0) =0, 1= —-Up(0), (24)
O(u) . [:[Ul] = —C1U6,
lim Ui(z) =0, Ui(0)=0, ¢ =-Uj0). (25)
z——00

By comparing (24) and (25) to (14) and (18), we confirm that the asymptotic approxima-
tion terms for U(z) in the non-local, small-;; model are identical to the small-;, Fisher—Stefan
approximation terms with k; = 0 and & = 1. We also note that the small-1 correction to trav-
elling waves arising in the Fisher—Stefan model, U;(z) in (25), has not been previously stated
in the literature. However, we emphasise at this point that while the ferms in each asymptotic
approximation are identical, the asymptotic series themselves are different: (14) and (18) arise
from asymptotic expansionsin A and u, while (24) and (25) arise from an asymptotic expansion
in p alone.
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3. Numerical solutions

In order to compare solutions of (6) and (7) with the asymptotic approximations developed
above, we describe a simple numerical method for solving (6) and (7). Firstly, we truncate
the domain of solution to —¢ < z < 0, with £ > 0, and assuming that U = 1 for z < —¢. We
therefore approximate the convolution term in (6) as

L0 (y=z\, o Ly 1 (y—z\
o5 pow i [ (P e g [ o255 o

(26)

For the remainder of this work, we will focus on two specific kernel functions: ¢p(y) = ®.(y)
and ¢(y) = ®,(y), which are given by

1 ! 1 1y
=z )= 5oze 7,

The notation for these kernels is chosen to be consistent with the notation introduced in
[12]. For these two choices of kernels, the first integral in (26) can be computed analytically.
Next, we discretize the domain of solution, —¢ < z < 0, at N equally-spaced points, z = z; for
i=1,2,...,N.All derivatives in (6) and (7) are evaluated using central finite differences. The
second integral in (26) is evaluated using 16-point Gaussian quadrature for z; < z < z;4+1, with
U assumed to vary linearly between z = z; and z = z;4.;. Numerical experiments suggest that
this accurate representation of the kernel leads to greater accuracy in the solution for some ker-
nels, and the overhead from using this many quadrature points is not excessive. The resulting
set of nonlinear algebraic equations for the unknowns U(z;) and c, for fixed values of p and A,
is solved using £ solve in MATLAB. Parameter continuation in (x, A) space can then be used
to explore the solution space.

Although unsteady solutions of initial value problems associated with (1)—(3) are not the
main focus of the present paper, for completeness we also adapted the numerical scheme
described above to study time-evolving solutions. In figure 1, the initial condition of U(x, 0) =
1 —e”* is used to mimic the qualitative features of a travelling wave, and Euler timestepping
is used to update the solution. As is expected from similar analyses (see [9—11]), we see in
figure 1 that the numerical solution approaches the travelling wave solution with no evidence of
any temporal instability. Consequently, the interest of this non-local moving-boundary model
continues to lie in the structure of the travelling wave solution and less in the evolution of a
temporally unsteady solution.

3.1. Comparison with small-\ asymptotic solutions

Using the methods outlined above, we now compare the asymptotic approximations of the
non-local moving-boundary model with numerical solutions. In particular, we note that for
both choices of kernels, ®; and &, the second moment is k&, = 1 and therefore both two-
term asymptotic approximations will be identical to one another. As such, we will focus on
presenting comparisons between the asymptotic approximations and ¢ = ®; for the remainder
of this section.

In figure 2(a), we compare the numerically-calculated solution and the leading order asymp-
totic approximation, shown in (16), for A = 0.1. We see excellent agreement between the two

6
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Figure 1. Numerical solution of the initial value problem (1)-(3), with u =1,
A =100, ¢ = P, and initial conditions U(x,0) = 1 — e*, Ly = 0. The solution U(x, 1),
shown at r =0, 10, ..., 100, tends to a stable travelling wave solution with constant
wavespeed ¢ ~ 0.3184.
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Figure 2. (a) Comparison of the asymptotic leading-order solution, Up(z), with the
numerical solution for i =10, A = 0.1, and ¢ = ®,. Smaller values of i have a
stronger agreement with Uy(z). (b) Comparison of the asymptotic correction term, U;(z),
to the numerical solution correction term, A"2[U(z) — Uy(2)], for o =20.1, 1 and 10.

solutions when /i = 10, and the agreement is even stronger for smaller values of fi. Addition-
ally, we see in figure 2(b) that the agreement with the correction term in the asymptotic solution,
Ui(z), is also excellent.

We can also compare the numerically-calculated value of the wave speed, ¢, and the asymp-
totic expression (21) for small values of \ (figure 3). Again, we see excellent agreement for
both o = A\? and p = p*, as given by (22). These numerical results confirm that the correc-
tion to the wavespeed approximation is O(A\*) for ; # p* and O(\®) for ;1 = p*. When the
correction to the leading-order expression is less than 10~ in absolute value, we cannot eas-
ily calculate a sufficiently accurate numerical solution for A < 1. As such, any discrepancies
appearing in figure 3 for very small values of A\ are due to numerical error rather than the
asymptotic approximations themselves.
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Figure 3. Comparison between the numerical and asymptotic calculations of the
wavespeed correction (21) for (a) = A% and (b) =~ 0.391)2, as given by (22).
Both figures use the kernel ¢ = &4, for which k, = 1. Note that the broken line in (b),
)\6, is used to demonstrate that the correction to the wavespeed is 0()\6), as predicted
by (21).

—p=01 —4=01
4=025 1 =0.25

Figure 4. The numerically-calculated wavespeed ¢ as a function of A for various values
of yand (a) ¢ = &) (b) ¢ = D

3.2. Solutions for larger \

We conclude by briefly presenting some numerical solutions for larger values of A\. As shown
in [12], we expect that for A > 1, the travelling wave profiles are strongly dependent on the
choice of kernel; as such, we will consider the kernels ¢ = ®; and ¢ = @, separately. In
figure 4(a), we see that for the kernel ¢ = P, the wavespeed decreases monotonically as A
increases, for sufficiently large values of y, but for smaller values of ;1 < 1 the wavespeed
has a maximum at some finite . This fact demonstrates for that smaller values of , there
are two values of A that produce two different travelling wave profiles that move at the same
wavespeed. For all values of p investigated, it would appear that ¢ — 0 as A — oo, with some
(numerical) indication that p ~ 0(/\’0'3). While the ¢(A, p) curves are different for the kernel
¢ = D (figure 4(b)), the aforementioned qualitative traits continue to hold.

While the influence of A and p on the wavespeed provide similar qualitative traits for both
kernels, the shape of the travelling waves themselves can vary drastically. As discussed in
[12], linear theory can describe the oscillatory form of the far field as z — —oo. However, the
formation of distinct spikes and their location is controlled by the regularity of the kernel at

8
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Figure 5. The travelling wave solution, U(z), for it = 1 and A\ = 103 for (a) ¢ = @, (b)
¢ = .. Note that the axes in each subfigure differ from one another.

the origin in a highly non-trivial manner [12] and is beyond the scope of the present paper.
With reference to figure 5, we note that for A = 1000 and p = 1, the kernel ¢ = ®; produces
a travelling wave with a large maximum near z = 0, with oscillations rapidly decaying to the
far-field condition of U = 1. Conversely, for the same value of A and p, the kernel ¢ = &,
produces multiple spikes behind the wavefront. Both of these qualitative features are identical
to those analysed for A >> 1 in [12] for the infinite-domain version of this problem (i.e., U — 0
as z — o0). Indeed, the analysis of the structure of the solution proceeds in exactly the same
way except close to z = 0, where we would need to apply the boundary conditions U = 0 and
U0) = —c/u.

While the modification of infinite travelling waves to semi-infinite travelling waves may
seem minor, and that we should be able to find the full asymptotic solution of A > 1 as in
[12], the situation is not as simple as it first appears. The first technical difficulty is that in
the semi-infinite domain, the wavespeed associated with a particular travelling wave solution
is determined globally; in contrast, for the infinite domain problem, the minimum wavespeed
is ¢ = 2 and is determined locally in the same way as in the local diffusive logistic equation.
This means that the asymptotic solution in the wavefront must be carefully matched to a solu-
tion valid up to z = 0 to determine the leading-order wavespeed. This leads us to our second
difficulty: unlike in [12], where a leading-order WKBJ approximation is sufficient to deter-
mine the (far-field) behaviour of the travelling wave’s sequence of spikes, a two-term WKBJ
approximation would now be required to satisfy the moving boundary condition at z = 0. In
addition, it is apparent is that the small-wavespeed behaviour for A — co does not emerge in
any obvious way from the analysis presented in [12]. Due to these challenges, we leave the
associated large-\ asymptotic analysis for future consideration.
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