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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• Machine and deep learning models for 
building energy efficiency, thermal 
comfort and air quality. 

• Applications of machine and deep 
learning models and trends in the built 
environment sector. 

• Challenges of adopting machine and 
deep learning in the built environment 
sector. 

• Limited studies applied machine and 
deep learning-based strategies in real 
buildings and conducted post- 
occupancy evaluation. 

• Limited machine and deep learning 
studies investigated energy use, thermal 
comfort, and indoor air quality 
simultaneously.  
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A B S T R A C T   

The built environment sector is responsible for almost one-third of the world’s final energy consumption. Hence, 
seeking plausible solutions to minimise building energy demands and mitigate adverse environmental impacts is 
necessary. Artificial intelligence (AI) techniques such as machine and deep learning have been increasingly and 
successfully applied to develop solutions for the built environment. This review provided a critical summary of 
the existing literature on the machine and deep learning methods for the built environment over the past decade, 
with special reference to holistic approaches. Different AI-based techniques employed to resolve interconnected 
problems related to heating, ventilation and air conditioning (HVAC) systems and enhance building perfor-
mances were reviewed, including energy forecasting and management, indoor air quality and occupancy com-
fort/satisfaction prediction, occupancy detection and recognition, and fault detection and diagnosis. The present 
study explored existing AI-based techniques focusing on the framework, methodology, and performance. The 
literature highlighted that selecting the most suitable machine learning and deep learning model for solving a 
problem could be challenging. The recent explosive growth experienced by the research area has led to hundreds 
of machine learning algorithms being applied to building performance-related studies. The literature showed that 
existing research studies considered a wide range of scope/scales (from an HVAC component to urban areas) and 
time scales (minute to year). This makes it difficult to find an optimal algorithm for a specific task or case. The 
studies also employed a wide range of evaluation metrics, adding to the challenge. Further developments and 
more specific guidelines are required for the built environment field to encourage best practices in evaluating 
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and selecting models. The literature also showed that while machine and deep learning had been successfully 
applied in building energy efficiency research, most of the studies are still at the experimental or testing stage, 
and there are limited studies which implemented machine and deep learning strategies in actual buildings and 
conducted the post-occupancy evaluation.   

1. Introduction 

According to the latest projections, the global climate is predicted to 
continue to change, and the frequency of extreme weather and climate 
events is expected to increase. This will significantly impact the built 
environment sector, and new building designs should be able to cope 
with climate change effects and meet future energy needs [1]. For 
instance, heating, ventilation and air-conditioning (HVAC) systems are 
responsible for up to 40% of the energy consumed by buildings in the 
commercial sector [2]. Developing new technologies and solutions that 
can minimise its consumption can significantly reduce emissions from 
the built environment sector. However, thermal comfort and indoor air 
quality are also important factors that must be considered in the design 
of buildings and HVAC and should not be neglected when seeking 

solutions for reducing the building energy demand [3]. 
An example of this solution is the integration of building energy 

management systems (BEMS) to automatically control building opera-
tions, including HVAC [4], lighting and equipment [5–7]. According to 
the report [8], energy savings of 18% for offices and 14% for retail stores 
can be achieved by employing smart technologies and analytics. BEMS 
ensures building services, systems, and equipment operate optimally by 
reducing energy consumption, along with the reduction in operational 
costs and emissions while providing a better-quality environment for 
occupants. BEMS are more automated and limits the need for manual 
procedures in monitoring and controlling HVAC systems. They have a 
significant role in improving the efficiency of buildings and will be a 
crucial strategy for developing truly intelligent buildings. 

Due to computer and software technology advancements, different 
sectors are being taken over by automated machines and software, and 

Nomenclature and abbreviations 

AI Artificial intelligence 
ACEEE American Council for an Energy-Efficiency Economy 
ANN Artificial neural network 
AWS Amazon Web Service 
BD Big data 
BES Building energy simulation 
BEMS Building energy management systems 
BICT Building-integrated control testbed 
BIM Building information modelling 
BN Building network 
BMS Building management systems 
BPS Building performance simulation 
CART Classification and regression tree 
CIBSE Chartered Institution of Building Services Engineers 
CL Cooling load 
CNN Convolutional neural network 
CO2 Carbon dioxide 
CV Coefficient of variance 
DCC Demand-driven cooling control 
DM Diebold-Mariano 
DNN Deep neural network 
DL Deep learning 
EFB Energy-efficient buildings 
ELM Extreme learning machine 
EUG End-user group 
GA Genetic algorithm 
GPR Gaussian process regression 
GPS Global positioning system 
GPU Graphical processing unit 
GM Gaussian Mixture 
HL Heating load 
HME Hierarchical mixture of experts 
HMM Hidden Markov model 
HVAC Heating, ventilation, and air conditioning 
IAQ Indoor air quality 
IR Infrared 
IoT Internet of Things 
KNN k-nearest neighbour 

Labs Laboratory 
LR Linear regression 
LSTM Long short-term memory 
MAE Mean absolute error 
MAPE Mean absolute percentage error 
MARE Mean absolute relative error 
MCC Matthews correlation coefficient 
ML Machine learning 
MLP Multilayer perceptron 
MOGA Multi-Objective Generic Algorithm 
MRE Mean relative error 
MRT Mean radiant temperature 
MSE Mean squared error 
MSPE Mean square percentage error 
NLP Natural language processing 
NMBE Normalized mean bias error 
NN Neural network 
OSELM Online sequential extreme learning machine 
PIR Passive infrared 
PMV Predicted mean vote 
PSO Particle swarm optimisation 
Rad Radiation 
RBF Radial basis function 
RF Random forest 
RH Relative humidity 
RICS Royal Institution of Charted Surveyors 
RMSE Root mean squared error 
RMSPE Root mean squared percentage error 
RNN Recurrent neural network 
SD Standard deviation 
SNA Social network analysis 
RT Random tree 
STD Standard deviation 
R2 R squared 
SVM Support vector machines 
SVR Support vector regression 
TS Thermal sensation 
UK United Kingdom 
3D Three-dimensional  
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the field of artificial intelligence (AI) is becoming more important [9]. 
This has led to smart solutions for buildings that optimise energy per-
formances and reduce resource waste [10,11] without compromising 
comfort, health or security [12]. The increasing adoption of the Internet 
of Things (IoT) and AI technologies for building monitoring and controls 
will drive the smart building market’s growth. According to the Google 
Trends results [13], since 2017, the popularity of both machine learning 
and deep learning has overtaken IoTs. 

More and more academic researchers and building professionals are 
developing and utilising AI-based solutions for the design and con-
struction [14], operation and maintenance [14,15] of the built envi-
ronment. An example is integrating AI algorithms and sensors into the 

indoor environment to optimise the process in real-time, such as 
monitoring and controlling the indoor climate. These systems can 
automatically analyse the data and provide future predictions of the 
building’s behaviour and facilitate and assist the decision-making [16, 
17]. However, the study by the McKinsey Global Institute [18] presented 
a statistical comparison of AI’s use within various sectors. It is 
acknowledged that AI within the building and construction sector has 
been slow to employ AI and digital tools in comparison to other sectors. 
Accordingly, there is a need to study AI techniques for enhancing 
building energy efficiency and solving building-related problems, 
identifying the reasons for its slow adoption and potential solutions. This 
stresses the urgency for an in-depth review and exploration of the 

Fig. 1. (a) AI-based machine learning and deep learning techniques reviewed in this study (b) typical machine vs deep learning.  
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current use and how it can inform the development of AI solutions for 
future buildings. 

Fig. 1a summarises the most common AI-based machine and deep 
learning techniques currently used within the built environment sector, 
particularly energy efficiency-related applications, which are reviewed 
in this study. In machine learning, data presented in numerical, cate-
gorical, time series and text are used as input [19] with the selection of 
an algorithm as a computational method to “learn” information directly 
from data. Deep learning interprets data features and their relationships 
using neural networks to form a unique model based on a wider range of 
data, including images, videos, and sounds. To a greater extent, deep 
learning provides higher accuracy than other methods as the feature 
extraction process is performed automatically from raw data. However, 
deep learning would require more data points to improve its accuracy. 
Several studies have suggested that deep learning surpassed machine 
learning and other learning algorithms in various applications [20]. It 
should be acknowledged that there are more AI techniques, and the 
present work will mainly focus on these. 

Fig. 2 presents a summary of the applications of the machine and 
deep learning-based methods in the design of energy-efficient, 
comfortable, and healthy buildings, evaluated in this paper. The re-
view focuses on supervised and unsupervised machine learning, and 

deep learning techniques that were applied to enhance building and 
HVAC system energy-efficiency, and improve indoor environment 
quality. The review of different machine and deep learning techniques 
will help identify the specific techniques that are more suited for each 
area. This enabled the formation of the connections shown in Fig. 2, 
detailed in Sections 3. and 4. 

Supervised machine learning designed for classification and regres-
sion problems consists of algorithms that are trained using datasets that 
are fully labelled, i.e., features’ data, providing an answer key that can 
be used to assess its accuracy. While in unsupervised machine learning, 
the algorithm attempts to make sense of the unlabeled data by extracting 
patterns and features on its own without clear instructions on what to do 
with them. This is useful when fully labelled datasets are not available 
and, in some cases, when the desired outcome or answer is not known. 
Another subset of machine learning that uses a multi-layered structure 
of algorithms to create an artificial neural network (ANN) is deep 
learning (DL). Deep learning offers several advantages over traditional 
machine learning methods and, in some cases, outperforms them. Deep 
learning networks do not require human intervention and can learn from 
their own mistakes (Fig. 1b). However, it can be costly in terms of 
computational power and time. Deep learning is usually applied to 
problems that require complex and unstructured data such as images, 

Fig. 2. Summary of the AI-based methods employed in the design of energy-efficient, comfortable, and healthy buildings, reviewed in this paper. Connections made 
correspond to the studies evaluated in Sections 3. and 4. 
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videos, and sound to perform tasks. 
An example is detecting occupants in indoor spaces and using the 

information to control the operation of HVAC. In recent years, there 
have been significant developments in deep learning due to the 
increased available computing power and graphical processing unit 
(GPU) computing. Compared to supervised and unsupervised machine 
learning, there is limited research on deep learning techniques for 
building and energy-related applications; however, deep learning has 
recently gained more popularity [13]. This stresses the need to review its 
development and applications in the built environment. 

1.1. Literature Gap and Aims and Objectives 

Numerous review papers evaluated various aspects and applications 
of machine learning in the built environment. Published review papers 
specifically focus on evaluating an individual area within the wide range 
of built environment problems solved using AI approaches. This includes 
building energy consumption forecasting [21-23,30-34], integration 
with building energy management systems (BEMS) [23–25], building 
design optimisation [26] and occupancy detection [26–29]. Bordeau 
et al. [21] reviewed data-driven and machine learning techniques for 
modelling and forecasting buildings’ energy consumption. The study 
focused on the characteristics of input data and methods for 
pre-processing. It concluded that a standardised protocol that can solve 
various problems is still lacking. 

Similarly, Rätz et al. [22] reviewed machine learning algorithms for 
modelling building energy systems but focused on the framework and 
optimisation methods to develop an automated concept or toolbox. 
Amasyali and El-Gohary [23] explored the type and size of data used and 
the features that were selected for training. Other reviews, such as 
[30–33], focused on different AI-based algorithms for predicting energy 
consumption. 

The studies [23–25] reviewed AI applications based on their design 
and integration with BEMS. The review covered different AI frameworks 
and workflows used for HVAC design and optimisation process and 
control. While the review of Machairas et al. [26] covered machine 
learning algorithms coupled with building simulation programs, which 
focused on optimisation methods for building design. Studies [27–29] 
reviewed various occupancy sensing and detection techniques based on 
integrating sensors and machine learning algorithms. The reviews 
focused on evaluating the ‘best’ method for occupancy sensing and 
detection. However, these did not fully consider how the occupancy 
information can be used to influence the energy demand of the buildings 
or the indoor environment. 

The primary aim of this paper is to provide a critical summary of the 
existing literature on the machine and deep learning methods for the 
built environment over the past decade, with special reference to holistic 
approaches. The present study will explore existing AI-based techniques 
focusing on the framework, methodology, and performance, including 
the data acquired, model formation process, accuracy, and speed. This 
paper will review different AI-based techniques employed to resolve 
interconnected problems related to HVAC systems and enhance building 
performances, including energy forecasting and management, indoor air 
quality and occupancy comfort/satisfaction prediction, occupancy 
detection and recognition, and fault detection and diagnosis. 

An extensive literature search was performed to identify publications 
on existing studies on the application of machine and deep learning 
methods for the built environment. Peer-reviewed journals, conference 
papers, technical reports and books from the last decade (with some 
exceptions made) were searched using the Scopus and ScienceDirect 
search engines. The search was carried out using keywords such as 
“artificial intelligence in buildings”, “machine learning in built envi-
ronment”, “deep learning in built environment”. We selected the articles 
based on the publication title and the abstract. Following a data 
collection process of identification, screening, eligibility analysis and 
inclusion (PRISMA method), we selected and reviewed 171 articles 

(from an initial list of 362 articles). 

2. Applications of AI within the Built Environment 

AI is being adopted widely in various areas to perform tasks more 
efficiently while reducing the need for human effort. With the ever- 
increasing computational power and data availability in today’s digi-
tal society, significant progress has been made in the field of AI in recent 
years [35]. Within the construction sector, building information 
modelling (BIM) is becoming the norm for developing new buildings and 
facilities. As an enabler of innovation and digitalisation in the sector, 
BIM provides a foundation for a digital world in which AI can help 
optimise design, construction and operation/facility management [36]. 
For example, with the help of AI, BIM can utilise a large amount of data 
from previous construction projects and automatically suggest solutions 
to optimise the design. 

AI is driving the development of smart buildings, making them self- 
learning and adaptive rather than just automated. Smart buildings uti-
lise advanced technologies to automatically control building operations, 
including HVAC systems, lighting, and security [37,38]. Fig. 3 shows the 
evolution of buildings from conventional to intelligent, along with the 
integrated systems and techniques such as AI and machine learning (ML) 
which equip buildings with an ability to learn and adapt [39,40]. Much 
research has been dedicated to using AI technologies in smart buildings, 
focusing on improving energy efficiency, thermal comfort, health, and 
productivity in the built environment. This section explores existing 
AI-based techniques which aim to achieve energy-efficient, comfortable, 
and healthy buildings. 

2.1. Building Energy Demand Forecasting 

Building energy demand forecasting is vital for optimising building 
energy performance. It assists energy planning, management, and con-
servation to inform strategies for reducing energy consumption and CO2 
emissions [23]. Energy forecasting is also used to evaluate building 
design alternatives and operational strategies to improve demand and 
supply management [42]. 

To perform predictions of future building energy usage using AI- 
based methods, existing historical data must be collected. Currently, 
data are collected via energy meters and sensors. Ahmad et al. and 
Avancini et al. [43,44] highlighted the technological advancements in 
building energy metering and environmental monitoring. Chammas 
et al. and Terroso-Saenz et al. [45,46] presented the application of 
wireless networks, sensors and IoT-based techniques to enable energy 
monitoring solutions that are low cost, highly accurate and easy to 
deploy. However, IoT devices can generate vast amounts of data; hence, 
integration with AI can help deal with such huge volumes [47]. Din et al. 
[48] identified that machine learning techniques are expected to pave 
the way for IoT networks, generating sophisticated visions and ideas for 
IoT systems. Wang and Srinivasan [32] highlighted that AI-based ap-
proaches had recently gained popularity due to the ease of use and 
adaptability to obtain optimal solutions rapidly while requiring less 
detailed physical parameters and information about the building. 

Several works highlighted the importance of different external and 
internal parameters on prediction performance. Zhao and Liu [49] 
developed a machine learning-based building energy load forecasting 
solution with the proposed model achieving a high accuracy prediction 
of energy loads with a MARE of 2.60% for cooling and 3.99% for heating 
1-h (one hour) ahead [50]. The study highlighted the importance of 
sufficient training of the model and selecting the types of input data to 
achieve such accuracy. The weather forecast precision affected the 
proposed model. When an MAE between the actual temperature and the 
forecasted temperature was 1◦C, the MARE of the 24-h ahead loads 
raises to 2.01% for heating. Hence, dynamic load forecasting for 
different time horizons from 1 to 24-h ahead could be advantageous to 
HVAC control system optimisation. 

P.W. Tien et al.                                                                                                                                                                                                                                 



Energy and AI 10 (2022) 100198

6

While Kwok and Lee [51] highlighted the importance of occupancy 
in predicting building cooling load using an ANN model, addressing the 
issues and limitations identified in previous studies. Their results 
showed that the use of building occupancy data could significantly 

increase the accuracy of the cooling energy predictions compared to 
using fixed schedules or historical data to represent the occupancy in the 
building. While the study by Ding et al. [52] highlighted the importance 
of the interior variables when predicting the building heating load using 

Fig. 3. Development and evolution of smart and intelligent buildings. Fig. adapted from [41].  

Table 1 
Summary of AI-based techniques for energy management and predictions in the built environment.  

Ref. Building Type Energy/System Prediction Rate Evaluation 
Metrics 

Key finding/summary Performance/Accuracy 

[42] Fan et al. 
2019 

Research 
Academic 

Cooling Predictions for 24- 
h ahead 

MAE, CV- 
RMSE 

Recurrent models achieved the most 
accurate predictions without increasing 
computational load. 

RMSE was 30.8% for cooling load 
prediction 

[55] Pham 
et al. 2020 

Office HVAC Predictions for 1 
step, 12 steps and 
24 steps ahead  

MAE, RMSE, 
MAPE 

Random Forest (RF) model was superior 
to the M5P (M5 Model Tree) and Random 
Tree (RT) models.  

1-step-ahead prediction of RF was 
49.21% better in MAE and 46.93% 
in MAPE than RT. 
12 and 24-steps-ahead predictions 
of RF were 49.95% better in MAE 
and 29.29% in MAPE than M5P. 

[45] 
Chammas 
et al. 2019 

Office Building energy 
Lighting  

Not specified  R2, RMSE, 
MAE, MAPE 

Multilayer Perceptron (MLP) performed 
better against four classification models 

64% R2, RMSE 59.84%, MAE 
27.28%, MAPE 27.09%. 

[49] Zhao 
and Liu. 
2018 

Office Heating Cooling  Predictions for 1- 
h, 2-h, 2-h, 24-h 
ahead 

MARE, MAE  Dynamic load forecasting for different 
time horizons to optimise controls of 
HVAC systems. 

1-h ahead: Cooling MARE 2.60%, 
Heating 3.99%, 
24-h ahead MARE increases by 
2.01%. 

[51] Kwok 
and Lee. 
2011 

Office Cooling  24h RMSPE Occupancy significantly affects cooling 
load predictions. Understanding 
occupancy behaviour improves the 
predictive accuracy of the models. 

RMSPE 40.376 – 52.047 not 
employing occupancy factors, 
RMSPE 14.836 -30.090 not 
employing occupancy factors 

[52] Ding 
et al. 2011 

Office Heating Real-time 
prediction 24-h 

MRE R2 The prediction of the heating load is 
influenced by exterior variables and 
interior variables, including occupancy 
level and lighting/equipment use. 

Prediction of heat load with only 
exterior variable: 84% R2 

Prediction of heat load with 
exterior and interior variable: 94% 
R2 

[53] 
Singaravel 
at al. 2018 

Research 
Academic 

HeatingCooling  Monthly 
prediction 

R2 Cooling energy prediction using the AI 
method was significantly faster than BES 
while providing accurate results. 

Building energy simulation 
required 1145s to simulate while 
only 0.9 s for the AI model. 

[54] Kumar 
et al. 2018 

- Heating Cooling Real-time 
prediction 

MAE The extreme learning machine (ELM) 
models learned better and outperformed 
other popular machine learning 
approaches. 

MAE (kW) 0.0348 and 0.0389 for 
both cooling and heating, along 
with the lowest heating load 
prediction time of 0.06s. 

[56] Xu et al. 
2019 

Multi-building  Building Energy 
Use 

Monthly, Annual MAPE, RMSE SNA-ANN model predicted the multi- 
building energy use with satisfactory 
accuracy providing an empirical 
approach to urban building energy use 
prediction. 

MAPE 10.72% RMSE 14.52%, 
Accuracy of 90.28% for the 
predicted energy use for all 
building groups. 

[57] Chou 
and Bui 
2014 

Residential Heating Cooling Not specified  MAPE, RMSE The ensemble approach and support 
vector regression (SVR) were the best 
models for predicting heating and cooling 
load. 

Ensemble approach: MAPE below 
4%, 39.0%-65.9% lower RMSE 
compared to previous works. 

[58] Tsanas 
and Xifara. 
2012 

Residential Heating Cooling Not specified  MAE, MSE, 
MRE 

The heating load can be more accurately 
estimated than the cooling load. 

Heat load estimation with 0.5 
points deviation from ground truth, 
cooling load with 1.5 points 
deviation from the ground truth.  

[59] Zhou 
and Zheng 
2020 

Residential, 
High-rise 
building 

HVAC Real-time 
prediction 

NMBE, RMSE Energy peak power reduction of up to 
21.9% was achieved using ML for 
building demand prediction, integrated 
with a hybrid controller. 

NMBE <10% CV-RMSE<30%.  
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AI models such as ANN and support vector machine (SVM). The interior 
variables include the indoor environment parameters, occupant level, 
artificial lighting and equipment operation. Their results showed that 
only considering exterior variables can ensure a high prediction accu-
racy (R2 = 84%) while considering both indoor and outdoor improved 
the accuracy further (R2 = 94%). 

While building engineers and architects commonly use building en-
ergy simulation (BES) to predict the energy consumption of buildings, 
several factors/issues can lead to low-energy design solutions or per-
formance energy gaps. This includes skills and knowledge of the mod-
eller, use of simplification methods, assumptions, and the tools’ quality. 
Hence, more researchers are attempting to address this using data- 
driven AI and machine learning approaches, which do not require 
detailed information about the building. Singaravel et al. [53] compared 
AI methods with BES in terms of accuracy and speed in predicting the 
building energy demand. Based on the results of 201 cases, the AI model 
predicted cooling energy with similar accuracy as BES, while it was 
slightly less accurate in terms of heating energy prediction. However, 
the AI model significantly reduced simulation time as compared to BES, 
a reduction of simulation time from 1145 seconds to 0.9 seconds. 
Finally, they also showed that the deep learning models performed 
slightly better than simple ANN models. The high-speed prediction 
compared to BES means more evaluation of design options and opti-
misation can be carried out or allow real-time predictions. 

Kumar et al. [54] employed ML methods to improve the real-time 
heating and cooling load predictions’ accuracy and efficiency. They 
used extreme learning machine (ELM) for applications when complete 
data is available and online sequential ELM (OSELM) methods for ap-
plications when data comes in real-time. In addition, they highlighted 
the importance of using significant building design and structural at-
tributes in predicting heating and cooling loads, such as relative 
compactness, glazing and roof area and orientation. Their results 
showed that the models learned better and outperformed other popular 
machine learning approaches. The proposed model took less than 0.5 s 
time to predict. 

Table 1 presents a summary of the previous works reviewed in this 
section. This explores the different AI-based techniques used for building 
energy forecasting and the different building types, energy systems, 
prediction interval and evaluation metrics used in previous work. The 
evaluated studies suggest that many methods are evaluated or tested in 
office and academic buildings. It can also be seen that many works used 
different types of evaluation metrics to assess and compare the perfor-
mance of the models. The studies have shown the advantage of AI 
methods for predicting energy loads compared to conventional BES 
models. It requires fewer details and information about the building, 
which reduces the time of developing the model and, at the same time, 
AI-based models are significantly faster. However, it is important to note 
that the AI-based model’s accuracy and reliability rely on the input data, 
and users must select a suitable learning algorithm for their prediction 
model. Due to the reliance on historical building data, AI-based models 
application in the design stage are limited. Furthermore, one cannot 
extrapolate the prediction results once changes are made to the design 
and operation of a building. 

Furthermore, as pointed out by [51,52], indoor parameters such as 
occupancy level and behaviour can significantly impact the building 
energy use and the prediction results. Studies such as [60] suggest 
integrating occupancy behaviour pattern recognition with the energy 
load forecasting model to enhance prediction performance. The 
following section explores occupancy behaviour within buildings and 
different methods to collect occupancy information, including AI-based 
prediction and detection strategies. 

2.2. Occupancy Behaviour & Detection Strategies 

The amount of energy consumed by buildings is influenced by 
various factors, from thermo-physical properties of the building 

elements to the location, occupancy behaviour and the HVAC systems 
[61]. Although outdoor environmental conditions significantly impact 
building energy consumption, the variations in occupancy rate and their 
behaviour are equally important. The number of occupants, their ac-
tivity level and how they use the equipment can impact the internal heat 
gains, indoor environment and energy demand. Occupants also interact 
with the building and make personal adjustments such as the thermostat 
or opening the windows. In practice, conventional HVAC is typically 
controlled using “static” or “fixed” operation schedules, leading to un-
necessary energy usage, such as when spaces are left unoccupied [62]. 
Similarly, traditional building energy models use “static” and deter-
ministic occupancy inputs, leading to prediction errors [63]. This can be 
seen in the examples in Fig. 4, which compares the occupancy heat gains 
profile for an office building and an assumed “static” heat gains profile. 

Clearly, this can result in uncertainties in the building energy pre-
diction, difficulty in sizing and controlling HVAC systems [64], and not 
meeting the desired indoor conditions and comfort requirements [65]. 
Hence, occupancy behaviour and its impact on the energy performance 
of buildings have gained significant interest within the scientific com-
munity [66]. This led to the development of advanced occupancy 
detection techniques and occupancy simulators [67]. The occupancy 
data can help determine the effects of occupant presence and their ac-
tivities within buildings, which can be used to optimise HVAC and 
lighting controls [68]. Conventional occupancy detection methods such 
as motion sensors can estimate the number of people within the desired 
space. While recently, more advanced methods such as WiFi-enabled IoT 
devices are used to identify occupants’ activities [69,70] automatically. 
This is made feasible by the wide availability of WiFi infrastructure and 
the occupant’s mobile WiFi-connected devices [71]. 

The activity recognition solution proposed by Zou et al. [69] called 
the ‘Deep Hare’ was integrated with a deep learning technique to 
enhance occupancy activity recognition. The approach can distinguish 
between the different activities performed over time with an accuracy of 
up to 97.6%. Wang et al. [72] proposed a WiFi probe-based occupancy 
detection method, which uses a Markov-based feedback recurrent neural 
network algorithm. The study showed that it could predict occupancy 
with accuracies between 80.9%-93.9%. In a recent study, Wang et al. 
[73] employed the WiFi probe-based occupancy detection method and 
showed that it could save up to 26.4% of energy demand, based on 
experiment and simulation results. 

Other methods used more conventional sensors such as RFID and 
environmental sensors. Carreira et al. [74] used radio frequency iden-
tification (RFID) to estimate the occupancy number in a room. Like the 
previous works, machine learning was incorporated and automatically 
enabled HVAC management to reduce energy demand while maintain-
ing comfort levels. Jiang et al. [75] estimated the number of indoor 
occupants in real-time based on the carbon dioxide (CO2) levels and an 
extreme machine learning model. The results showed that the proposed 
method could accurately estimate the occupant number up to 94% based 
on field tests. 

Some researchers employed cameras integrated with AI for sensing 
occupancy. Zou et al. [76] used existing surveillance video data and a 
deep learning approach to measure occupancy for building energy 
conservation. The experimental results showed an accuracy of up to 
95.3% achieved using the approach with low computational re-
quirements. While Diraco et al. [77] used 3D depth sensors to count and 
localise occupants in buildings while assuring the occupant’s privacy as 
the depth information. Table 2 summarises the different occupancy 
detection techniques developed and used in current research, mainly for 
building applications. The benefits varied between each type of sensor 
depending on the desired applications. 

The newer techniques such as Wi-fi, wireless sensors and cameras are 
increasingly being employed in research studies for occupancy studies 
and, at the same time, integrated with AI techniques. The camera is one 
of the most popular sensing techniques for indoor environments and 
human recognition. Similar limitation problems arise from using a 
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camera for detection; however, significant effort has been carried out in 
recent research to enhance the abilities to use the camera through AI 
adaptation [99]. 

The utilisation of camera-based techniques for occupancy detection 
has been increasing recently due to the advancement of deep learning- 
based techniques [100], such as convolutional neural network (CNN). 
Deep learning interprets data features and relationships solely using 
neural networks to form a unique model designed for the desired 
application, ultimately providing greater flexibility, performance, and 
accuracy. 

The proposed framework process that Ijjina and Chalavadi [99] used 
for human action recognition emphasises motion in different temporal 
regions to achieve better discrimination among actions. It suggests that a 
video is used as input data into a CNN model, extracting its features. 
Within the model, a classifier is trained to recognise the human actions 
to predict activity. The strategy developed by Castro et al. [101] to 
predict occupants’ daily activities using egocentric images is similar to 
[99]; corresponding stages incorporated within the framework were 
used to develop a workflow to enable activity prediction. Several stages 
of training were performed to enable in-depth feature extraction 
refinement before producing the final output classifications. Overall, 
applying the CNN model alone gave an accuracy of 78.56%, and 
maximum accuracy of 83.07% could be reached when an ensemble 
approach was applied. Fig. 5 provides an example of a workflow process 
for the development of an AI-based technique for occupancy detection in 
an indoor environment. 

Fig. 6 and Video 1 present an example application of an AI vision- 
based camera detection within an office environment. The cameras 
employed an AI-based model, which was trained following the proced-
ure given in Fig. 5, enabling the camera to provide equipment detection 
by identifying the presence of PC monitors that were turned ON. The 
camera can also provide the application of occupancy activity detection. 
This enabled the identification of times when occupants are performing 
the activities of sitting, standing, and walking and when there is no 
occupancy. 

Video 1 Example occupancy and equipment detection within an 
office environment. 

Based on the review of literature, different sensors and detection 
solutions have different merits and limitations. Through evaluation, 
camera detection with AI techniques seems to be a promising approach 
for indoor occupancy detection. As identified, existing AI-based occu-
pancy detection methods mostly utilise the camera for detection and 
recognition purposes. Most studies have not attempted to integrate the 
vision-based occupancy detection approach with the HVAC control 
systems. Furthermore, the impact of the application of such approaches 
on energy demand and thermal comfort has not been well studied. The 
development of AI camera-based techniques for occupancy detection is 
further discussed in Section 4. 

2.3. Thermal Comfort and Air Quality 

People spend most of their time indoors, and hence comfortable and 

Fig. 4. (a). Example of an actual occupancy heat gains profile for a typical office day compared to (b). A typical static occupancy heat gains profile [62].  
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Table 2 
Overview of various types of sensors used for obtaining occupancy information.  

Sensor Types Specific Sensor Type Features Advantages Limitations Ref. 

Environmental  Temperature Detect change in an environment 
due to the presence and activities 
of occupants 

Low cost, 
Commercially available, 
Non-intrusive 

Requires regular calibration to ensure 
stability 

[78] 
[79] Humidity 

CO2 Can be affected by varying airlfow rates,  
Time delay 

Dual-Technology PIR & ultrasonic  Combined PIR and ultrasonic 
technology minimise false-alarm 

Self-adaptive, 
Eliminates falsealarm 

Reduced detection probabilities, More 
costly  

[80] 

Passive Infrared (PIR)  Use IR to detect a difference in 
heat emitted by moving people 
and background heat 

Low cost, 
Commercially available, 
Non-intrusive, 
Easy detection 

Limited to movements, 
Requires direct line of sight  

[81] 

Ultrasonic Observe frequency changes 
caused by occupants 

Detects minor motion, Does 
not require an unobstructed 
line of slight 

High levels of vibration or airflow 
complicates their application 

[82] 

Electromagnetic (EM)e Microwav  >Emits and receives microwave 
signals to detect motion 

Suitable for various 
environments, including 
high heat, 
Wide detection range 

More prone to false alarm, 
High operation cost, 
Continuous power draw 

[83] 

Acoustic/Sound Audio  Detect changes in the acoustic/ 
sound wave, associated with 
certain occupancy activity 

Low cost, Commercially 
available, 
Less intrusive 

May require other sensors, Not suitable for 
some environments such as labs and 
libraries 

[84, 
85] 

Radio Frequency Identification  Uses radio waves to transmit 
information from tag to reader. 

Automatic , Real-time 
response 

Require users to carry a card/tag [74, 
86] 

(continued on next page) 
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Table 2 (continued ) 

Sensor Types Specific Sensor Type Features Advantages Limitations Ref. 

Door Beam counter  IR based electronic device to 
measure footfall trends  Non-intrusive, Low-cost 

Accuracy tends to decrease when several 
people are detected 

[87] 

Pressure Pressure pads  Monitors occupancy, 
Automatically alarm when 
detected unexpected activity  

Sensitivity, Simple and 
robust 

Can only be applied to specific locations [88] 

Air pressure change  Detect change in air pressure 
within the environment due to 
the behaviour of occupants 

Non-intrusive, Senses 
movement between spaces 

Relationship to occupancy can be indirect [89] 

Smart Meters The energy consumption 
patterns from smart meters can 
be used to infer occupancy 

Does not require other 
dedicated sensors 

Privacy concerns, It can give false results 
when appliances or systems are in use when 
occupants are away 

[90] 

Wireless Bluetooth  Collects and monitors bluetooth 
signals (related to occupancy) in 
real-time, 
Transmit data to the sensor or 
IoT based infrastructure 

Low-power, 
Can utilise exisitng 
infrastructure,  
Support intelligent system 

It may requires integration with other 
technologies, such as PIR, Require each 
occupant to carry a bluetooth-enabled 
device 

[91] 

Door sensor  Wireless IoT based sensor which 
detects when a door or window is 
opened 

Non-intrusive, Sensitive and 
accurate, Low-power 

It may requires other sensors for efffective 
occupancy detection 

[92] 

Wi-Fi/Smart device tracking  Use of Wi-Fi signal or GPS for 
occupancy tracking 

Real-time detection of 
occupancy, Can utilise 
exisitng infrastructure, 

Privacy concerns, 
Requires a device to be carried by the 
occupant 

[88] 

Wireless sensor network (WSN)  Monitor changes in the 
environment using sensor nodes 

Easy to use, Cross-layer 
design, Flexibiliy, Low- 
power  

Must be connected through a specific 
infrastructure or a central device, Security 
concerns 

[93] 

(continued on next page) 

P.W
. Tien et al.                                                                                                                                                                                                                                 



Energy and AI 10 (2022) 100198

11

healthy spaces must be provided to occupants. Thermal comfort can be 
defined as a condition of mind that expresses satisfaction with the 
thermal environment (BS EN ISO 7730). Thermal comfort is tradition-
ally evaluated using the predicted mean vote (PMV) method, which 
considers environmental and personal factors. It is vital in the design of 
buildings and HVAC systems to strike a balance between providing 
adequate thermal comfort and reducing the energy consumed [3]. Like 
in the previous sections, which showed the emerging developments and 
adoption of AI methods in energy forecasting and occupancy prediction, 
recent research has focused on AI methods for predicting and enhancing 
thermal comfort in buildings. 

To address the limitations of the PMV method for thermal comfort 
assessment in buildings with natural ventilation, Chai et al. [102] 
employed machine learning algorithms to predict the occupant’s ther-
mal comfort and sensation in a naturally ventilated building. The ML 
algorithm used a combination of indoor and outdoor environmental 
parameters and personal factors as input. The study highlighted the 
quick ability of ML to analyse the input and output parameters re-
lationships. They concluded that the ML method performed better than 
conventional and established models such as PMV. Similarly, Hu et al. 
[103] used ML techniques to develop a learning-based approach for 
thermal comfort evaluation. The results showed that all the ML methods 
achieved better performance than PMV. Specifically, the proposed 
method outperformed the PMV by up to 17.8%. While Chaudhuri et al. 
[104] also employed several classification algorithms for developing a 
thermal comfort prediction model and showed that the ML method 
outperformed traditional and modified PMV models, achieving predic-
tion accuracy of up to 81.2%. 

ML methods can be integrated with control systems to adjust indoor 
thermal conditions according to the occupant’s thermal preference or 
comfort requirements while enhancing energy efficiency. Peng et al. 
[105] used ML to develop a framework consisting of multi-learning 
processes with specified rules for a demand-driven control strategy, 
which can automatically adapt to occupancy behaviour. The control 
technique uses the learned occupancy information to operate the cooling 
system by adjusting the setpoints in real-time. An energy saving of up to 
52% was achieved by the proposed control as compared to a conven-
tional method. Yang et al. [106] proposed an optimisation method, 
which uses model predictive control (MPC) integrated with an ML 
technique to maintain thermal comfort while consuming the least 
amount of energy. A reduction of up to 58.5% in cooling energy was 
achieved in an office compared to conventional controls. 

Some of the works combined AI-based thermal comfort prediction 
and management methods. Such studies use thermal comfort prediction 
as feedback for HVAC control. Lu et al. [107] used a combination of a 
thermal comfort prediction model based on machine learning algo-
rithms and a reinforcement learning-based temperature set-point con-
trol system to develop a data-driven comfort-based controller for HVAC. 
They concluded that the ML thermal comfort model outperformed that 
of PMV. While some studies also looked at optimising other parameters 
such as indoor air quality. Vallardes et al. [108] developed an HVAC 
controller based on deep reinforcement learning to reduce energy con-
sumption while maintaining good thermal comfort and air quality in a 
university building. The results showed that the PMV was maintained 
within the range of − 0.1 to +0.07 while having a 10% lower CO2 level 
and reducing the energy by up 4-5% compared to a conventional 
controller. 

The study of Gao et al. [109] also employed deep reinforcement 
learning to optimise HVAC energy demand and thermal comfort of oc-
cupants. The deep neural network method was used to predict the 
thermal comfort, and the results are then used as input for the controller, 
which adopts a deep reinforcement learning method. The results showed 
that the proposed method achieved higher thermal comfort prediction 
accuracy as compared to other methods such as linear regression and 
SVM. The study showed the impact on the cooling load of adjusting the 
thermal comfort threshold and weighting of energy cost, which can be Ta
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set depending on the priority. 
The applications of ML and DL in thermal comfort studies have been 

growing, such as in thermal comfort prediction and management [110]. 
Studies have shown that ML outperformed conventional and modified 
PMV models. However, studies have also shown the importance of the 

input parameters and the data size. ML prediction’s higher accuracy and 
speed make it suitable for integration with demand-driven or 
occupancy-responsive HVAC controls, providing real-time feedback. 
Several ML and DL methods were used to develop control strategies to 
ensure a trade-off between energy efficiency and thermal comfort. Based 

Fig. 5. Example workflow process of the development of AI-based technique used for occupancy activity detection within an indoor environment.  

Fig. 6. An example application of an AI vision-based approach for occupancy and equipment detection within an office environment. Refer to Video 1 to view an 
example of the detection and recognition. 

P.W. Tien et al.                                                                                                                                                                                                                                 



Energy and AI 10 (2022) 100198

13

on the reviewed studies [102–110], a flow chart which summarises the 
procedure for developing thermal comfort prediction and management 
models is shown in Fig. 7. Table 3 summarises the AI strategies devel-
oped for thermal comfort management and predictions related to the 
above review. 

In addition to ensuring good thermal comfort in buildings, the pro-
vision of good indoor air quality (IAQ) is equally important. A good IAQ 
is essential to ensure the health and well-being of occupants [111]. Like 
comfort-based systems, various building ventilation systems and control 
strategies aim to optimise IAQ with the aid of AI techniques such as 
predicting concentrations of pollutants and managing the indoor envi-
ronment. Cho and Moon [112] developed an ANN model to predict in-
door pollutant concentrations such as carbon dioxide (CO2), PM10 and 
PM2.5. They developed a prediction model sufficiently accurate for 
integrating control systems in school buildings. The results showed that 
the model achieved high accuracy with RMSE of 0.8816 for CO2, 0.4645 
for PM10, 0.6646 for PM2.5. The study only used simulation results, and 
field experiments are required to test the approach further. Similarly, 
Kim et al. [113] predicted the indoor CO2 concentration for the 
demand-drive and proactive control of ventilation systems. The study 
employed machine learning models, including ridge regression, decision 
tree, random forest, and multilayer perceptron. The study found that the 
random forest model was the most accurate, and the decision tree was 
almost as accurate but less computational resource intensive. Hence it is 
more suitable for lightweight applications. 

Several works, such as Vallardes et al. [108] and Yu et al. [114] 
employed AI algorithms to optimise the operation of HVAC in terms of 
comfort, air quality and energy. In the study [114], a control algorithm 
based on deep reinforcement learning was employed to balance the IAQ, 
thermal comfort and energy demand of air conditioning and exhaust fan 

systems. The results showed that the proposed approach achieved an 
energy saving of up to 43% while reducing the CO2 level by 24%, as 
compared to an air conditioning system with a fixed temperature 
schedule. A demand-controlled ventilation system can benefit from 
using the two AI-based methods here; accurate pollutant prediction and 
control optimisation models. This would benefit buildings with irregular 
occupancy by utilising the forecasted pollutant concentration to control 
the ventilation to minimise or prevent the rapid increase of CO2 levels 
and operating ventilation systems at max capacity. 

While the studies covered here are mainly for mechanical systems, AI 
methods can also be applied in naturally ventilated spaces. For example, 
camera-based AI techniques can be used to detect occupancy informa-
tion such as presence, location, activities, and interaction with natural 
ventilation strategies. For example, Fig. 8 and Video 2 shows the vision- 
based detector introduced earlier, which can also be used to detect 
window status in a building. An alert system can be developed to 
inform/suggest occupants open or close windows depending on the 
detected (occupancy) and predicted (carbon dioxide level) information. 

Video 2 Example of window detection within an indoor 
environment. 

Although not as developed as AI methods for thermal comfort opti-
misation, the applications of ML and DL in IAQ studies have been 
recently growing, such as for IAQ prediction and management. This is 
probably driven by the COVID-19 pandemic and increased awareness of 
IAQ. Similar to the reviewed thermal comfort prediction and manage-
ment models, the flowchart in Fig. 7 provides a typical procedure for the 
development of AI-based IAQ solutions. 

Fig. 7. Example of a framework strategy for building indoor thermal comfort and air quality prediction.  
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3. Applications of Machine Learning in the Built Environment 

Machine learning is a subset of artificial intelligence. It performs 
tasks using computer systems that can automatically learn from previous 
data and improve from experience without following specific in-
structions [115]. It uses algorithms and statistical models to complete 
tasks such as modelling, prediction and control [116]. Machine learning 
has already received much attention in the past decade, but it is ex-
pected to continue driving the next big wave of innovations, services and 
products in many sectors [18]. As established in Section 2, machine 

learning is one of the most common AI techniques adopted to help solve 
HVAC and building-related problems. Machine learning can answer the 
demand of the built environment sector for accurate and quick predic-
tion models, necessary for optimising the design and operation of 
buildings and energy systems which can lower costs and carbon emis-
sions. At the same time, providing an optimum balance between energy 
demand, comfort and air quality. This section aims to review the studies 
that employed machine learning techniques for the built environment. 

Table 3 
Summary of the studies reviewed that used AI for thermal comfort and IAQ prediction and management.  

Ref. Application Building 
Type 

Technique System Type Evaluation 
Metrics Used 

Key Findings Model Performance 
/Accuracy 

[102] Chai 
et al. 2020 

Thermal comfort 
prediction 

Residential ML Natural ventilation  R2 ML method performed better 
than conventional PMV. 

R2 0.4872 

[103] Hu et al. 
2018 

Thermal comfort 
prediction and 
management 

Office ML Airconditioning Prediction 
accuracy % 

ML method outperformed the 
PMV model 

The black-box neural 
network outperformed 
PMV by up to 17.8% 

[104] 
Chaudhuri 
et al. 2017 

Thermal comfort 
prediction 

Various ML Cooling/Free- 
running 

Prediction 
accuracy % 

ML method outperformed 
traditionally and modified PMV 
models 

ML achieved a prediction 
accuracy of up to 81.2%. 

[105] Peng 
et al. 2018 

Thermal comfort 
prediction and 
management 

Office ML Cooling Not specified Energy-saving of up to 7–52%. - 

[106] Yang 
et al. 
2020 

Cooling and 
thermal comfort 
management 

Office ML Cooling and 
Ventilation 

R2 Energy-saving of up to 58.6% 
while maintaining thermal 
comfort level. 

Thermal comfort model R2 

0.998 

[107] Lu et al. 
2017 

Thermal comfort 
prediction and 
management 

Office ML Airconditioning Recall The recall of the model with the 
tree algorithms has increased to 
6.3%. 

ML methods 
outperformed PMV model 
up to 6.3% 

[108] 
Vallardes 
et al. 

Thermal comfort 
management 

University DL Airconditioning Not specified PMV values between − 0.1 to 
+0.07, 4–5% better power usage 
and 10% lower CO2. 

- 

[109] Gao 
et al. 2019 

Energy and 
thermal comfort 
management 

Laboratory 
building 

DL Cooling MSE Deep neural network method 
outperformed other AI methods. 

MSE 1.16  

[112] Cho and 
Moon et al. 
2022 

IAQ prediction School 
building 

DL Electic Heat Pump 
with Ventilator 

RMSE, R2 Prediction model sufficiently 
accurate for integration with 
control system in school 
buildings. 

RMSE 0.8816 for CO2, 
0.4645 for PM10, 0.6646 
for PM2.5. R2 1, 0.9991, 
0.9979 

[113] Kim 
et al. 2021 

IAQ prediction Not specified ML Ventilation MAE Decision Tree was found to be 
almost as accurate as the 
computationally heavier 
Random Forest model. 

MAE 1.8-14.8 for all the 
evaluated models 

[114] Yu et al. 
2021 

IAQ prediction and 
management 

University DL Airconditioning 
and exhaust fan 

Not specified Energy saving of up to 43% while 
reducing the CO2 level by 24% 

-  

Fig. 8. An example application of an AI vision-basedapproach for window detection within an indoor environment. Refer to Video 2 to view an example of the 
detection and recognition. 
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3.1. Types and Workflow of Machine Learning Techniques 

Machine learning consists of three main types of learning; super-
vised, unsupervised and reinforcement. ML can determine non-linear 
relationships, such as the relation between the cooling load and 
related factors such as outdoor temperature and occupancy activity, 
through mapping functions from a dataset. In supervised learning, a 
pattern is learned from a labelled dataset (input and output data), and 
the correct output is expected to be predicted when a different input is 
entered into the model based on this pattern. Supervised learning al-
gorithms deal with two types of problems: classification and regression 
problems. Classification algorithms predict a discrete or distinct value, 
such as when the output is a category, while regression algorithms are 
used to determine continuous values or quantities. In energy demand 
forecasting, regression models can be used to understand the factors that 
drive energy consumption, such as building shape, material and orien-
tation [116]. Fig. 9 presents an example workflow diagram for training 
and deploying supervised machine learning models, generated based on 
the reviewed works in Section 2, incorporating all the main steps, 
including data preparation, model selection and development, and the 
trained model’s application. 

On the other hand, unsupervised learning is used to identify patterns 
in unlabelled datasets and predict the output. Unsupervised learning 
algorithms are typically utilised for tasks including clustering, associa-
tion, and dimensionality reduction. Clustering, which can find a struc-
ture in a collection of unlabeled data, is the most common algorithm for 

unsupervised learning techniques [116]. It is the most common unsu-
pervised learning method applied to categorising building performance 
data [117]. Supervised and unsupervised learning models are different 
in how they are trained and in terms of the conditions of the required 
training data. In some cases, such as [118], a strategy which uses a 
combination of both learning techniques, also called semi-supervised 
learning, was used to characterise the energy consumption in smart 
buildings. This type of algorithm learns from datasets simultaneously 
containing labelled and unlabeled data. For example, a large quantity of 
unlabeled data is used to enhance the prediction for the labelled data. It 
can also work independently, performing classification or clustering 
tasks separately. 

Reinforcement learning [119] algorithms learn to react to an envi-
ronment independently. It has an agent that learns how to map situa-
tions to actions, aiming to maximise a numerical reward (gained from a 
correct output) signal by trial and error. This way, the algorithm im-
proves over time. Over the years, reinforcement learning methods have 
been applied to the building sector, particularly in HVAC control sys-
tems. It has been applied to find the optimal strategies to help decrease 
building energy demand. For example, a reinforcement learning-based 
HVAC control will continuously adapt to the controlled indoor envi-
ronment using real-time data. This presents advantages compared to 
conventional approaches such as rule-based and model-predictive 
controls. 

Different ML algorithms are suitable for different types of datasets or 
problems in the field of the built environment and building 

Fig. 9. Example machine learning framework.  
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performance. Also, different models have different impacts on various 
problems [120]. Hence it is important for modellers to analyse the 
available data and application when choosing an ML model and to 
determine the data pattern that should be learned. In addition, it is 
important to assess the necessity of implementing ML to solve a specific 
problem and whether it will be better and more practical than conven-
tional and simpler approaches, considering the modelling effort. The 
steps required to build, train and deploy an ML model will vary 
depending on these factors. In general, a typical workflow in built 
environment studies that use ML models consists of 3 phases; generating 
data, training the model and deploying the model [121,122]. 

The data generation involves acquiring input data, which are pa-
rameters that impact or correlate with the output data. Methods such as 
stepwise regression and statistical analysis can be employed to help 
select useful variables for the prediction. For building performance- 
related models, inputs could include the climate, building form, occu-
pancy and material properties, while the outputs are parameters which 
represent building performance. Depending on the prediction time scale 
required, the sampling period can be from minutes to years. Then the 
collected data is pre-processed into a format that is suitable for the 
training process. This involves techniques which improve the quality of 
the input data. In the training process, appropriate prediction targets 
and predicting parameters are selected for the model. The input vari-
ables, size of the training data, and performance indicators should be 
considered when selecting the parameters. Once trained, the model is 
tested to evaluate its prediction performance and determine its suit-
ability for deployment. 

As detailed in Tables 1 and 3, various performance indicators can be 
used for evaluation. This will be further discussed in Section 3.3. The 
following section will further explore the types of machine learning 
approaches and models applied to buildings to meet one or more of the 
objectives detailed in Section 2. Although many studies also applied 
reinforcement learning, the present study will focus mainly on super-
vised and unsupervised learning. 

3.2. Applications of Machine Learning Techniques in Enhancing Building 
Performance 

As detailed in the previous sub-section, different machine learning 
models are suitable for several applications related to optimising 
building performance. The review of the literature showed that it could 

be challenging to select the most suitable ML model for solving a 
problem [123]. The explosive growth experienced by the ML research 
area in the last 10 years has led to hundreds of ML algorithms being 
applied to building performance-related studies. This makes it difficult 
to find an optimal ML algorithm for a specific task or case. Hence, 
several researchers in the ML field have developed guidelines to 
encourage best practices in the evaluation and selection of ML models 
[124,125]. However, further developments and more specific guidelines 
are required for the built environment field [126]. 

Many studies have employed different ML algorithms, with many 
achieving significantly better performance than conventional methods, 
such as in building energy forecasting [53] and thermal comfort pre-
diction [107]. Supervised learning models are useful for applications 
such as building energy demand and IAQ forecasting [116]. While un-
supervised learning models are helpful for applications such as load 
profiling, detection and diagnostics of problems occurring in buildings 
and occupancy detection [117]. In some cases, a combination of both 
learning techniques, also called semi-supervised learning, is employed 
[118] to take advantage of the benefits of both methods. It is useful 
when learning from large datasets containing labelled and unlabeled 
samples, performing classification and clustering tasks simultaneously. 
Although advantageous, it would increase the difficulty of the learning 
process. 

Tables 4 and 5 highlight some of the unsupervised and supervised 
machine learning-based algorithms applied to enhance building per-
formance. The literature review shows that current uses of unsupervised 
ML in enhancing building performance mainly include, HVAC system 
management, fault detection and diagnosis, and occupancy detection. 
The most popular among the domain are clustering algorithms, notably 
the K-Means algorithm. Clustering methods can provide information on 
the underlying data structures that is initially hard to detect [126]. 
Several works have used unsupervised clustering data methods to 
enhance the performance of their models. In the study [127], unsuper-
vised learning clustering algorithms are integrated with supervised 
learning algorithms to enhance the prediction of indoor temperature. 

The growing interest in the internet of things (IoT)-enabled buildings 
and a large volume of data generated by IoT sensors presents an op-
portunity to use unsupervised ML models. For example, training ML 
models on very large datasets is time and computational resource 
intensive. One method to overcome this is to reduce the number of 
training samples such as by employing unsupervised learning algorithms 

Table 4 
Examples of unsupervised learning models for enhancing building performance.  

Ref. Model Type Evaluation Eval. Metric Application Key findings 

[74] 
Carreira 
et al. 2018 

K-Means algorithm Simulation CV, STDV Enables automatic 
configuration of an HVAC 
system. 

The k-means algorithm helped optimise the HVAC 
system to minimise energy consumption while 
maintaining user comfort. 

[127] Mateo 
et al. 2013 

K-means, Fuzzy c-means, 
Cumulative Hierarchical 
Tree, DBSCAN, K-medoids 

Simulation MAE Improving building indoor 
temperature prediction of 
linear and non-linear 
methods. 

Clustering techniques did not show significant 
improvement for linear or non-linear methods. 

[128] Li 
et al. 2010 

Fuzzy C-mean clustering 
algorithm 

Historical data MAPE, RMSE Short-term cooling load 
forecasting 

The clustering technique helped reduce the number 
of training samples and avoid noise samples. 

[129] Liu 
et al. 2021 

Two single-step clustering 
based on K-Means and 
DBSCAN 

Electricity 
consumption 
dataset 

Visual 
comparsion, Dunn 
index 

Anomaly detection in 
building electricity 
consumption data 

The proposed two single-step clustering method 
outperformed k-means and gaussian mixture model 
in terms of detecting outliers and discovering typical 
electricity usage characteristics. 

[130] Habib 
et al. 2016 

K-Means, Bag of words 
representation with 
hierarchical clustering 

Building 
operational data 

Cluster evaluation Detects various operational 
patterns in a building energy 
system 

The method can automatically find various patterns 
using as little configuration or field knowledge as 
possible. 

[131] Hong 
et al. 2015 

Gaussian mixture model with 
partitional clustering 

Building sensor 
information 

Classification 
Accuracy % 

Differentiate sensors in 
buildings by type 

The approach is able to achieve more than 92% 
accuracy for type classification. 

[132] Guo 
et al. 2013 

Hidden Markov Model and a 
clustering algorithm 

Experiment Not specified HVAC system fault detection 
and diagnosis 

The method not only identified system faults that 
were modelled within the training process but also 
can be applied for diagnosis. 

[133] 
Trabelsi 
et al. 2013 

Hidden Markov Model, 
Expectation - Maximization 
(EM) algorithm 

Experiment Classification, 
Precision, Recall 

Recognise human activities 
from wearables 

The proposed method achieved a high classification 
rate of 91.4% and competitive with a well-known 
supervised approach.  
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to pretreat the training sample sets. This could reduce the number of 
training samples and also avoid noise samples [128]. Another applica-
tion of ML is AI-based anomaly detection, which can help in making 
better decisions to reduce energy use wastage and promote 
energy-efficient behaviour in buildings. The study [129] proposed a 
two-step clustering method composed of DBSCAN and k-means algo-
rithm for a framework which identifies daily electricity usage patterns 
and detects anomalies in building electricity consumption data. For 
analysing actual building operational data, the use of unsupervised 
learning is more practical since anomaly labels are typically not 
available. 

Some studies employed unsupervised learning methods to analyse 
and optimise the operation of building technologies and systems. The 
work [130] used a combination of K-means and hierarchical clustering 
to detect various operational patterns in a solar adsorption chiller. The 
proposed method was capable of automatically finding various patterns 
using as little configuration or field knowledge as possible. Several 
studies [132] also applied unsupervised ML in the development of the 
fault detection and diagnosis (FDD) approach for HVAC systems in 

buildings. While many studies have highlighted the good performance of 
supervised learning techniques-based FDD methods for HVAC, they rely 
on a balanced dataset containing normal and fault data. In practice, 
obtaining a sufficient amount of fault dataset could be challenging; 
hence, many researchers are exploring unsupervised learning 
techniques. 

Similarly, for the detection and recognition of occupants in a 
building, obtaining sufficient actual (ground truth) information can 
sometimes be challenging, and hence several researchers have explored 
unsupervised approaches. For example, the work [133] used an unsu-
pervised learning approach for occupancy activity recognition from 
wearable sensor data. The results showed that the proposed method 
achieved a higher classification rate of 91.4% as compared to 
well-known unsupervised classification approaches and was competitive 
with well-known supervised approaches. In Section 4, we will dive 
deeper into other approaches, such as deep learning and computer 
vision methods for occupancy detection. 

In the last decade, many works have used supervised learning tech-
niques to conduct various types of building energy use forecasting, 

Table 5 
Examples of supervised learning models for enhancing building performance.  

Ref. Model Type Evaluation Eval. Metric Application Key findings 

[134] Ciulla 
and D’Amico 
2019 

Multiple linear regression Simulation R2, MSE, 
RMSE, MAE, 
MAPE 

Prediction of annual heating and 
cooling energy demand 

Predicted heating, cooling and comprehensive 
energy requirements of a building with a high 
degree of reliability. R2 of 0.9 and the Mean 
Absolute Error and Root Mean Square error are 
lower than 10 kWh/m2 year. 

[135] Bilous 
et al. 2018 

Multivariate regression model Simulation R2, Fisher’s 
criterion 

Prediction of hourly internal air 
temperature 

The model provided high accuracy predictions 
with R2 of 0.981. 

[57]Chou and 
Bui. 2014 

Support vector regression (SVR), 
Ensemble, General linear 
regression, Classification and 
regression tree, ANN 

Simulation R2, MSE, 
RMSE, MAE, 
MAPE 

Heating and cooling load 
predictions 

The ensemble approach (SVR +ANN) and SVR 
were the best models for predicting heating and 
cooling load. 

[136] Zhang 
et al. 2018 

Nonlinear ML algorithms, SVR 
with nonlinear radial basis 
function (RBF) kernel and neural 
networks 

Experiment MAE, R2, 
Time 

Different ML techniques for 
modelling thermal comfort levels 

The nonlinear models performed significantly 
better than the linear models. The neural 
network had the best performance. 

[137] Wang 
et al. 2018 

Combined ANN with an 
ensemble approach 

Simulation R2 A novel dynamic forecasting 
model for building cooling loads 
that combine ANN with an 
ensemble approach 

The proposed ensemble model greatly improved 
the forecasting accuracy. 

[138] Wu et al. 
2018 

Ensemble method  Experiment R2, RMSE, 
MAE, r 

An intelligent ensemble ELM 
method was developed for 
thermal perception prediction 

The proposed ensemble model performed better 
than ANN and SVM. 

[139] Ryu et al. 
2016 

Decision Tree Experiment RMSE Indoor environmental data- 
driven model for occupancy 
prediction 

The decision tree model was capable of 
estimating the occupancy state. Depending on 
the number of predictors used, the RMSE ranged 
between 0.3673 and 0.2202. 

[140] Wang 
et al. 2018 

K-nearest neighbour (KNN), 
Support vector machine (SVM), 
Artificial neural network (ANN) 

Experiment RMSE, MAE, 
MAPE 

Occupancy prediction through 
ML, environmental and Wi-Fi 
sensors 

The use of multiple sensing data sources 
significantly improved the reliability and 
accuracy of ANN-based models while it 
enhanced the reliability of SVM and KNN. 

[141] 
Johannesen 
et al. 2019 

Random Forest Regressor, k- 
Nearest Neighbour Regressor 
and Linear Regressor 

Energy load 
dataset 

MAPE Urban area electrical energy 
demand forecasting 

Random Forest Regressor provides better short- 
term load prediction, and kNN offers relatively 
better long-term load prediction. 

[142] Song 
et al. 2017 

K-means for building energy 
prediction. 
ANN for end-user group 
prediction. 

Energy and 
occupancy 
dataset 

CV-RMSE Hourly energy prediction 
considering occupancy 
characteristics 

The prediction accuracy is improved when 
considering diverse occupancy and its 
correlation with energy use. 

[143] Peng 
et al. 2017 

K-nearest neighbour Experiment, 
Application 

Not specified Occupancy information 
prediction employed for the 
control of the cooling system  

Average control accuracy of 88.1%. Energy 
saving of up to 20.3% is achieved with the use of 
demand-driven control. 

[144] Xiong and 
Yao, 2021 

K-nearest neighbour Experiment Accuracy % Thermal comfort model to 
establish a personalised adaptive 
thermal comfort environment. 

The KNN-based thermal comfort model with 
1000 sets of training data can have an accuracy 
of 88.31%. 

[145] Qiong 
et al. 2017 

Support vector machine Energy load 
dataset 

RMSE, MRE Prediction model of annual 
energy consumption of 
residential buildings 

The support vector machine achieved better 
accuracy and generalisation than evaluated 
neural network techniques. 

[146] Liu et al. 
2021 

Random Forest Simulation R2, RMSE Prediction model of energy 
consumption of University 
buildings 

The Random Forest model exhibits notable 
advantages in building energy consumption 
prediction compared to SVM  
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including heating and cooling load, thermal comfort prediction and 
occupancy prediction. Table 5 lists typical supervised learning studies in 
the literature. Most of the studies focus on heating and cooling energy 
demand, which accounts for a significant portion of the total energy use 
in buildings and, at the same time, impacts the IEQ. Focusing solely on 
energy prediction studies, it was observed that existing studies have a 
wide range of prediction time scales from minute to year basis. The 
study [134] employed a multiple linear regression model to conduct an 
immediate assessment of annual (long-term) heating and cooling 
building energy requirements, which can be used as a decision support 
tool for the preliminary evaluation of a building. While it predicted the 
energy requirements of a building with a high degree of reliability, 
however, they did point out that it is not intended to replace a dynamic 
simulation model. While some of the studies showed the capabilities of 
supervised learning techniques in short-term predictions. The study 
[135] used a multivariate regression model to predict the hourly indoor 
air temperature. They used a multivariate regression model which 
considered various external environmental factors affecting the thermal 
performance of the building. The results indicated that the model pro-
vided high accuracy predictions with R2 = 0.981. 

Another important application of supervised ML is thermal comfort 
prediction. The study used supervised learning methods including sup-
port vector regression (SVM), ensemble, general linear regression, 
classification and regression tree to predict indoor predictive mean vote 
(PMV) factors. Unlike previous works, the study investigated the rela-
tionship between controllable HVAC operation parameters and indoor 
PMV factors. The study showed that non-linear models such as support 
vector regression with non-linear RBF kernels and neural networks 
performed better than linear methods. 

Several works used the ensemble learning approach to improve the 
performance of prediction models. It combines the predictions from 
multiple algorithms to achieve better prediction accuracy. The study 
[137] proposed a one-step-ahead forecasting model based on an 
ensemble technique for cooling loads, which can help tackle the time-lag 
issues of HVAC control. The results showed that the proposed ensemble 
model greatly improved the forecasting accuracy. While the work [138] 
also used an ensemble method for thermal perception prediction. The 
study concluded that it was more accurate than ANN and SVM in the 
prediction of thermal perception and outperformed the traditional PMV 
in terms of thermal sensation estimation. 

Occupancy detection and prediction is a popular application of su-
pervised ML. Such methods estimate occupancy using data from build-
ing sensors, energy meters, Bluetooth and WiFi signal. The study [139] 
used a decision tree model to detect the occupancy at the current state 
based on energy consumption and environmental data. Based on the 
result, the decision tree model was capable of estimating the occupancy 
at the current state. Depending on the number of predictors used, the 
RMSE ranged between 0.3673 and 0.2202. While Wang et al. [140] used 
environmental data, WiFi and fused data combined with ML to develop 
an occupancy prediction. Examined with an on-site experiment, the 
results suggest that the ANN-based model with fused data has the best 
performance, while the SVM model is more suitable with Wi-Fi data. 

The literature showed that existing studies have a wide range of 
research object scope or scale, from energy prediction for a cooling 
system within an individual building to energy prediction for an urban 
area. For example, the study [141] evaluated supervised learning 
regression tools for urban area electrical energy demand forecasting. 
The proposed method used less data as compared to continuous 
time-series and neural network techniques. The impact of meteorolog-
ical parameters was considered. The results showed that the Random 
Forest Regressor provided better short-term load prediction while the 
K-nearest neighbour offered relatively better long-term load prediction. 

As observed, each ML algorithm has its advantages and limitations, 
and it is imperative that several factors such as the task, data avail-
ability, practicability and computational cost are considered when 
selecting a suitable model for a project [147,148]. With regards to 

building performance-related projects, although knowledge of artificial 
intelligence/machine learning is key, it is also paramount for model 
developers to have knowledge in building engineering/energy systems 
[126]. This is important when selecting an appropriate prediction target 
and predicting parameters for the ML model. 

This section highlighted examples of unsupervised and supervised 
machine learning-based algorithms applied in building and energy ef-
ficiency research. Most of the ML methods have been applied to forecast 
energy consumption, thermal comfort and occupancy information, and 
fault/anomaly detection. It can be observed that the majority of the 
reviewed studies were focused on enhancing energy efficiency and 
thermal comfort, while there are limited studies on air quality. 
Furthermore, there are limited works which aim to optimise all 3 vari-
ables [108,114]. The literature analysis showed that existing research 
studies considered a wide range of scope/scales (from an HVAC 
component to urban areas) and time scale (minute to year). 

It can be observed that many of the studies used several unsupervised 
and supervised ML techniques comparing the capabilities of each algo-
rithm for different applications. Many studies combined several ML 
methods, with some using a combination of supervised and unsuper-
vised algorithms (also called semi-supervised) to take advantage of the 
benefits of both approaches. This can be seen in the reviewed works 
which developed ML methods with multiple stages. For example, the 
first stage uses an ML method to detect current-state occupancy, then the 
second stage feeds this information to another ML method to carry out 
another task, such as controlling the HVAC or forecasting occupancy in a 
future state. 

Some of the works used multiple algorithms to achieve better per-
formance, such as the ensemble learning approach. The literature also 
showed examples of unsupervised and supervised ML performing well in 
carrying out a similar task. For example, occupancy detection and pre-
diction is a popular application of unsupervised and supervised ML. 
While studies have shown supervised learning ML performing well in 
occupancy detection and prediction tasks, obtaining sufficient actual 
information can sometimes be challenging, and hence several re-
searchers have explored unsupervised approaches. 

While the literature showed that ML had been successfully applied in 
building energy efficiency research, most of the studies are still at the 
experimental or testing stage, and there are limited studies which 
implemented ML strategies in actual buildings and conducted the post- 
occupancy evaluation. Finally, most of the studies are focused on indi-
vidual buildings or few building spaces, while there are limited large- 
scale applications and implementation in other types of buildings such 
as industrial and retail buildings. This is probably due to the constraints 
and challenges of data acquisition. 

3.3. Evaluation of Machine Learning Algorithms for Building 
Performance-Related Applications 

As shown in Fig. 9, the next stage following the training of the ML 
model is the evaluation or experimental stage. At the experimental 
stage, the performance of the selected ML method is evaluated based on 
how well it performs on new or unseen data. Typically the development 
of ML methods involves several experimentations, including testing of 
several types of algorithms and optimisation or tuning of the hyper-
parameters [124,125]. As detailed in Tables 1, 3, 4 and 5, various per-
formance metrics or indicators related to model accuracy, sensitivity 
and robustness are used for model evaluation. These metrics are used to 
evaluate a model’s performance and provide feedback to allow im-
provements until a desirable performance is achieved [149]. Based on 
the reviewed literature, the typical evaluation metrics employed [149] 
include accuracy, mean squared error (MSE), root mean square error 
(RMSE), mean absolute error (MAE), R squared (R2), and mean absolute 
percentage error (MAPE) [57]. The evaluations are carried out using 
data from simulations, historical data and experiments. 

Other performance indicators such as computational efficiency, data 
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requirements and complexity are also equally important but have not 
been assessed or discussed in many of the reviewed studies. This infor-
mation would be useful for researchers and model developers that have 
certain requirements for their projects, such as high-speed prediction, 
low computational cost and complex datasets. For example, ML methods 
such as the ensemble approach could achieve higher prediction perfor-
mance, but their complexity and higher computational resource re-
quirements may hinder their applications in practice. In addition, the 
challenges faced in practice related to the pre-processing and uncer-
tainty of data should be discussed in future works. More focus should be 
given to these performance indicators and challenges in future studies to 
ease the selection of ML models for different applications. 

It should be noted that the information presented about the evalu-
ation metrics in Tables 1, 3, 4 and 5 are not meant to assess which is the 
best evaluation metric, but rather to show that existing studies are using 
different evaluation methods. This inconsistency makes it challenging to 
assess or compare the different ML algorithms and select an optimal 
method. While most of the studies covered in the review showed that the 
proposed ML methods are suitable and achieved good performance for 
various building-related applications, it also adds to the challenge of 
finding an optimal ML algorithm. A common approach practised in the 
literature is the testing of different models on the same data to evaluate 
the best performing method. Hence, guidelines on the standardisation of 
the evaluation methods are required to promote the optimal selection of 
ML algorithms. 

At the application stage, once the model is trained and validated, the 
ML method is then applied to an actual building, for example, its energy 
management or HVAC control system [143], or used to support the 
decision-making during the building design process. While this stage is 
important for further validating the performance of the ML method in 
real implementations, previous works have not paid much attention to 
this. The review of [126] highlighted that many of the building 
performance-related ML studies are at the experimental stage. This can 
be observed in Tables 4 and 5, with most of the studies are either 
evaluated using simulation results, previously collected datasets, and 
experiments. Many thermal comfort and occupancy detection studies 
used experiments to validate the model, while energy prediction studies 
used historical datasets and simulation results. The use of commercial 
BES tools such as EnergyPlus is a common compromise to generate 
training data and prove the theoretical feasibility of the ML model, 
which may not be sufficient to put the ML model into practice. 

Furthermore, they [126] also highlighted that most studies did not 
validate their ML models using real post-building-completion energy or 
post-occupancy data. Among the reviewed studies, the work of [143] 
implemented the proposed demand-driven strategy for the controls of a 
cooling system of several offices in a commercial building in Singapore. 
The two months field experiment showed that the proposed strategy 
could result in energy savings of up to 20.3%. While this study showed 
the capabilities of the K-nearest neighbour model in occupancy predic-
tion strategy in real offices, the authors did acknowledge the limitations 
of the experiment. The limited experimental time and a small number of 
case study offices may restrain the universality of their results. 

While modellers aim to develop ML models with good performance, 
it does not necessarily mean that it will lead to successful real-world 
implementations. Future works should consider implementing their 
proposed ML-based strategies in real buildings and systems. More 
studies should be carried out on the integration of existing ML strategies 
with building management systems and control strategies. 

4. Applications of Deep Learning in the Built Environment 

While deep learning (DL) is a subset of machine learning, we have 
dedicated a section covering some of the latest advancements and ap-
plications of deep learning techniques in the built environment, in 
particular, energy prediction and occupancy detection. As defined by 
[150], DL allows computational models comprised of multiple 

processing layers to learn data representations with multiple levels of 
abstraction, imitating the human brain. While it can be considered an 
ML concept based on artificial neural networks (ANN), DL typically 
contain advanced neurons, which allows deep neural networks to be fed 
with data in raw form and automatically discover a representation 
required for the corresponding learning tasks [115]. Such functionalities 
are not provided by simple ANNs and ML algorithms. 

Hence, DL can address some of the limitations of conventional ML 
methods, including ML’s inability to process natural data in their raw 
form, as discussed in the earlier sections. It eliminates some of the data 
pre-processing tasks typically required in developing ML methods, 
reducing the reliance on expert knowledge (see Fig. 1b). Besides nu-
merical and text data forms, DL can also process other forms of data such 
as images, videos, and sounds. Like ML, DL can be supervised, unsu-
pervised or reinforcement, depending on how the neural network is 
utilised. For instance, when both input and output are known, such as 
when performing classification or object detection tasks, supervised 
learning is used to carry out the prediction task. While unsupervised 
learning can be used to cluster images based on their similarities. 

While ML has shown good performance in various applications such 
as energy forecasting, thermal comfort prediction and occupancy 
detection. The literature has shown that these applications are increas-
ingly making use of deep learning techniques [151,152]. According to 
[115], DL outperforms conventional shallow ML algorithms and tradi-
tional data analysis methods in numerous applications that require text, 
images, audio, and video to be processed, such as in natural language 
processing, image classification, speech recognition and computer 
vision [150]. It is particularly useful in applications which require 
handling large and high-dimensional data [153]. The increasing amount 
of data generated from many sources, the advances in computational 
power, and the developments of DL algorithms have led to the increasing 
popularity of DL. However, it also means that DL would require high-end 
machines and could take a long time to train a model. While in appli-
cations which deal with low dimensional and small datasets, conven-
tional ML is still preferable as it could produce superior and more 
interpretable results [154]. 

From self-driving cars to medical imaging solutions to Google 
Translate, DL applications have revolutionised many sectors and will 
continue to do so. While this disruptive technology is becoming more 
common across a wide range of industries, researchers and practitioners 
in the built environment sector are striving to keep up with the pace of 
applying DL. Table 6 highlights some deep learning-based algorithms 
applied to solve building performance-related problems. The literature 
review shows that the current uses of DL are in enhancing building 
performance, mainly including energy demand and thermal comfort 
prediction, and occupancy detection. 

While DL algorithms can be applied to a range of prediction or 
classification tasks, like ML, modelers should consider several factors 
when selecting a DL model for a project, such as the type of tasks, 
learning method, data availability, practicability and computational 
cost. The literature showed that DL techniques had been successfully 
applied in various types of building energy use forecasting. For example, 
recurrent neural network (RNN) models have shown favourable per-
formance in electric load forecasting [151]. RNN is one of the neural 
network architectures best suited to tackle datasets with sequential 
correlations and has demonstrated good performance in processing 
time-series data such as text and speech. The time series nature of 
operational data of buildings makes RNN a suitable technique for energy 
consumption prediction tasks. However, traditional RNN models are not 
effective in capturing long-term temporal dependencies. Models such as 
long short-term memory (LSTM) and gated recurrent units (GRU) are 
used to overcome some of the shortcomings of RNN models. Hence the 
work [42] proposed several techniques to enhance the performance of 
recurrent models in building cooling energy predictions. 

The study [152] compared the performance of RNN and convolution 
neural network (CNN)-based algorithms for energy forecasting in 
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commercial buildings. The study developed the gated RNN and CNN 
specifically for day-ahead building-level load forecasting. The results 
showed that the gated CNN model outperformed the gated RNN in terms 
of accuracy and computational efficiency. While CNN is well known for 
object/image recognition and classification due to their optimal 

performance, it has also been successfully used in various applications 
such as building energy prediction tasks which involve time series data 
[152]. 

Although most deep learning architectures are applicable to a range 
of prediction or classification tasks, some studies have combined deep 

Table 6 
Examples of deep learning-based methods for enhancing building performance.  

Ref. Model Type Evaluation Eval. Metric Application Key findings 

[151] Kim et al. 
2019 

Recurrent neural network 
(RNN), recurrent inception 
convolution neural network 
(RICNN) 

Smart meter 
dataset 

RMSE, MAPE Multi short-term load 
forecasting model 

RICNN model outperforms the benchmarked 
multi-layer perception, RNN, and 1-D CNN 

[42] 
Fan et al. 2019 

Recurrent neural network 
(RNN) 

Building 
operational data 

RMSE, MAE, CV- 
RMSE 

Short-term building 
energy predictions 

Recurrent models achieved the most accurate 
predictions without increasing computational 
load.RMSE was 30.8% for cooling load 
prediction 

[152] Cai et al. 
2019 

Gated RNN, CNN Electricity dataset CV, MAPE, 
Computational 
efficiency 

Day-ahead building-level 
load forecasts 

24-h gated CNN model performed better than 
conventional deep learning models. 

[153] Kim and Cho 
et al. 2019 

CNN-Long short-term 
memory (LSTM) 

Electricity dataset RMSE, MAPE, MAE, 
MSE 

Residential energy 
consumption prediction  

CNN-LSTM network estimated the electric 
energy consumption in real residential houses 
with a stable performance of 0.37 MSE 

[155] Somu et al. 
2019 

CNN-LSTM Energy 
consumption data 

RMSE, MAPE, MAE, 
MSE 

Building energy 
consumption forecast 

CNN-LSTM captured the spatio-temporal 
characteristics in building energy consumption 
data 

[156] 
Suryanarayana 
et al. 2018 

Deep neural networks Heat load dataset MAPE, F1 score, F2 Thermal load forecasting 
in district heating 

Deep neural networks performed better than all 
linear models although more computationally 
intensive. 

[157] Marino et al. 
2016 

Long short-term memory 
(LSTM) 

Electricity dataset RMSE Building energy load 
forecasting 

LSTM performed well for one-hour resolution 
dataset but not for one-minute resolution data. 

[158] Somu et al. 
2021 

CNN-LSTM Thermal comfort 
dataset 

Precision, Accuracy, 
F1 score, MCC 

Thermal comfort 
modelling with limited 
dataset 

The model proposed provided reasonably 
accurate predictions and overcome the 
challenges related to the inadequacy of modeling 
data. 

[159] Gao et al. 
2021 

Transfer learning based 
multilayer perceptron (TL- 
MLP) 

Thermal comfort 
dataset 

Accuracy, F1 score Thermal comfort 
prediction in multiple 
cities 

The Tl-MLP model from the same climate zone 
exceeded the performance of state-of-the-art 
methods in accuracy and F1-score. 

[160] Deng and 
Chen 2018 

Artificial neural network 
(ANN) 

Thermal sensation 
data, behaviour 
data 

MAE, R2 Thermal comfort 
prediction in single- 
occupant and multi- 
occupant offices 

Comfort zone obtained by the ANN model using 
thermal sensations was narrower than the 
comfort zone in ASHRAE Standard 55, while the 
ANN model using behaviors was wider than the 
ASHRAE comfort zone. 

[161] Wei et al. 20 Convolutional neural 
network (CNN) 

Experiment, 
Simulation 

Accuracy % Equipment usage 
detection for estimating 
sensible heat gains 

The CNN-based model detected three typical 
office appliances – PC, printer and kettle. The 
initially developed model achieved an accuracy 
of 89.3% on the test dataset. 

[163] Tien et al. 
2020 

Faster region-based 
convolutional neural 
network (RCNN) 

Experiment, 
Video, Simulation 

F1 score, Precision, 
Accuracy, Recall 

Occupancy activity 
detection for estimating 
sensible heat gains 

Using the deep learning detection method, the 
results showed that the occupancy heat gains 
could be represented more accurately in 
comparison to using static office occupancy 
profiles. 

[164] Tien et al. 
2021 

Faster region-based 
convolutional neural 
network (RCNN) 

Experiment, 
Video, Simulation 

F1 score, Precision, 
Accuracy, Recall 

Window opening 
detection for estimating 
ventilation heat loss 

The initial detection results showed that the 
method was capable of identifying windows that 
were opened and had an average accuracy of 
97.29%. 

[165] Wei et al. 
2022 

Faster region-based 
convolutional neural 
network (RCNN) 

Experiment, 
Video, Simulation 

IoU, F1 score, 
Precision, Accuracy, 
Recall 

Occupancy detection for 
demand-comtrolled 
ventilation 

The proposed approach could provide demand- 
driven ventilation control data on the dynamic 
changes of occupancy to improve indoor air 
quality. 

[166] Pincott et al. 
2022 

Faster region-based 
convolutional neural 
network (RCNN) 

Video F1 score, Precision, 
Accuracy, Recall 

Fire and smoke detection 
in buildings 

Results indicated that the fire detection achieved 
accurate detections while the smoke detection 
did not perform as well. 

[167] Anh et al. 
2017 

Long short-term memory 
(LSTM), Gated recurrent 
units (GRU) 

Air quality dataset Accuracy Indoor air quality 
prediction using sensors 
and DL 

GRU model outperformed the LSTM model. The 
GRU model achieved an accuracy of up to 84.5% 

[168] Mutis et al. 
2020 

Deep neural network Human action 
dataset 

Accuracy Indoor air quality control 
using occupancy 
information 

The model achieved 84% accuracy on human 
action dataset using a multi-stream fusion 
network for recognising activities. 

[169] Taheri et al. 
2022 

Deep recurrent neural 
networks (DRNN) 

HVAC dataset F1 score, Precision, 
Accuracy, Recall 

Fault detection and 
diagnostic for variable 
flow refrigerant system 

The DRNN model outperformed random forest 
and gradient boosting regression. 

[170] Guo et al. 
2018 

Deep belief network HVAC dataset Correct rate (CR), 
Hit rate (HR) 

Fault detection and 
diagnostic for variable 
flow refrigerant system 

The fault diagnosis correct rate of the optimized 
model was 97.7%, 

[171] Fan et al. 
2018 

Autoencoder Building 
operational data 

Accuracy % Anomaly detection in 
building energy data 

The proposed autoencoder method successfully 
identified anomalies in building energy data.  

P.W. Tien et al.                                                                                                                                                                                                                                 



Energy and AI 10 (2022) 100198

21

learning techniques for better performance. In the study [151], a 
recurrent neural network (RNN) model was combined with 1-dimen-
sional CNN to enhance the performance of a forecast model for 
short-term loads. The study showed that the proposed model out-
performed other models, including multi-layer perception and RNN. In 
another study [153], CNN is combined with LSTM to predict residential 
energy consumption. The CNN layer extracts the features between 
multivariate variables affecting energy consumption, while the LSTM 
models the temporal information and maps time series into separable 
spaces to generate predictions. The proposed hybrid model accurately 
predicted the electric energy consumption of residential houses and 
performed better than other DL models such as LSTM and GRU. 

In some cases, traditional ML techniques are combined with DL 
techniques. For example, the study [155] combined CNN and LSTM with 
k− means clustering for building energy consumption forecasts. The 
unsupervised learning clustering method was used to understand the 
energy consumption trend before data modelling. The results showed 
the efficiency of the proposed model over the existing building energy 
consumption forecast models, such as MLP, CNN and LSTM. Further-
more, it showed the capability of the combined CNN and LSTM in 
capturing the spatio-temporal characteristics in building energy con-
sumption data. 

While many of the works in the literature predicted electricity con-
sumption of buildings, the study [156] extended deep learning methods 
to the field of heat load forecasting. They compared the performance of 
the DL architecture, deep neural network with linear models in fore-
casting thermal loads in district heating networks. A deep neural 
network is a standard neural network with multiple hidden layers (at 
least 2 hidden layers) between the input and output layers. It extracts 
uniquely abstract features to model complex non-linear relationships. 
The results showed that although more computationally intensive, the 
deep neural network provided the best accuracy among the tested 
techniques. 

Another important application of DL is thermal comfort prediction 
[158,159] and management [108,109]. As mentioned earlier, 
data-driven techniques have shown their advantage over traditional 
PMV models; however its application can be hindered by unavailability 
or lack of labelled thermal comfort data from occupants. The work [158] 
addresses this issue by implementing a transfer learning based 
CNN-LSTM model for predicting thermal comfort in buildings with 
limited data. Transfer learning takes relevant parts of a pre-trained 
model and applies them to a new but similar problem. This allows the 
training of a model using a smaller dataset while using a large amount of 
relevant data from a previous task. The hybrid model achieved reason-
ably accurate predictions and overcame the challenges related to the 
inadequacy of modelling data. It performed better than other methods 
such as LSTM, CNN, SVVM, kNN and traditional PMV. 

Another study [159] proposed a transfer learning-based multilayer 
perceptron (MLP) model for thermal comfort predictions for any 
building in a similar climate with limited labelled data. Transfer 
learning allowed the transfer of knowledge from a building in a similar 
thermal environment or climate to another building for thermal comfort 
prediction. The proposed model exceeded the performance of 
state-of-the-art methods in terms of accuracy and F1 score. While 
transfer learning has been successfully utilised in many real-world ap-
plications, it can be a promising technique to scale up the imple-
mentation of ML and DL models in the built environment sector. 

As mentioned previously, CNN is one of the most popular DL tech-
niques and has shown optimal performance when it comes to object and 
image recognition tasks. Its advancement has benefitted many areas, 
including computer vision which is typically used in applications such as 
image detection and recognition, image and video analysis and NLP. 
While computer vision is not new, it has advanced significantly in the 
last 10 years since the development of the AlexNet model, which uses 
CNN. Furthermore, the availability and increase in GPU power have 
accelerated the development of computer vision solutions. Today, CNN 

is used in numerous computer vision applications such as facial recog-
nition, augmented reality, pedestrian detection and autonomous vehi-
cles. The advancement in computer vision has gained the interest of 
many researchers in several fields, including the built environment. 
Computer vision-based methods have shown good performance in oc-
cupancy detection and recognition tasks in buildings [161,162]. Fig. 10 
presents an example workflow of a CNN model applied to an occupancy 
activity detection problem. 

The study of [163] employed a computer vision-based approach and 
camera for the real-time detection of occupancy and equipment use in 
buildings. Instead of using typical “fixed” scheduled profiles for HVAC 
systems, the work used the proposed detection method to collect in-
formation on the real-time usage of building spaces and use the infor-
mation to automatically adjust the operation of HVAC systems (see 
Fig. 11 and Video 3). Through building energy simulations (BES), the 
work showed that the proposed approach could help minimise unnec-
essary building energy demand. The same approach was used to detect 
and recognise the opening/closing of windows in [164]. The real-time 
information can be used to alert building operators or users and auto-
matically adjust HVAC to minimise energy wastage and maintain ther-
mal comfort. 

In addition, the proposed strategy could be used to enhance indoor 
air quality and building safety by detecting indoor CO2 levels [165], and 
indoor fire and smoke [166]. Using the same occupancy detection 
method [163], the work [165] used the real-time predicted CO2 infor-
mation to assist HVAC operations to provide demand-driven ventilation 
controls. This allows the HVAC to adjust according to the dynamic 
changes of occupancy to improve the IAQ and minimise the under- or 
over-estimation of the ventilation demand [167]. The study [166] 
applied the method in the detection of indoor fire and smoke, which can 
potentially provide necessary information for fire services, including 
identifying the position and size of the fire and how the fire spreads. The 
authors envisioned that a single vision-based device could provide 
numerous information about a building space, that can be used to ach-
ieve comfortable, healthy and safe indoor environments. While these 
studies showed the advantages of the vision-based method, they also 
highlighted some of the issues that should be further addressed, 
including the security issues, overlapping objects and the impact of 
parameters on detection performance such as indoor lighting conditions 
and camera angle. 

While the prediction of air quality in oudoor/large scale applications 
such as urban areas and cities using DL is quite well established, the use 
of this technology for predicting indoor air quality (IAQ) is only starting 
to pick up steam. For example, the study [167] employed LSTM and GRU 
models to handle the time series data of measurements from various 
sensors and predict indoor air quality. The sensors measured several 
parameters, including temperature, humidity, light quantity, carbon 
dioxide, fine dust and volatile organic compounds. The results showed 
that the GRU technique outperformed (up to 85% accuracy) the other 
two methods; LSTM and linear regression. Another approach was taken 
by [165], which employed computer vision to detect real-time occu-
pancy levels, and used the information to estimate the indoor CO2 level. 
Similarly, the work [168] employed DL methods to sense occupancy and 
recognise motion in real-time for indoor CO2 level estimation. The 
model achieved 84% accuracy on the human action dataset using a 
multi-stream fusion network for recognising activities. Such techniques 
will be invaluable for the development of demand-driven HVAC control 
systems. 

Another emerging application of DL is in fault detection and diag-
nosis of HVAC. While ML has been extensively applied to HVAC fault 
detection and diagnosis, some techniques barely capture temporal de-
pendencies and dynamic behaviour of the faults [169]. Hence, DL 
methods such as deep recurrent neural networks are developed to 
address these shortcomings. The work [169] explored different config-
urations of deep recurrent neural networks (DRNN) are explored for the 
fault diagnosis of variable flow refrigerant systems. Through 
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optimisation and evaluation of hyperparameters, the best DRNN model 
was selected and compared with other established techniques. The re-
sults showed that the DRNN model outperformed random forest and 
gradient boosting regression. Similarly, [170] also used a DL method 
based on a deep belief network for the fault diagnosis of a variable flow 
refrigerant system. The study highlighted that the fault diagnosis for 
variable flow refrigerant systems might not require a very deep model. 

This section highlighted examples of deep learning techniques 
applied in building and energy efficiency research. Most of the DL 
methods have been applied to short-term/ long-term energy prediction, 
thermal comfort prediction and occupancy detection. Like in ML, the 
literature analysis showed that most of the studies were focused on 
optimising the energy efficiency and thermal comfort in building while 
less attention was paid to air quality. In addition, although energy use, 
thermal comfort, and indoor air quality are interrelated, there are 
limited studies which investigated/considered them all simultaneously. 

DL algorithms have recently become the focus of increased attention 
due to their performance and capabilities. Its popularity has been fuelled 
by the increasing amount of data generated from many sources, 

advances in computational power, and the developments of algorithms. 
DL methods have been promising for the development of building en-
ergy prediction models due to their powerful learning and prediction 
abilities. Many of the reviewed studies showed DL methods out-
performing conventional shallow ML algorithms and traditional data 
analysis methods. Although most deep learning architectures are 
applicable to a range of prediction or classification tasks, some studies 
have combined DL techniques or DL with ML techniques for better 
performance. Such an integrated method typically works in stages, with 
each stage taking advantage of the abilities of the DL/ML method. For 
example, one method will carry out clustering tasks, and the other will 
perform prediction tasks. The literature showed that while ML has been 
extensively applied to thermal comfort, indoor air quality prediction, 
and fault detection and diagnosis, the applications of DL in these areas 
are only starting to pick up steam. 

One of the most important developments in the field of DL is the 
convolutional neural network (CNN), which has shown optimal per-
formance when it comes to object and image recognition tasks. The 
literature showed that CNN had been successfully used in numerous 

Fig. 10. Example CNN architecture based on deep neural networks [62], applied to an occupancy activity detection problem.  

Fig. 11. Example of a computer vision based strategy for the detection of occupancy and equipment use [162,163] for data-driven building energy management 
systems. Video 3 shows the operation of the proposed approach. 
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computer vision applications in the built environment, such as occu-
pancy counting, occupancy activity detection/recognition, equipment 
usage detection, window detection and fire/smoke detection. The in-
formation generated by such methods can be used to automatically 
adjust the operation of building systems and manage spaces, which can 
enhance building performance. The literature also highlighted some of 
the issues that should be resolved before computer vision-based methods 
can be widely adopted, such as security/privacy issues and the influence 
of various indoor parameters on performance. 

Like in ML, each DL algorithm has its advantages and limitations, and 
it is imperative that several factors such as the task, data availability, 
practicability and computational cost are considered when selecting a 
suitable model for a project. As detailed in Table 6, various performance 
metrics or indicators related to model accuracy, sensitivity and robust-
ness are used for model evaluation. However, other performance in-
dicators such as computational efficiency, data requirements and 
complexity have not been assessed or discussed in many of the reviewed 
studies. Similar to the review of ML methods, most of the studies covered 
in the review showed that the proposed DL methods achieved good 
performance for various building-related applications. This adds to the 
challenge of finding an optimal DL algorithm. Some studies have carried 
out a comparative analysis with established ML/DL algorithms to 
identify the best-performing model. 

The literature also showed that most of the studies are at the 
experimental stage. This can be observed in Table 6, with most of the 
studies are either evaluated using simulations, previously collected 
datasets, and experiments. While there is a lack of validation of DL 
models using real post-building-completion energy or post-occupancy 
data. Future works should consider implementing their proposed DL- 
based strategies in real buildings and systems. 

5. Summary 

The literature review showed that machine learning and deep 
learning techniques had been successfully applied in various building 
environment applications, focusing on the improvement of building 
performance, such as energy-comfort-air quality prediction, fault 
detection and diagnostics, and occupancy prediction and detection. 
Table 7 shows a graphical/visual summary of some of the studies 
covered in the literature review, which categorised them into “what type 
of building system”, “which method/solution”, and “who benefits”. 

While the table does not include all the reviewed studies, it can give 
the reader an idea about the areas where the existing studies are focused. 
At the same time, it also highlights that most of the studies were focused 
on optimising the energy efficiency and thermal comfort in building 
while less attention was paid to air quality. Although energy use, ther-
mal comfort and indoor air quality (IAQ) are interrelated, there are 
limited studies which investigated or considered them all simulta-
neously. While machine learning and deep learning techniques have 
important roles in aiding the design and operation of buildings to pro-
vide energy-efficient, comfortable and healthy indoor environments - it 
requires a holistic approach. For example, while a certain method could 
minimise energy use and enhance thermal comfort in a building, it may 
have an adverse effect on other factors such as the IAQ. Future works 
should consider energy efficiency, thermal comfort, and IAQ aspects and 
their interactions when developing ML/DL-based building strategies. 

It can be observed that many of the DL and ML methods were 
employed for energy prediction, with most focusing on cooling and/or 
heating loads while some considered ventilation loads. This demon-
strates a gap in the literature on some topics, such as forecasting of 
lighting energy, plug loads and dehumidification, where more attention 
should be paid. In addition, most of the studies focused on mechanical 
HVAC systems while there is less focus on natural ventilation and other 
passive cooling/heating strategies. 

Several studies have coupled different ML/DL methods to enhance 
building performance, for example, a detection model is used to obtain 

occupancy information from a building space, and then the data is fed 
into a prediction model to estimate the IAQ and thermal comfort in the 
future. While IAQ and thermal comfort are important indicators of the 
quality of conditions inside a building, there are also other factors which 
might influence the indoor environment quality. This includes the 
daylighting, visual comfort and acoustic conditions – less attention has 
been paid to these factors in the literature. 

6. Conclusion and Recommendations for Future Works 

This review provided a critical summary of the existing literature on 
the machine and deep learning methods for the built environment over 
the past decade, with special reference to holistic approaches. Different 
artificial intelligence (AI)-based techniques employed to resolve inter-
connected problems related to HVAC systems and enhance building 
performances were reviewed, including energy forecasting and man-
agement, indoor air quality and occupancy comfort/satisfaction pre-
diction, occupancy detection and recognition, and fault detection and 
diagnosis. The present study explored existing AI-based techniques 
focusing on the framework, methodology, and performance. 

Machine and deep learning methods have been successfully applied 
to building energy prediction. Many studies have shown the advantage 
of AI methods for predicting energy loads compared to conventional 
building energy simulation models. It requires fewer details and infor-
mation about the building, which reduces the time of developing the 
model and, at the same time, AI-based models are significantly faster. 
However, previous works stressed the importance of selecting suitable 
input data and learning algorithms. Many studies recommended the 
integration of occupancy behaviour pattern recognition with the energy 
load forecasting model to enhance prediction performance. Due to the 
reliance on historical building data, AI-based models application in the 
design stage are limited. One cannot extrapolate the prediction results 
once changes are made to the design and operation of a building. 

The literature showed that newer techniques such as Wi-fi, wireless 
sensors and cameras are increasingly being employed in research studies 
for occupancy studies and, at the same time, integrated with AI tech-
niques. The advancement of deep learning-based techniques, such as 
convolutional neural network (CNN) and computer vision have made 
camera-based techniques one of the most popular sensing techniques for 
indoor environments and human recognition. Although promising, most 
studies have not attempted to integrate the vision-based occupancy 
detection approach with the HVAC control systems. Furthermore, the 
impact on energy demand and thermal comfort has not been well 
studied. 

The applications of machine and deep learning in thermal comfort 
studies have been growing, such as in comfort prediction and manage-
ment. Studies have shown that machine learning outperformed con-
ventional and modified PMV models. Its prediction’s higher accuracy 
and speed make it suitable for integration with demand-driven or 
occupancy-responsive HVAC controls, providing real-time feedback. 
Although not as developed as AI methods for thermal comfort optimi-
sation, the applications of machine and deep learning in IAQ studies 
have been recently growing. This is probably driven by the COVID-19 
pandemic and increased awareness of IAQ. 

Different machine learning models are suitable for several applica-
tions related to optimising building performance. Supervised learning 
models are useful for applications such as building energy demand and 
IAQ forecasting. While unsupervised learning models are helpful for 
applications such as load profiling, detection and diagnostics of prob-
lems occurring in buildings and occupancy detection. In some cases, a 
combination of both learning techniques is employed to take advantage 
of the benefits of both methods. 

The literature highlighted that it could be challenging to select the 
most suitable machine learning model for solving a problem. The recent 
explosive growth experienced by the research area has led to hundreds 
of machine learning algorithms being applied to building performance- 

P.W. Tien et al.                                                                                                                                                                                                                                 



Energy and AI 10 (2022) 100198

24

Table 7 
A graphical/visual summary of some of the ML/DL-based studies covered in the literature review  
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related studies. The literature showed that existing research studies 
considered a wide range of scope/scales (from an HVAC component to 
urban areas) and time scales (minute to year). This makes it difficult to 
find an optimal algorithm for a specific task or case. Hence, further 
developments and more specific guidelines are required for the built 
environment field to encourage best practices in the evaluation and 
selection of models. 

While the literature showed that machine and deep learning had 
been successfully applied in building energy efficiency research, most of 
the studies are still at the experimental or testing stage, and there are 
limited studies which implemented machine and deep learning strate-
gies in actual buildings and conducted the post-occupancy evaluation. 
Most of the studies are focused on individual buildings or few building 
spaces while there are limited large-scale applications and imple-
mentation in other types of buildings such as industrial and retail 
buildings. This is probably due to the constraints and challenges of data 
acquisition. Future works should consider implementing their proposed 
machine and deep learning-based strategies in real buildings and 
systems. 

Based on the reviewed literature, there is also a wide range of 
evaluation metrics employed by the studies, which further add to the 
challenge of evaluating the different models. The evaluations are carried 
out using data from simulations, historical data and experiments. Other 
performance indicators such as computational efficiency, data re-
quirements and complexity are also equally important but have not been 
assessed or discussed in many of the reviewed studies. Future works 
should provide this information as it would be useful for researchers and 
model developers that have certain requirements for their projects. In 
addition, the challenges faced in practice related to the pre-processing 
and uncertainty of data should be discussed in future works. 

While machine learning has shown good performance in various 
applications such as energy forecasting, thermal comfort prediction and 
occupancy detection. The literature has shown that these applications 
are increasingly making use of deep learning techniques. The increasing 
amount of data generated from buildings, the advances in computa-
tional power, and the developments of algorithms have led to the 
increased popularity of deep learning. Although most deep learning 
architectures are applicable to a range of prediction or classification 
tasks, some studies have combined deep learning techniques for better 
performance. In some cases, traditional machine learning techniques are 
combined with deep learning techniques 

As observed, each machine and deep learning algorithm has its ad-
vantages and limitations, and it is imperative that several factors such as 
the task, data availability, practicability and computational cost are 
considered when selecting a suitable model for a project. With regards to 
building performance-related projects, although knowledge of artificial 
intelligence/machine learning is key, it is also paramount for model 
developers to have knowledge in building engineering/energy systems. 
For example, this is important when selecting an appropriate prediction 
target and predicting parameters for the machine and deep learning 
model. 
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