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We have achieved highly localised control of pattern formation in two dimensional nanoparticle as-
semblies by direct modification of solvent dewetting dynamics. A striking dependence of nanoparticle
organisation on the size of atomic force microscope-generated surface heterogeneities is observed and
reproduced in numerical simulations. Nanoscale features induce rupture of the solvent-nanoparticle
film, causing the local flow of solvent to carry nanoparticles into confinement. Microscale het-
erogeneities instead slow the evaporation of the solvent, producing a remarkably abrupt interface
between different nanoparticle patterns.

PACS numbers: 68.05.Cf, 68.08.Bc, 61.46.Df

Colloidal solutions of nanoparticles are simple to syn-
thesise, exceptionally stable, and can be made from ma-
terials with a wide variety of chemical and electrical
properties. Their versatility makes them ideal building
blocks for the next generation of nanoscale electronic de-
vices. When deposited on a surface, colloidal nanoparti-
cles form a diverse array of patterns[1–8] for which the
behaviour of the solvent plays a key role. Isolated islands,
worm-like domains, continuous labyrinthine patterns,
and polygonal networks can each be produced by varying
the experimental conditions [1, 5, 9, 10]. Although there
have been impressive recent examples of the exploitation
of dewetting to form stripes of nanoparticles[6, 7, 11],
spatial control of dewetting-induced pattern formation
in 2D assemblies of nanoparticles has to date not been
demonstrated.

Here we describe highly localised control of 2D pat-
tern formation in colloidal nanoparticle arrays via sur-
face inhomogeneities created by atomic force microscope
(AFM)-induced oxidation. In addition to representing
a new technique for nanostructure control, our exper-
iments and associated simulations provide key insights
into the mechanisms of surface inhomogeneity-directed
self-organisation in nanoparticle systems. Whereas
nanoscale surface features drive the rupture of the
solvent-nanoparticle film, microscale oxide features on
an otherwise hydrophobic surface retard solvent evapo-
ration, providing important complementary stategies for
spatial control of dewetting dynamics. We also show that
a simple modification of the Hamiltonian introduced by
Rabani et al.[9], can reproduce important experimentally
observed patterns not captured by the original code.

Our experiments are based on AFM-induced oxidation
of hydrogen-passivated Si(111) surfaces[12, 13]. An Asy-
lum Research MFP-3D AFM system operating in inter-

mittent contact mode with closed-loop control was used
for both imaging and local oxidation of the H:Si(111)
samples. Oxidation was carried out using PtIr-coated
silicon probes at a bias of -10V, and in 70% humidity.
Octanethiol-passivated Au nanoparticles were prepared
in toluene[14]. For experiments involving rapid solvent
evaporation, a 25µl droplet of an appropriately diluted
solution was placed on the locally oxidised substrate and
the sample subsequently spun at 4krpm. Slow evapora-
tion was induced by keeping the solvent in a meniscus on
the sample by means of a small PTFE ring.

The 2D Ising model simulations described by Rabani
et al. [9] are capable of replicating a large number of the
nanoparticle structures seen in experiment. In partic-
ular, certain classes of cellular structure are reproduced
with an accuracy that renders them statistically indistin-
guishable from experiment [10, 15]. There are, however, a
number of common experimental phenomena that cannot
be simulated by this method, and which are of key impor-
tance to our studies of directed dewetting. For example,
Fig. 1(a) shows a structure that is frequently observed
in our experiments. A Fourier transform[16] reveals that
the pattern exhibits not just one, but two preferred cell
sizes, each having a relatively wide distribution. The
nature of the structures produced by the simulation is
governed by the parameters in the Hamiltonian
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where εl, εn, and εnl are the liquid-liquid, nanoparticle-
nanoparticle, and nanoparticle-liquid interaction energies
respectively. As discussed by Rabani et al. [9], the value
of µ (the chemical potential) determines the mean equi-
librium density of solvent, and is an effective parameter
representing any interaction energy that is not explicitly
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taken into account by the other parameters.
Although the original model was two-dimensional,

Yosef and Rabani[17] have recently extended it to three
dimensions. To take into account the 3D nature of the
solvent film, we have adopted a rather different approach
which involves a simple change to the Hamiltonian of
the original 2D model. By making the chemical po-
tential an explicit function of the global solvent den-
sity, we can model an increase in µ as the solvent layer
thins during evaporation. This density dependence corre-
sponds to a thickness- dependent disjoining pressure[18]
accounting for substrate wettability in continuum mod-
els [19, 20]. As a result, the solvent evaporates with
a rate inversely proportional to its coverage (Fig. 1).
Fig. 1(b) shows the result of this modification, which
matches the experimental image not just qualitatively,
but also quantitatively[15, 16]. Increasing the coupling
between µ and solvent coverage (Fig. 1(d)) replicates the
effect of using chloroform in the experiments (Fig. 1(c)).
Importantly, the nanoparticle rings [17, 21, 22] in these
simulated structures are formed spontaneously, without
the manual introduction of nucleation sites described by
Yosef and Rabani [17] - a technique discussed below.

The behaviour of the solvent plays a critical role in de-
termining the nature of the nanoparticle patterns; to a

FIG. 1: (a) An AFM image of a two-level cellular structure
formed by spin-casting gold nanoparticles in toluene onto a
silicon substrate, (b) a simulated structure formed by link-
ing the chemical potential (µ) to the solvent density (in the
form µ(v) = µ0 + (0.1µ0 × v0.7), where v is the fraction of
solvent that has become vapour, and µ0 is the value of µ at
the beginning of the simulation), (c) an AFM image of gold
nanoparticles spun onto silicon from chloroform, and (d) a
simulated image with a much stronger coupling between µ
and solvent coverage (in the form µ(v) = µ0 +(0.5µ0× v0.7)).

large extent, the particles are merely passengers on the
tide of the solvent, and their final positions describe the
history of flow and evaporation. Modifying the surface
of the substrate to perturb the behaviour of the solvent
must therefore lead to a modification of the nanoparticle
structures.

Fig. 2(a) shows the striking effect on nanoparticle
organisation of an AFM-oxidised 4 × 4µm2 square on
H:Si(111)[12, 13]. There is an extremely sharp transi-
tion from a cellular structure on the oxide to a broken
worm-like pattern elsewhere. Given that the edge of the
oxide region should in principle represent a steep gradi-
ent in wettability, with strong implications for dewetting-
mediated pattern formation[23, 24], the lack of a region
denuded of nanoparticles at the edge of the oxide is in-
triguing. We return to a discussion of this important
point below. Simulations indicate that cellular networks
are generated by slower solvent evaporation than that
which occurs in the formation of labyrinthine structures
[9, 15]. This would suggest that evaporation is somehow

FIG. 2: (a) An AFM image of gold nanoparticles spun from
toluene onto H:Si(111) with an AFM-patterned 4µm × 4µm
square of oxide in the centre, and (b) the result of a simulation
with |µ| 6% lower on the oxide area.

retarded by the presence of the oxide, i.e. the solvent
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finds the oxide areas more wettable. Fig. 2(b) shows the
result of spatially varying the value of µ, such that its
modulus is very slightly (6%) lower on the oxide than in
the surrounding area, with an interface region compris-
ing a 100nm linear transition. This equates to a greater
wettability in the region of the oxide. The image shown
in Fig. 2(b) matches the experimental result extremely
well.

Contact angle measurements show, however, that there
is no observable difference in the wettability of macro-
scopic volumes of toluene on H:Si(111) and native oxide-
terminated Si(111) surfaces having comparable rough-
ness. Both substrates yield a contact angle close to
zero (≈ 5◦), albeit with a very large error bar (±50%).
These measurements would seem to be at odds not only
with the results of Fig. 2, where a greater wettability
of the oxide region is observed, but with estimates of
Hamaker constants [18] which yield different signs for
the air/toluene/silicon and air/toluene/silicon oxide sys-
tems. We can, however, explain these apparent discrep-
ancies between wetting theory and experiment in terms
of the nanoscale structure of the SiO-Si system. First,
as pointed out by Seeman et al. [25], the appropriate

FIG. 3: (a) An AFM image showing the effect of 1µm diame-
ter rings of oxide on nanoparticle pattern formation, and (b)
a simulation in which sections of solvent and particles have
been removed (indicated in white) to approximate the effect
of dewetting from the oxide regions before the realm of the
simulation.

system to consider for the estimation of Hamaker con-
stants is air/toluene/SiO/Si where the native oxide layer
is ≈2 nm thick. In this context, the high wettability
of toluene on native oxide-terminated silicon seen in the
contact angle measurements is not unexpected. Second,
and of key importance for our directed dewetting exper-
iments, the stronger affinity of the apolar solvent for the
oxide region rather than for the H:Si(111) surface in Fig.
2 can largely be rationalised in terms of the higher de-
gree of roughness/porosity of silicon oxide formed using
scanning probe nanolithography as compared to oxides
prepared by more conventional methods [26, 27].

Below a critical feature linewidth (≈200nm), the effect
of oxide regions on the far-from-equilibrium flow of sol-
vent is radically different from that shown in Fig. 2. Fig.
3(a) shows nanoparticle patterns formed in the presence
of SiO2 rings of 1µm diameter on H:Si(111). The 100nm-
wide lines are almost completely free of particles, and a
clearly denuded zone extends around them for a further
100nm. It is possible to reproduce this effect in our sim-
ulations by completely removing sections of solvent and
nanoparticles from regions representing the oxide rings
prior to the start of the simulation. This is similar to the
technique employed by Yosef and Rabani [17].

The importance of dewetting nucleated by a gradi-
ent in wettability has been discussed in some depth for
thin polymer films on heterogeneous substrates [23, 24].

FIG. 4: (a) A three-dimensional rendering of an AFM image
of raised oxide areas on H:Si(111), and (b) the same areas
covered with trapped nanoparticles after slow evaporation of
a gold nanoparticle solution.
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While a wettability gradient exists for the AFM-defined
patterns shown in both Fig. 2 and Fig. 3, it is only
for the latter that a denuded zone free of nanoparticles
is observed in the vicinity of the surface heterogeneity,
indicating that the feature linewidth plays a fundamen-
tal role in driving the rupture of the solvent/nanoparticle
film[16]. In addition to the chemical heterogeneity rep-
resented by the oxide regions, as the solvent thins by
evaporation, there comes a point when the 3nm height
difference of the small oxide regions becomes very signif-
icant. These regions are likely to be the first in which
the thickness of the film becomes small enough for the
disjoining pressure to cause nucleation of a hole in the
film. This tailor-made hole will then grow by evapora-
tion, isolating a small group of nanoparticles inside the
ring. A simulation including this modification, and also
a solvent density-dependent chemical potential (see Fig.
1), is shown in Fig. 3(b). This directed dewetting process
enables confinement within specific nanoscale surface re-
gions without the need for chemical functionalisation of
the nanoparticles.

The effect of the greater roughness of the oxide re-
gions can be exploited in an experimental regime that is
much closer to equilibrium conditions. The oxide square
in Fig. 4(a) has more than twice the RMS roughness
of the surrounding H:Si(111) surface. When a nanopar-
ticle solution is allowed to evaporate from this surface
over a period of hours rather than seconds, the signifi-
cantly decreased mobility of the particles on the rougher
areas becomes apparent. This slow evaporation mode
proceeds by a gradual horizontal “retreat” of the solvent
as it evaporates. Particles that are otherwise quite mo-
bile tend to accumulate on the roughened areas as the
solvent retreats over them. Unable to escape, they build
up to form a near complete single layer that is confined
within the boundary of the oxide (Fig. 4(b)). Moreover,
we find that a triangular “box” with boundaries just a
few tens of nm wide has a similar effect. A close-packed
monolayer is formed as particles enter the container from
solution, only to find themselves unable to surmount the
walls and follow the solvent as the thinning edge with-
draws.

The ability to control pattern formation by locally di-
recting solvent dewetting is an important development on
the road to self-organised nanoparticle devices. A lack
of requirement for particle functionalisation allows this
technique to be employed with a wide range of different
particle types. The approach we describe thus opens up
a rich new parameter space in directing the assembly of
nanoparticle arrays.
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